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Introduction

These notes contain the material of a course given at the Institute of Math-
ematics of the Federal University of Rio de Janeiro during the second semester
of 1996. The aim of these notes is to present a few methods that are useful for
the study of nonlinear partial differential equations of elliptic type. Every method
which is introduced is illustrated by specific examples, describing various properties
of elliptic equations.

The reader is supposed to be familiar with the basic properties of ordinary
differential equations, with elementary functional analysis and with the elementary
theory of integration, including Lp spaces. Of course, we use Sobolev spaces in
most of the chapters, and so we give a self-contained introduction to those spaces
(containing all the properties that we use) in an appendix at the end of the notes.

We study the model problem{
−△u = g in Ω,

u = 0 in ∂Ω.

Here, g = g(x, u) is a function of x ∈ Ω and u ∈ R, and Ω is an open domain of
R

N . This is clearly not the most general elliptic problem, but we simply whish to
introduce some basic tools, so we leave to the reader the possible adaptation of the
methods to more general equations and boundary conditions.

The first chapter is devoted to ODE methods. We first study the one dimen-
sional case, and give a complete description of the solutions. We next study the
higher dimensional problem, when Ω is a ball or the whole space, by the shooting
method.

In the second chapter, we first study the linear equation, and then we present
some variational methods: global and constrained minimization and the mountain
pass theorem. We also introduce two techniques that can be used to handle the
case of unbounded domains, symmetrization and concentration-compactness.

The third chapter is devoted to the method of super- and subsolutions. We first
introduce the weak and strong maximum principles, and then an existence result
based on an iteration technique.

In the fourth chapter, we study some qualitative properties of the solutions.
We study the Lp and C0 regularity for the linear equation, and then the regularity
for nonlinear equations by a bootstrap method. Finally, we study the symmetry
properties of the solutions by the moving planes technique.

Of course, there are other important methods for the study of elliptic equations,
in particular the degree theory and the bifurcation theory. We did not study these
methods because their most interesting applications require the use of the Cm,α

regularity theory, which we could not afford to present in such an introductory text.
The interested reader might consult for example H. Brezis and L. Nirenberg [14].
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Notation

a.a. almost all
a.e. almost everywhere
E the closure of the subset E of the topological space X
Ck(E,F ) the space of k times continuously differentiable functions from the

topological space E to the topological space F
L(E,F ) the Banach space of linear, continuous operators from the Banach

space E to the Banach space F , equipped with the norm topology
L(E) the space L(E,E)
X⋆ the topological dual of the space X
X →֒ Y if X ⊂ Y with continuous injection
Ω an open subset of RN

Ω the closure of Ω in RN

∂Ω the boundary of Ω, i.e. ∂Ω = Ω \ Ω
ω ⊂⊂ Ω if ω ⊂ Ω and ω is compact

∂iu = uxi =
∂u

∂xi

∂ru = ur =
∂u

∂r
=

1

r
x · ∇u, where r = |x|

Dα =
∂α1

∂xα1
1

· · · ∂
αN

∂xαN

N

for α = (α1, . . . , αN ) ∈ NN

∇u (∂1u, · · · , ∂Nu)

△ =

N∑

i=1

∂2

∂x2i

u ⋆ v the convolution in RN , i.e.

u ⋆ v(x) =

∫

RN

u(y)v(x− y) dy =

∫

RN

u(x− y)v(y) dy

F the Fourier transform in R
N , defined by1

Fu(ξ) =
∫

RN

e−2πix·ξu(x) dx

F = F−1, given by Fv(x) =
∫

RN

e2πiξ·xv(ξ) dξ

û = Fu
Cc(Ω) the space of continuous functions Ω → R with compact support
Ck

c (Ω) the space of functions of Ck(Ω) with compact support
Cb(Ω) the Banach space of continuous, bounded functions Ω → R, equipped

with the topology of uniform convergence
C(Ω) the space of continuous functions Ω → R. When Ω is bounded,

C(Ω) is a Banach space when equipped with the topology of uniform
convergence

1with this definition of the Fourier transform, ‖Fu‖L2 = ‖u‖L2 , F(u ⋆ v) = FuFv and

F(Dαu) = (2πi)|α|
∏N

j=1
x
αj

j Fu.
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viii NOTATION

Cb,u(Ω) the Banach space of uniformly continuous and bounded functions

Ω → R equipped with the topology of uniform convergence
Cm

b,u(Ω) the Banach space of functions u ∈ Cb,u(Ω) such that Dαu ∈ Cb,u(Ω),

for every multi-index α such that |α| ≤ m. Cm
b,u(Ω) is equipped with

the norm of Wm,∞(Ω)
Cm,α(Ω) for 0 ≤ α < 1, the Banach space of functions u ∈ Cm

b,u(Ω) such that

‖u‖Cm,α = ‖u‖Wm,∞ + sup
x,y∈Ω
|β|=m

|Dβu(x)−Dβu(y)|
|x− y|α <∞.

D(Ω) = C∞
c (Ω), the Fréchet space of C∞ functions Ω → R (or Ω → C)

compactly supported in Ω, equipped with the topology of uniform
convergence of all derivatives on compact subsets of Ω

C0(Ω) the closure of C∞
c (Ω) in L∞(Ω)

Cm
0 (Ω) the closure of C∞

c (Ω) in Wm,∞(Ω)
D′(Ω) the space of distributions on Ω, that is the topological dual of D(Ω)

p′ the conjugate of p given by
1

p
+

1

p′
= 1

Lp(Ω) the Banach space of (classes of) measurable functions u : Ω → R

such that

∫

Ω

|u(x)|p dx < ∞ if 1 ≤ p < ∞, or ess sup
x∈Ω

|u(x)| < ∞ if

p = ∞. Lp(Ω) is equipped with the norm

‖u‖Lp =





(∫
Ω
|u(x)|p dx

) 1
p

if p <∞
ess supx∈Ω |u(x)|, if p = ∞.

Lp
loc(Ω) the set of measurable functions u : Ω → R such that u|ω ∈ Lp(ω) for

all ω ⊂⊂ Ω
Wm,p(Ω) the space of (classes of) measurable functions u : Ω → R such that

Dαu ∈ Lp(Ω) in the sense of distributions, for every multi-index
α ∈ NN with |α| ≤ m. Wm,p(Ω) is a Banach space when equipped
with the norm ‖u‖Wm,p =

∑
|α|≤m ‖Dαu‖Lp

Wm,p
loc (Ω) the set of measurable functions u : Ω → R such that u|ω ∈ Wm,p(ω)

for all ω ⊂⊂ Ω
Wm,p

0 (Ω) the closure of C∞
c (Ω) in Wm,p(Ω)

W−m,p′

(Ω) the topological dual of Wm,p
0 (Ω)

Hm(Ω) =Wm,2(Ω). Hm(Ω) is equipped with the equivalent norm

‖u‖Hm =
( ∑

|α|≤m

∫

Ω

|Dαu(x)|2 dx
) 1

2

,

and Hm(Ω) is a Hilbert space for the scalar product (u, v)Hm =∫

Ω

ℜ(u(x)v(x)) dx

Hm
loc(Ω) =Wm,2

loc (Ω)

Hm
0 (Ω) =Wm,2

0 (Ω)
H−m(Ω) =W−m,2(Ω)
|u|m,p,Ω =

∑
|α|=m ‖Dαu‖Lp(Ω)



CHAPTER 1

ODE methods

Consider the problem
{
−△u = g(u) in Ω,

u = 0 in ∂Ω,

where Ω is the ball

Ω = {x ∈ R
N ; |x| < R},

for some given 0 < R ≤ ∞. In the case R = ∞, the boundary condition is
understood as u(x) → 0 as |x| → ∞. Throughout this chapter, we assume that
g : R → R is a locally Lipschitz continuous function. We look for nontrivial
solutions, i.e. solutions u 6≡ 0 (clearly, u ≡ 0 is a solution if and only if g(0) = 0).
In this chapter, we study their existence by purely ODE methods.

If N = 1, then the equation is simply the ordinary differential equation

u′′ + g(u) = 0, −R < r < R,

and the boundary condition becomes u(±R) = 0, or u(r) → 0 as r → ±∞ in the
case R = ∞. In Sections 1.1 and 1.2, we solve completely the above problem. We
give necessary and sufficient conditions on g so that there exists a solution, and we
characterize all the solutions.

In the case N ≥ 2, then one can also reduce the problem to an ordinary
differential equation. Indeed, if we look for a radially symmetric solution u(x) =
u(|x|), then the equation becomes the ODE

u′′ +
N − 1

r
u′ + g(u) = 0, 0 < r < R,

and the boundary condition becomes u(R) = 0, or u(r) → 0 as r → ∞ in the case
R = ∞. The approach that we will use for solving this problem is the following.
Given u0 > 0, we solve the ordinary differential equation with the initial values
u(0) = u0, u

′(0) = 0. There exists a unique solution, which is defined on a maximal
interval [0, R0). Next, we try to adjust the initial value u0 in such a way that
R0 > R and u(R) = 0 (R0 = ∞ and lim

r→∞
u(r) = 0 in the case R = ∞). This is

called the shooting method. In Sections 1.3 and 1.4, we give sufficient conditions
on g for the existence of solutions. We also obtain some necessary conditions.

1.1. The case of the line

We begin with the simple case N = 1 and R = ∞. In other words, Ω = R.
In this case, we do not need to impose radial symmetry (but we will see that any
solution is radially symmetric up to a translation). We consider the equation

u′′ + g(u) = 0, (1.1.1)

for all x ∈ R, with the boundary condition

lim
x→±∞

u(x) = 0. (1.1.2)

1



2 1. ODE METHODS

We give a necessary and sufficient condition on g for the existence of nontrivial
solutions of (1.1.1)–(1.1.2). Moreover, we characterize all solutions. We show that
all solutions are derived from a unique positive, even one and a unique negative,
even one (whenever they exist) by translations.

We begin by recalling some elementary properties of the equation (1.1.1).

Remark 1.1.1. The following properties hold.

(i) Given x0, u0, v0 ∈ R, there exists a unique solution u of (1.1.1) such that
u(x0) = u0 and u′(x0) = v0, defined on a maximal interval (a, b) for some
−∞ ≤ a < x0 < b ≤ ∞. In addition, if a > −∞, then |u(x)|+ |u′(x)| → ∞ as
x ↓ a (similarly, |u(x)|+ |u′(x)| → ∞ as x ↑ b if b <∞). This is easily proved
by solving the integral equation

u(x) = u0 + (x − x0)v0 −
∫ x

x0

∫ s

x0

g(u(σ)) dσ ds,

on the interval (x0 − α, x0 + α) for some α > 0 sufficiently small (apply
Banach’s fixed point theorem in C([x0 −α, x0 +α])), and then by considering
the maximal solution.

(ii) It follows in particular from uniqueness that if u satisfies (1.1.1) on some
interval (a, b) and if u′(x0) = 0 and g(u(x0)) = 0 for some x0 ∈ (a, b), then
u ≡ u(x0) on (a, b).

(iii) If u satisfies (1.1.1) on some interval (a, b) and x0 ∈ (a, b), then

1

2
u′(x)2 +G(u(x)) =

1

2
u′(x0)

2 +G(u(x0)), (1.1.3)

for all x ∈ (a, b), where

G(s) =

∫ s

0

g(σ) dσ, (1.1.4)

for s ∈ R. Indeed, multiplying the equation by u′, we obtain

d

dx

{1

2
u′(x)2 +G(u(x))

}
= 0,

for all x ∈ (a, b).
(iv) Let x0 ∈ R and h > 0. If u satisfies (1.1.1) on (x0 −h, x0+h) and u′(x0) = 0,

then u is symmetric about x0, i.e. u(x0 + s) ≡ u(x0 − s) for all 0 ≤ s < h.
Indeed, let v(s) = u(x0 + s) and w(s) = u(x0 − s) for 0 ≤ s < h. Both v and
w satisfy (1.1.1) on (−h, h) and we have v(0) = w(0) and v′(0) = w′(0), so
that by uniqueness v ≡ w.

(v) If u satisfies (1.1.1) on some interval (a, b) and u′ has at least two distinct
zeroes x0, x1 ∈ (a, b), then u exists on (−∞,+∞) and u is periodic with
period 2|x0 − x1|. This follows easily from (iv), since u is symmetric about
both x0 and x1.

We next give some properties of possible solutions of (1.1.1)–(1.1.2).

Lemma 1.1.2. If u 6≡ 0 satisfies (1.1.1)–(1.1.2), then the following properties
hold.

(i) g(0) = 0.
(ii) Either u > 0 on R or else u < 0 on R.
(iii) u is symmetric about some x0 ∈ R, and u′(x) 6= 0 for all x 6= x0. In particular,

|u(x−x0)| is symmetric about 0, increasing for x < 0 and decreasing for x > 0.
(iv) For all y ∈ R, u(· − y) satisfies (1.1.1)–(1.1.2).

Proof. If g(0) 6= 0, then u′′(x) has a nonzero limit as x → ±∞, so that
u cannot have a finite limit. This proves (i). By (1.1.2), u cannot be periodic.



1.1. THE CASE OF THE LINE 3

Therefore, it follows from Remark 1.1.1 (v) and (iv) that u′ has exactly one zero on
R and is symmetric about this zero. Properties (ii) and (iii) follow. Property (iv)
is immediate. �

By Lemma 1.1.2, we need only study the even, positive or negative solutions
(since any solution is a translation of an even positive or negative one), and we
must assume g(0) = 0. Our main result of this section is the following.

Theorem 1.1.3. Let g : R → R be locally Lipschitz continuous with g(0) = 0.
There exists a positive, even solution of (1.1.1)–(1.1.2) if and only if there exists
u0 > 0 such that

g(u0) > 0, G(u0) = 0 and G(u) < 0 for 0 < u < u0, (1.1.5)

where G is defined by (1.1.4). In addition, such a solution is unique. Similarly,
there exists a negative, even solution of (1.1.1)–(1.1.2) if and only if there exists
v0 < 0 such that

g(v0) < 0, G(v0) = 0 and G(u) < 0 for v0 < u < 0, (1.1.6)

and such a solution is unique.

Proof. We only prove the first statement, and we proceed in five steps.
Step 1. Let x0 ∈ R and let u ∈ C2([x0,∞)). If u(x) → ℓ ∈ R and u′′(x) → 0

as x→ ∞, then u′(x) → 0. Indeed, we have

u′(s) = u′(x) +

∫ s

x

u′′(σ) dσ,

for s > x ≥ x0. Therefore,

u(x+ 1)− u(x) =

∫ x+1

x

u′(s) ds = u′(x) +

∫ x+1

x

∫ s

x

u′′(σ) dσ ds,

from which the conclusion follows immediately.
Step 2. If u is even and satifies (1.1.1)–(1.1.2), then

1

2
u′(x)2 +G(u(x)) = 0, (1.1.7)

for all x ∈ R and
G(u(0)) = 0. (1.1.8)

Indeed, letting x0 → ∞ in (1.1.3), and using Step 1 and (1.1.2), we obtain (1.1.7).
(1.1.8) follows, since u′(0) = 0.

Step 3. If u is a positive, even solution of (1.1.1)–(1.1.2), then g satis-
fies (1.1.5) with u0 = u(0). Indeed, we have G(u0) = 0 by (1.1.8). Since u′(x) 6= 0
for x 6= 0 (by Lemma 1.1.2 (iii)), it follows from (1.1.7) that G(u(x)) < 0 for all
x 6= 0, thus G(u) < 0 for all 0 < u < u0. Finally, since u is decreasing for x > 0
we have u′(x) ≤ 0 for all x ≥ 0. This implies that u′′(0) ≤ 0, i.e. g(u0) ≥ 0. If
g(u0) = 0, then u ≡ u0 by uniqueness, which is absurd by (1.1.2). Therefore, we
must have g(u0) > 0.

Step 4. If g satisfies (1.1.5), then the solution u of (1.1.1) with the initial
values u(0) = u0 and u′(0) = 0 is even, decreasing for x > 0 and satisfies (1.1.2).
Indeed, since g(u0) > 0, we have u′′(0) < 0. Thus u′(x) < 0 for x > 0 and small.
u′ cannot vanish while u remains positive, for otherwise we would have by (1.1.7)
G(u(x)) = 0 for some x such that 0 < u(x) < u0. This is ruled out by (1.1.5).
Furthermore, u cannot vanish in finite time, for then we would have u(x) = 0
for some x > 0 and thus u′(x) = 0 by (1.1.7), which would imply u ≡ 0 (see
Remark 1.1.1 (ii)). Therefore, u is positive and decreasing for x > 0, and thus has
a limit ℓ ∈ [0, u0) as x → ∞. We show that ℓ = 0. Since u′′(x) → g(ℓ) as x → ∞,
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we must have g(ℓ) = 0. By Step 1, we deduce that u′(x) → 0 as x → ∞. Letting
x→ ∞ in (1.1.7) (which holds, because of (1.1.3) and the assumption G(u0) = 0),
we find G(ℓ) = 0, thus ℓ = 0. Finally, u is even by Remark 1.1.1 (iv).

Step 5. Conclusion. The necessity of condition (1.1.5) follows from Step 3,
and the existence of a solution follows from Step 4. It thus remain to show unique-
ness. Let u and ũ be two positive, even solutions. We deduce from Step 3 that g sat-
isfies (1.1.5) with both u0 = u(0) and u0 = ũ(0). It easily follows that ũ(0) = u(0),
thus ũ(x) ≡ u(x). �

Remark 1.1.4. If g is odd, then the statement of Theorem 1.1.3 is simplified.
There exists solution u 6≡ 0 of (1.1.1)–(1.1.2) if and only if (1.1.5) holds. In this case,
there exists a unique positive, even solution of (1.1.1)–(1.1.2), which is decreasing
for x > 0. Any other solution ũ of (1.1.1)–(1.1.2) has the form ũ(x) = εu(x − y)
for ε = ±1 and y ∈ R.

Remark 1.1.5. Here are some applications of Theorem 1.1.3 and Remark 1.1.4.

(i) Suppose g(u) = −λu for some λ ∈ R (linear case). Then there is no nontrivial
solution of (1.1.1)–(1.1.2). Indeed, neither (1.1.5) nor (1.1.6) hold. One can
see this directly by calculating all solutions of the equation. If λ = 0, then all
the solutions have the form u(x) = a + bx for some a, b ∈ R. If λ > 0, then

all the solutions have the form u(x) = ae
√
λx + be−

√
λx for some a, b ∈ R. If

λ < 0, then all the solutions have the form u(x) = aei
√
−λx + be−i

√
−λx for

some a, b ∈ R.
(ii) Suppose g(u) = −λu + µ|u|p−1u for some λ, µ ∈ R and some p > 1. If λ ≤ 0

or if µ ≤ 0, then there is no nontrivial solution of (1.1.1)–(1.1.2). If λ, µ > 0,
then there is the solution

u(x) =
(λ(p+ 1)

2µ

) 1
p−1

(
cosh

(p− 1

2

√
λx

))− 2
p−1

.

All other solutions have the form ũ(x) = εu(x− y) for ε = ±1 and y ∈ R. We
need only apply Remark 1.1.4.

(iii) Suppose g(u) = −λu + µ|u|p−1u − ν|u|q−1u for some λ, µ, ν ∈ R and some
1 < p < q. The situation is then much more complex.
a) If λ < 0, then there is no nontrivial solution.
b) If λ = 0, then the only case when there is a nontrivial solution is when

µ < 0 and ν < 0. In this case, there is the even, positive decreasing

solution u corresponding to the intial value u(0) = ((q + 1)µ/(p+ 1)ν)
1

q−p

and u′(0) = 0. All other solutions have the form ũ(x) = εu(x − y) for
ε = ±1 and y ∈ R.

c) If λ > 0, µ ≤ 0 and ν ≥ 0, then there is no nontrivial solution.
d) If λ > 0, µ > 0 and ν ≤ 0, then there is the even, positive decreasing

solution u corresponding to the intial value u0 > 0 given by

µ

p+ 1
up−1
0 − ν

q + 1
uq−1
0 =

λ

2
. (1.1.9)

All other solutions have the form ũ(x) = εu(x− y) for ε = ±1 and y ∈ R.

e) If λ > 0, µ > 0 and ν > 0, let u = ((q + 1)(p− 1)µ/(p+ 1)(q − 1)ν)
1

q−p . If

µ

p+ 1
up−1 − ν

q + 1
uq−1 ≤ λ

2
,

then there is no nontrivial solution. If

µ

p+ 1
up−1 − ν

q + 1
uq−1 >

λ

2
,
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then there is the even, positive decreasing solution u corresponding to the
intial value u ∈ (0, u) given by (1.1.9). All other solutions have the form
ũ(x) = εu(x− y) for ε = ±1 and y ∈ R.

f) If λ > 0 and ν < 0, then there is the even, positive decreasing solution
u corresponding to the intial value u0 > 0 given by (1.1.9). All other
solutions have the form ũ(x) = εu(x− y) for ε = ±1 and y ∈ R.

1.2. The case of the interval

In this section, we consider the case where Ω is a bounded interval, i.e. N = 1
and R <∞. In other words, Ω = (−R,R). We consider again the equation (1.1.1),
but now with the boundary condition

u(−R) = u(R) = 0. (1.2.1)

The situation is more complex than in the preceding section. Indeed, note first
that the condition g(0) = 0 is not anymore necessary. For example, in the case
g(u) = 4u − 2 and R = π, there is the solution u(x) = sin2 x. Also, there are
necessary conditions involving not only g, but relations between g and R. For
example, let g(u) = u. Since in this case all solutions of (1.1.1) have the form
u(x) = a sin(x+b), we see that there is a nontrivial solution of (1.1.1)-(1.2.1) if and
only if R = kπ/2 for some positive integer k. Moreover, this example shows that,
as opposed to the case R = ∞, there is not uniqueness of positive (or negative)
solutions up to translations.

We give a necessary and sufficient condition on g for the existence of nontrivial
solutions of (1.1.1)-(1.2.1). Moreover, we characterize all solutions. The charac-
terization, however, is not as simple as in the case R = ∞. In the case of odd
nonlinearities, the situation is relatively simple, and we show that all solutions are
derived from positive solutions on smaller intervals by reflexion.

We recall some simple properties of the equation (1.1.1) which follow from
Remark 1.1.1.

Remark 1.2.1. The following properties hold.

(i) Suppose that u satisfies (1.1.1) on some interval (a, b), that u(a) = u(b) = 0
and that u > 0 on (a, b). Then u is symmetric with respect to (a+ b)/2, i.e.
u(x) ≡ u(a + b − x), and u′(x) > 0 for all a < x < (a + b)/2. Similarly, if
u < 0 on (a, b), then u is symmetric with respect to (a + b)/2 and u′(x) < 0
for all a < x < (a+b)/2. Indeed, suppose that u′(x0) = 0 for some x0 ∈ (a, b).
Then u is symmetric about x0, by Remark 1.1.1 (iv). If x0 < (a + b)/2, we
obtain in particular u(2x0 − a) = u(a) = 0, which is absurd since u > 0 on
(a, b) and 2x0−a ∈ (a, b). We obtain as well a contradiction if x0 > (a+ b)/2.
Therefore, (a + b)/2 is the only zero of u′ on (a, b) and u is symmetric with
respect to (a + b)/2. Since u > 0 on (a, b), we must then have u′(x) > 0 for
all a < x < (a+ b)/2.

(ii) Suppose again that u satisfies (1.1.1) on some interval (a, b), that u(a) =
u(b) = 0 and that u > 0 on (a, b). Then g((a + b)/2) > 0. If instead u < 0
on (a, b), then g((a+ b)/2) < 0. Indeed, it follows from (i) that u achieves its
maximum at (a + b)/2. In particular, 0 ≤ u′′((a + b)/2) = −g(u((a+ b)/2)).
Now, if g(u((a + b)/2)) = 0, then u ≡ u((a + b)/2) by uniqueness, which is
absurd.

Remark 1.2.2. In view of Remarks 1.1.1 and 1.2.1, we see that any nontrivial
solution u of (1.1.1)-(1.2.1) must have a specific form. More precisely, we can make
the following observations.
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(i) u can be positive or negative, in which case u is even and |u(x)| is decreasing
for x ∈ (0, R) (by Remark 1.2.1 (i)).

(ii) If u is neither positive nor negative, then u′ vanishes at least twice in Ω, so
that u is the restriction to Ω of a periodic solution in R (by Remark 1.1.1).

(iii) Suppose u is neither positive nor negative and let τ > 0 be the minimal period
of u. Set w(x) = u(−R+ x), so that w(0) = w(τ) = 0. Two possibilities may
occur.
a) Either w > 0 (respectively w < 0) on (0, τ) (and thus w′(0) = w′(τ) = 0

because u is C1). In this case, we clearly have R = kτ for some integer
k ≥ 1, and so u is obtained by periodicity from a positive (respectively
negative) solution (u itself) on the smaller interval (−R,−R+ τ).

b) Else, w vanishes in (0, τ), and then there exists σ ∈ (0, τ) such that w > 0
(respectively w < 0) on (0, σ), w is symmetric about σ/2, w < 0 (respec-
tively w > 0) on (σ, τ) and w is symmetric about (τ + σ)/2. In this case,
u is obtained from a positive solution and a negative solution on smaller
intervals (u on (−R,−R + σ) and u on (−R + σ,−R + τ)). The deriva-
tives of these solutions must agree at the endpoints (because u is C1) and
2R = mσ+n(τ −σ), where m and n are positive integers such that n = m
or n = m+1 or n = m− 1. To verify this, we need only show that w takes
both positive and negative values in (0, τ) and that w vanishes only once
(the other conclusions then follow easily). We first show that w takes val-
ues of both signs. Indeed, if for example w ≥ 0 on (0, τ), then w vanishes
at some τ1 ∈ (0, τ) and w′(0) = w′(τ1) = w′(τ) = 0. Then w is periodic
of period 2τ1 and of period 2(τ − τ1) by Remark 1.1.1 (v). Since τ is the
minimal period of w, we must have τ1 = τ/2. Therefore, w′ must vanish
at some τ2 ∈ (0, τ1), and so w has the period 2τ2 < τ , which is absurd.
Finally, suppose w vanishes twice in (0, τ). This implies that w′ has three
zeroes τ1 < τ2 < τ3 in (0, τ). By Remark 1.1.1 (v), w is periodic with the
periods 2(τ2 − τ1) and 2(τ3 − τ2). We must then have 2(τ2 − τ1) ≥ τ and
2(τ3 − τ2) ≥ τ . It follows that τ3 − τ1 ≥ τ , which is absurd.

(iv) Assume g is odd. In particular, there is the trivial solution u ≡ 0. Suppose
u is neither positive nor negative, u 6≡ 0 and let τ > 0 be the minimal period
of u. Then it follows from (iii) above that u(τ − x) = −u(x) for all x ∈ [0, τ ].
Indeed, the first possibility of (iii) cannot occur since if u(0) = u′(0) = 0, then
u ≡ 0 by uniqueness (because g(0) = 0). Therefore, the second possibility
occurs, but by oddness of g and uniqueness, we must have σ = τ/2, and
u(τ − x) = −u(x) for all x ∈ [0, τ ]. In other words, u is obtained from a
positive solution on (−R,−R+ σ), with σ = R/2m for some positive integer
m, which is extended to (−R,R) by successive reflexions.

It follows from the above Remark 1.2.2 that the study of the general nontrivial
solution of (1.1.1)-(1.2.1) reduces to the study of positive and negative solutions
(for possibly different values of R). We now give a necessary and sufficient condition
for the existence of such solutions.

Theorem 1.2.3. There exists a solution u > 0 of (1.1.1)-(1.2.1) if and only if
there exists u0 > 0 such that

(i) g(u0) > 0;
(ii) G(u) < G(u0) for all 0 < u < u0;
(iii) either G(u0) > 0 or else G(u0) = 0 and g(0) < 0;

(iv)

∫ u0

0

ds√
2
√
G(u0)−G(s)

= R.
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In this case, u > 0 defined by
∫ u0

u(x)

ds√
2
√
G(u0)−G(s)

= |x|, (1.2.2)

for all x ∈ Ω, satisfies (1.1.1)-(1.2.1). Moreover, any positive solution has the
form (1.2.2) for some u0 > 0 satisfying (i)–(ii).

Similarly, there exists a solution u < 0 of (1.1.1)-(1.2.1) if and only if there
exists v0 < 0 such that g(v0) < 0, G(v0) < G(v) for all v0 < v < 0, g(0) > 0 if
G(v0) = 0, and ∫ 0

v0

ds√
2
√
G(s)−G(v0)

= R.

In this case, u < 0 defined by
∫ u(x)

v0

ds√
2
√
G(s)−G(v0)

= |x|, (1.2.3)

for all x ∈ Ω, satisfies (1.1.1)-(1.2.1). Moreover, any negative solution has the
form (1.2.3) for some v0 < 0 as above.

Proof. We consider only the case of positive solutions, the other case being
similar. We proceed in two steps.

Step 1. The conditions (i)–(iv) are necessary. Let u0 = u(0). (i) follows
from Remark 1.2.1 (ii). Since u′(0) = 0 by Remark 1.2.1 (i), it follows from (1.1.3)
that

1

2
u′(x)2 +G(u(x)) = G(u0), (1.2.4)

for all x ∈ (a, b). Since u′(x) 6= 0 for all x ∈ (−R,R), x 6= 0 (again by Re-
mark 1.2.1 (i)), (1.2.4) implies (ii). It follows from (1.2.4) that G(u0) = u′(R)2/2 ≥
0. Suppose now G(u0) = 0. If g(0) > 0, then (ii) cannot hold, and if g(0) = 0,
then u cannot vanish (by Theorem 1.1.3). Therefore, we must have g(0) < 0, which
proves (iii). Finally, it follows from (1.2.4) that

u′(x) = −
√
2
√
G(u0)−G(u(x)),

on (0, R). Therefore,
d

dx
F (u(x)) = 1, where

F (y) =

∫ u0

y

ds√
2
√
G(u0)−G(s)

;

and so F (u(x)) = x, for x ∈ (0, R). (1.2.2) follows for x ∈ (0, R). The case
x ∈ (−R, 0) follows by symmetry. Letting now x = R in (1.2.2), we obtain (iv).

Step 2. Conclusion. Suppose (i)–(iv), and let u be defined by (1.2.2). It
is easy to verify by a direct calculation that u satisfies (1.1.1) in Ω, and it follows
from (iv) that u(±R) = 0. Finally, the fact that any solution has the form (1.2.2)
for some u0 > 0 satisfying (i)–(iv) follows from Step 1. �

Remark 1.2.4. Note that in general there is not uniqueness of positive (or
negative) solutions. For example, if R = π/2 and g(u) = u, then u(x) = a cosx is a
positive solution for any a > 0. In general, any u0 > 0 satisfying (i)–(iv) gives rise
to a solution given by (1.2.2). Since u(0) = u0, two distinct values of u0 give rise to
two distinct solutions. For some nonlinearities, however, there exists at most one
u0 > 0 satisfying (i)–(iv) (see Remarks 1.2.5 and 1.2.6 below).

We now apply the above results to some model cases.

Remark 1.2.5. Consider g(u) = a+ bu, a, b ∈ R.
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(i) If b = 0, then there exists a unique solution u of (1.1.1)-(1.2.1), which is given
by u(x) = a(R2 − x2)/2. This solution has the sign of a and is nontrivial iff
a 6= 0.

(ii) If a = 0 and b > 0, then there is a nontrivial solution of (1.1.1)-(1.2.1) if and

only if 2
√
bR = kπ for some positive integer k. In this case, any nontrivial

solution u of (1.1.1)-(1.2.1) is given by u(x) = c sin (
√
b(x + R)) for some

c ∈ R, c 6= 0. In particular, the set of solutions is a one parameter family.
(iii) If a = 0 and b ≤ 0, then the only solution of (1.1.1)-(1.2.1) is u ≡ 0.

(iv) If a 6= 0 and b > 0, then several cases must be considered. If
√
bR = (π/2)+kπ

for some nonnegative integer k, then there is no solution of (1.1.1)-(1.2.1). If√
bR = kπ for some positive integer k, then there is a nontrivial solution

of (1.1.1)-(1.2.1), and all solutions have the form

u(x) =
a

b

( cos (
√
bx)

cos (
√
bR)

− 1
)
+ c sin (

√
bx),

for some c ∈ R. In particular, the set of solutions is a one parameter family.
If c = 0, then u has constant sign and u′(−R) = u′(R) = 0. (If in addition
k is even, then also u(0) = u′(0) = 0.) If c 6= 0, then u takes both positive

and negative values. If
√
bR 6= (π/2) + kπ and

√
bR 6= kπ for all nonnegative

integers k, then there is a unique solution of (1.1.1)-(1.2.1) given by the above

formula with c = 0. Note that this solution has constant sign if
√
bR ≤ π and

changes sign otherwise.
(v) If a 6= 0 and b < 0, then there is a unique solution of (1.1.1)-(1.2.1) given by

u(x) =
a

b

(
1− cosh (

√
−bx)

cosh (
√
−bR)

)
.

Note that in particular u has constant sign (the sign of a) in Ω.

Remark 1.2.6. Consider g(u) = au + b|u|p−1u, with a, b ∈ R, b 6= 0 and
p > 1. Note that in this case, there is always the trivial solution u ≡ 0. Note also
that g is odd, so that by Remark 1.2.2 (iv) and Theorem 1.2.3, there is a solution
of (1.1.1)-(1.2.1) every time there exists u0 > 0 and a positive integer m such that
properties (i), (ii) and (iv) of Theorem 1.2.3 are satisfied and such that

∫ u0

0

ds√
2
√
G(u0)−G(s)

=
r

2m
. (1.2.5)

Here, G is given by G(u) =
a

2
u2 +

b

p+ 1
|u|p+1.

(i) If a ≤ 0 and b < 0, then there is no u0 > 0 such that g(u0) > 0. In particular,
there is no nontrivial solution of (1.1.1)-(1.2.1).

(ii) If a ≥ 0 and b > 0, then g > 0 and G is increasing on [0,∞). Therefore, there
is a pair ±u of nontrivial solutions of (1.1.1)-(1.2.1) every time there is u0 > 0
and an integer m ≥ 1 such that property (1.2.5) is satisfied. We have

∫ u0

0

ds√
2
√
G(u0)−G(s)

=

∫ 1

0

dt
√
2
√

a
2 (1− t2) + b

p+1u
p−1
0 (1− tp+1)

:= φ(u0). (1.2.6)

It is clear that φ : [0,∞) → (0,∞) is decreasing, that φ(∞) = 0 and that

φ(0) =

∫ 1

0

dt√
2
√

a
2 (1 − t2)

=
π

2
√
a

(+∞ if a = 0),
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by using the change of variable t = sin θ. Therefore, given any integer
m > 2

√
aR/π, there exists a unique u0(k) such that (1.2.5) is satisfied. In par-

ticular, the set of nontrivial solutions of (1.1.1)-(1.2.1) is a pair of sequences
±(un)n≥0. We see that there exists a positive solution (which corresponds to
m = 1) iff 2

√
aR < π.

(iii) If a > 0 and b < 0, then both g and G are increasing on (0, u∗) with u∗ =

(−a/b) 1
p−1 . On (u∗,∞), g is negative and G is decreasing. Therefore, the

assumptions (i)–(iii) of Theorem 1.2.3 are satisfied iff u0 ∈ (0, u∗). Therefore,
there is a pair ±u of nontrivial solutions of (1.1.1)-(1.2.1) every time there is
u0 ∈ (0, u∗) and an integer m ≥ 1 such that property (1.2.5) is satisfied. Note
that for u0 ∈ (0, u∗), formula (1.2.6) holds, but since b < 0, φ is now increasing
on (0, u∗), φ(0) = π/2

√
a and φ(u∗) = +∞. Therefore, there exists nontrivial

solutions iff 2
√
aR > π, and in this case, there exists a unique positive solution.

Moreover, still assuming 2
√
aR > π, the set of nontrivial solutions of (1.1.1)-

(1.2.1) consists of ℓ pairs of solutions, where ℓ is the integer part of 2
√
aR/π.

Every pair of solution corresponds to some integer m ∈ {1, . . . , ℓ} and u0 ∈
(0, u∗) defined by φ(u0) = R/2m.

(iv) If a < 0 and b > 0, then assumptions (i)–(iii) of Theorem 1.2.3 are satisfied

iff u0 > u∗ with u∗ = (−a(p+ 1)/2b)
1

p−1 . Therefore, there is a pair ±u
of nontrivial solutions of (1.1.1)-(1.2.1) every time there is u0 > u∗ and an
integer m ≥ 1 such that property (1.2.5) is satisfied. Note that for u0 > u∗,
formula (1.2.6) holds, and that φ is decreasing on (u∗,∞), φ(u∗) = +∞ and
φ(∞) = 0. Therefore, given any integer k > 2

√
aR/π, there exists a unique

u0(k) such that (1.2.5) is satisfied. In particular, the set of nontrivial solutions
of (1.1.1)-(1.2.1) is a pair of sequences ±(un)n≥0. We see that there always
exists a positive solution (which corresponds to m = 1).

1.3. The case of RN , N ≥ 2

In this section, we look for radial solutions of the equation
{
−△u = g(u) in R

N ,

u(x)−→|x|→∞ 0.

As observed before, the equation for u(r) = u(|x|) becomes the ODE

u′′ +
N − 1

r
u′ + g(u) = 0, r > 0,

with the boundary condition u(r) −→
r→∞

0. For simplicity, we consider the model case

g(u) = −λu+ µ|u|p−1u.

(One can handle more general nonlinearities by the method we will use, see McLeod,
Troy and Weissler [38].) Therefore, we look for solutions of the ODE

u′′ +
N − 1

r
u′ − λu+ µ|u|p−1u = 0, (1.3.1)

for r > 0 such that

u(r) −→
r→∞

0. (1.3.2)

Due to the presence of the nonautonomous term (N − 1)u′/r in the equation (1.3.1),
this problem turns out to be considerably more difficult than in the one-dimensional
case. On the other hand, it has a richer structure, in the sense that there are “more”
solutions.

We observe that, given u0 > 0, there exists a unique, maximal solution u ∈
C2([0, Rm)) of (1.3.1) with the initial conditions u(0) = u0 and u′(0) = 0, with the



10 1. ODE METHODS

blow up alternative that either Rm = ∞ or else |u(r)|+ |u′(r)| → ∞ as r ↑ Rm. To
see this, we write the equation in the form

(rN−1u′(r))′ = λrN−1(u(r) − µ|u(r)|p−1u(r)), (1.3.3)

thus, with the initial conditions,

u(r) = u0+ ∫ r

0

s−(N−1)

∫ s

0

σN−1(u(σ)− µ|u(σ)|p−1u(σ)) dσ ds. (1.3.4)

This last equation is solved by the usual fixed point method. For r > 0, the equation
is not anymore singular, so that the solution can be extended by the usual method
to a maximal solution which satisfies the blow up alternative.

The nonautonomous term in the equation introduces some dissipation. To see
this, let u be a solution on some interval (a, b), with 0 < a < b <∞, and set

E(u, r) =
1

2
u′(r)2 − λ

2
u(r)2 +

µ

p+ 1
|u(r)|p+1. (1.3.5)

Multiplying the equation by u′(r), we obtain

dE

dr
= −N − 1

r
u′(r)2, (1.3.6)

so that E(u, r) is a decreasing quantity.
Note that if µ > 0, there is a constant C depending only on p, µ, λ such that

E(u, r) ≥ 1

2
(u′(r)2 + u(r)2)− C.

In particular, all the solutions of (1.3.1) exist for all r > 0 and stay bounded as
r → ∞.

The first result of this section is the following.

Theorem 1.3.1. Assume λ, µ > 0 and (N − 2)p < N + 2. There exists x0 > 0
such that the solution u of (1.3.1) with the initial conditions u(0) = x0 and u′(0) = 0
is defined for all r > 0, is positive and decreasing. Moreover, there exists C such
that

u(r)2 + u′(r)2 ≤ Ce−2
√
λr, (1.3.7)

for all r > 0.

When N = 1 (see Section 1.1), there is only one radial solution such that
u(0) > 0 and u(r) → 0 as r → ∞. When N ≥ 2, there are infinitely many such
solutions. More precisely, there is at least one such solution with any prescribed
number of nodes, as shows the following result.

Theorem 1.3.2. Assume λ, µ > 0 and (N − 2)p < N + 2. There exists an
increasing sequence (xn)n≥0 of positive numbers such that the solution un of (1.3.1)
with the initial conditions un(0) = xn and u′n(0) = 0 is defined for all r > 0, has
exactly n nodes, and satisfies for some constant C the estimate (1.3.7).

We use the method of McLeod, Troy and Weissler [38] to prove the above
results. The proof is rather long and relies on some preliminary informations on
the equations, which we collect below.

Proposition 1.3.3. If u is the solution of
{
u′′ + N−1

r u′ + |u|p−1u = 0,

u(0) = 1, u′(0) = 0,
(1.3.8)

then the following properties hold.
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(i) If N ≥ 3 and (N − 2)p ≥ N + 2, then u(r) > 0 and u′(r) < 0 for all r > 0.
Moreover, u(r) → 0 as r → ∞.

(ii) If (N − 2)p < N + 2, then u oscillates indefinitely. More precisely, for any
r0 ≥ 0 such that u(r0) 6= 0, there exists r1 > r0 such that u(r0)u(r1) < 0.

Proof. We note that u′′(0) < 0, so that u′(r) < 0 for r > 0 and small. Now,
if u′ would vanish while u remains positive, we would obtain u′′ < 0 from the
equation, which is absurd. So u′ < 0 while u remains positive. Next, we deduce
from the equation that

(u′2
2

+
|u|p+1

p+ 1

)′
= −N − 1

r
u′2, (1.3.9)

(rN−1uu′)′ + rN−1|u|p+1 = rN−1u′2, (1.3.10)

and
(rN

2
u′2 +

rN

p+ 1
|u|p+1

)′
+
N − 2

2
rN−1u′2 =

N

p+ 1
rN−1|u|p+1. (1.3.11)

We first prove property (i). Assume by contradiction that u has a first zero r0.
By uniqueness, we have u′(r0) 6= 0. Integrating (1.3.10) and (1.3.11) on (0, r0), we
obtain ∫ r0

0

rN−1up+1 =

∫ r0

0

rN−1u′2,

and
rN0
2
u′(r0)

2 +
N − 2

2

∫ r0

0

rN−1u′2 =
N

p+ 1

∫ r0

0

rN−1|u|p+1;

and so,

0 <
rN0
2
u′(r0)

2 =
( N

p+ 1
− N − 2

2

)∫ r0

0

rN−1u′2 ≤ 0,

which is absurd. This shows that u(r) > 0 (hence u′(r) < 0) for all r > 0. In
particular, u(r) decreases to a limit ℓ ≥ 0 as r → ∞. Since u′(r) is bounded
by (1.3.9), we deduce from the equation that u′′(r) → −ℓp, which implies that
ℓ = 0. This proves property (i)

We now prove property (ii), and we first show that u must have a first zero.
Indeed, suppose by contradiction that u(r) > 0 for all r > 0. It follows that
u′(r) < 0 for all r > 0. Thus u has a limit ℓ ≥ 0 as r → ∞. Note that by (1.3.6),
u′ is bounded, so that by the equation u′′(r) → −ℓp as r → ∞, which implies that
ℓ = 0. We write equation (1.3.8) in the form

rN−1u′(r) = −
∫ r

0

sN−1up(s); (1.3.12)

and so

−rN−1u′(r) =

∫ r

0

sN−1up ≥ u(r)p
∫ r

0

sN−1 =
rN

N
u(r)p.

Therefore,
( 1

(p− 1)u(r)p−1
− r2

2N

)′
≥ 0,

which implies that

u(r) ≤ Cr−
2

p−1 . (1.3.13)

By the assumption on p, this implies that
∫ ∞

0

rN−1u(r)p+1 <∞. (1.3.14)
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If N = 2, then (1.3.12)-(1.3.13) show that ru′(r) converges to a negative limit as
r → ∞, which is absurd. We now suppose N ≥ 3 and we integrate (1.3.11) on
(0, r):

rN

2
u′(r)2 +

rN

p+ 1
u(r)p+1 +

N − 2

2

∫ r

0

sN−1u′2

=
N

p+ 1

∫ r

0

sN−1up+1. (1.3.15)

Letting r → ∞ and applying (1.3.14), we deduce that
∫ ∞

0

rN−1u′(r)2 <∞. (1.3.16)

It follows in particular from (1.3.14) and (1.3.16) that there exist rn → ∞ such
that

rNn ((u′(rn)
2 + u(rn)

p+1) → 0.

Letting r = rn in (1.3.15) and applying (1.3.14) and (1.3.16), we deduce by letting
n→ ∞

N − 2

2

∫ ∞

0

sN−1u′2 =
N

p+ 1

∫ ∞

0

sN−1up+1. (1.3.17)

Finally, we integrate (1.3.10) on (0, r):

rN−1u(r)u′(r) +

∫ r

0

sN−1up+1 =

∫ r

0

sN−1u′2. (1.3.18)

We observe that u(rn) ≤ cr
− N

p+1
n and that |u′(rn)| ≤ cr

−N
2

n . By the assumption on
p, this implies that rN−1

n u(rn)u
′(rn) → 0. Letting r = rn in (1.3.18) and letting

n→ ∞, we obtain ∫ ∞

0

sN−1up+1 =

∫ ∞

0

sN−1u′2.

Multiplying the above identity by N/(p+1) and making the difference with (1.3.17),
we obtain

0 =
( N

p+ 1
− N − 2

2

)∫ ∞

0

rN−1u′2 > 0,

which is absurd.
In fact, with the previous argument, one shows as well that if r ≥ 0 is such

that u(r) 6= 0 and u′(r) = 0, then there exists ρ > r such that u(ρ) = 0.
To conclude, we need only show that if ρ > 0 is such that u(ρ) = 0, then there

exists r > ρ such that u(r) 6= 0 and u′(r) = 0. To see this, note that u′(ρ) 6= 0
(for otherwise u ≡ 0 by uniqueness), and suppose for example that u′(ρ) > 0. If
u′(r) > 0 for all r ≥ ρ, then (since u is bounded) u converges to some positive limit
ℓ as r → ∞; and so, by the equation, u′′(r) → −ℓp as r → ∞, which is absurd.
This completes the proof. �

Remark 1.3.4. Here are some comments on Proposition 1.3.3 and its proof.

(i) Property (ii) does not hold for singular solutions of (1.3.8). Indeed, for p >
N/(N − 2), there is the (singular) solution

u(r) =
( (N − 2)p−N

2

) 1
p−1

( 2

(p− 1)r

) 2
p−1

, (1.3.19)

which is positive for all r > 0.
(ii) The argument at the beginning of the proof of property (ii) shows that any

positive solution u of (1.3.8) on [R,∞) (R ≥ 0) satisfies the estimate (1.3.13)
for r large. This holds for any value of p. The explicit solutions (1.3.19) show
that this estimate cannot be improved in general.
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(iii) Let p > 1, N ≥ 3 and let u be a positive solution of (1.3.8) on (R,∞) for
some R > 0. If u(r) → 0 as r → ∞, then there exists c > 0 such that

u(r) ≥ c

rN−2
, (1.3.20)

for all r ≥ R. Indeed, (rN−1u′)′ = −rN−1up ≤ 0, so that

u′(r) ≤ RN−1u′(R)r−(N−1).

Integrating on (r,∞), we obtain (N − 2)rN−2u(r) ≥ −RN−1u′(R). Since
u > 0 and u(r) → 0 as r → ∞, we may assume without loss of generality that
u′(R) < 0 and (1.3.20) follows.

Corollary 1.3.5. Assume λ, µ > 0 and (N −2)p < N+2. For any ρ > 0 and
any n ∈ N, n ≥ 1, there exists Mn,ρ such that if x0 > Mn,ρ, then the solution u
of (1.3.1) with the initial conditions u(0) = x0 and u′(0) = 0 has at least n zeroes
on (0, ρ).

Proof. Changing u(r) to (µ/λ)
1

p−1u(λ−
1
2 r), we are reduced to the equation

u′′ +
N − 1

r
u′ − u+ |u|p−1u = 0. (1.3.21)

Let now R > 0 be such that the solution v of (1.3.8) has n zeroes on (0, R) (see
Proposition 1.3.3).

Let x > 0 and let u be the solution of (1.3.21) such that u(0) = x, u′(0) = 0.
Set

ũ(r) =
1

x
u
( r

x
p−1
2

)
,

so that {
ũ′′ + N−1

r ũ′ − 1
xp−1 ũ+ |ũ|p−1ũ = 0,

ũ(0) = 1, ũ′(0) = 0.

It is not difficult to show that ũ→ v in C1([0, R]) as x→ ∞. Since v′ 6= 0 whenever
v = 0, this implies that for x large enough, say x ≥ xn, ũ has n zeroes on (0, R).

Coming back to u, this means that u has n zeroes on (0, (R/x)
p−1
2 ). The result

follows with for example Mn,ρ = max{xn, (R/ρ)
2

p−1 }. �

Lemma 1.3.6. For every c > 0, there exists α(c) > 0 with the following prop-
erty. If u is a solution of (1.3.1) and if E(u,R) = −c < 0 and u(R) > 0 for some
R ≥ 0 (E is defined by (1.3.5)), then u(r) ≥ α(c) for all r ≥ R.

Proof. Let f(x) = µ|x|p+1/(p+1)−λx2/2 for x ∈ R, and let −m = min f < 0.
One verifies easily that for every c ∈ (0,m) the equation f(x) = −c has two positive
solutions 0 < α(c) ≤ β(c), and that if f(x) ≤ −c, then x ∈ [−β(c),−α(c)] ∪
[α(c), β(c)]. It follows from (1.3.6) that f(u(r)) ≤ −c for all r ≥ R, from which the
result follows immediately. �

We are now in a position to prove Theorem 1.3.1.

Proof of Theorem 1.3.1. Let

A0 = {x > 0; u > 0 on (0,∞)},
where u is the solution of (1.3.1) with the initial values u(0) = x, u′(0) = 0.

We claim that I = (0, (λ(p + 1)/2µ)
1

p−1 ) ⊂ A0, so that A0 6= ∅. Indeed,
suppose x ∈ I. It follows that E(u, 0) < 0; and so, inf

r≥0
u(r) > 0 by Lemma 1.3.6.

On the other hand, A0 ⊂ (0,M1,1) by Corollary 1.3.5. Therefore, we may consider
x0 = supA0. We claim that x0 has the desired properties.
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Indeed, let u be the solution with initial value x0. We first note that x0 ∈
A0. Otherwise, u has a first zero at some r0 > 0. By uniqueness, u′(r0) 6= 0,
so that u takes negative values. By continuous dependance, this is the case for
solutions with initial values close to x0, which contradicts the property x0 ∈ A0.

On the other hand, we have x0 > (λ(p+ 1)/2µ)
1

p−1 > (λ/µ)
1

p−1 . This implies that
u′′(0) < 0, so that u′(r) < 0 for r > 0 and small. We claim that u′(r) cannot
vanish. Otherwise, for some r0 > 0, u(r0) > 0, u′(r0) = 0 and u′′(r0) ≥ 0. This

implies that u(r0) ≤ (λ/µ)
1

p−1 , which in turn implies E(u, r0) < 0. By continuous
dependance, it follows that for v0 close to x0, we have E(v, r0) < 0, which implies
that v0 ∈ A0 by Lemma 1.3.6. This contradicts again the property x0 = supA0.
Thus u′(r) < 0 for all r > 0. Let

m = inf
r≥0

u(r) = lim
r→∞

u(r) ≥ 0

We claim that m = 0. Indeed if m > 0, we deduce from the equation that (since u′

is bounded)

u′′(r) −→
r→∞

λm− µmp.

Thus, either m = 0 or else m = (λ/µ)
1

p−1 . In this last case, since u′(rn) → 0 for
some sequence rn → ∞, we have lim inf E(u, r) < 0 as r → ∞, which is again
absurd by Lemma 1.3.6. Thus m = 0. The exponential decay now follows from the
next lemma (see also Proposition 4.4.9 for a more general result). �

Lemma 1.3.7. Assume λ, µ > 0. If u is a solution of (1.3.1) on [r0,∞) such
that u(r) → 0 as r → ∞, then there exists a constant C such that

u(r)2 + u′(r)2 ≤ Ce−2
√
λr,

for r ≥ r0.

Proof. Let v(r) = (µ/λ)
1

p−1u(λ−
1
2 r), so that v is a solution of (1.3.21). Set

f(r) = v(r)2 + v′(r)2 − 2v(r)v′(r).

We see easily that for r large enough v(r)v′(r) < 0, so that, by possibly chosing r0
larger,

f(r) ≥ v(r)2 + v′(r)2, (1.3.22)

for r ≥ r0. An elementary calculation shows that

f ′(r) + 2f(r) = −2(N − 1)

r
(v′2 − vv′) + 2|v|p−1(v2 − vv′)

≤ 2|v|p−1(v2 − vv′) ≤ 2|v|p−1f.

It follows that
f ′(r)

f(r)
+ 2− 2|v|p−1 ≤ 0;

and so, given r0 sufficiently large,

d

dr

(
log(f(r)) + 2r − 2

∫ r

r0

|v|p−1
)
≤ 0.

Since v is bounded, we first deduce that f(r) ≤ Ce−r. Applying the resulting
estimate |v(r)| ≤ Ce−

r
2 in the above inequality, we now deduce that f(r) ≤ Ce−2r.

Using (1.3.22), we obtain the desired estimate. �

Finally, for the proof of Theorem 1.3.2, we will use the following lemma.
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Lemma 1.3.8. Let n ∈ N, x > 0, and let u be the solution of (1.3.1) with the
initial conditions u(0) = x and u′(0) = 0. Assume that u has exactly n zeroes on
(0,∞) and that u2+u′2 → 0 as r → ∞. There exists ε > 0 such that if |x− y| ≤ ε,
then the corresponding solution v of (1.3.1) has at most n+ 1 zeroes on (0,∞).

Proof. Assume for simplicity that λ = µ = 1. We first observe that E(u, r) >
0 for all r > 0 by Lemma 1.3.6. This implies that if r > 0 is a zero of u′, then
|u(r)|p−1 > (p+ 1)/2 > 1, so that u(r)u′′(r) < 0, by the equation. In particular,
if r2 > r1 are two consecutive zeroes of u′, it follows that u(r1)u(r2) < 0, so that
u has a zero in (r1, r2). Therefore, since u has a finite number of zeroes, it follows
that u′ has a finite number of zeroes.

Let r′ ≥ 0 be the largest zero of u′ and assume, for example, that u(r′) > 0.
In particular, u(r′) > 1 and u is decreasing on [r′,∞). Therefore, there exists a
unique r0 ∈ (r′,∞) such that u(r0) = 1, and we have u′(r0) < 0. By continuous
dependance, there exists ε > 0 such that if |x − y| ≤ ε, and if v is the solution
of (1.3.1) with the initial conditions v(0) = x, then the following properties hold.

(i) There exists ρ0 ∈ [r0 − 1, r0 + 1] such that v has exactly n zeroes on [0, ρ0]
(ii) v(ρ0) = 1 and v′(ρ0) < 0.

Therefore, we need only show that, by choosing ε possibly smaller, v has at
most one zero on [ρ0,∞). To see this, we suppose v has a first zero ρ1 > ρ0, and
we show that if ε is small enough, then v < 0 on (ρ1,∞). Since v(ρ1) = 0, we
must have v′(ρ1) < 0; and so, v′(r) < 0 for r − ρ1 > 0 and small. Furthermore,
it follows from the equation that v′ cannot vanish while v > −1. Therefore, there
exist ρ3 > ρ3 > ρ1 such that v′ < 0 on [ρ1, ρ3] and v(ρ2) = −1/4, v(ρ3) = −1/2.
By Lemma 1.3.6, we obtain the desired result if we show that E(v, ρ3) < 0 provided
ε is small enough. To see this, we first observe that, since u > 0 on [r′,∞),

∀M > 0, ∃ε′ ∈ (0, ε) such that ρ1 > M if |x− y| ≤ ε′.

Let

f(x) =
|x|p+1

p+ 1
− x2

2
.

It follows from (1.3.6) that

d

dr
E(v, r) +

2(N − 1)

r
E(v, r) =

2(N − 1)

r
f(v(r));

and so,
d

dr
(r2(N−1)E(v, r)) = 2(N − 1)r2N−3f(v(r)).

Integrating on (ρ0, ρ3), we obtain

ρ
2(N−1)
3 E(v, ρ3) = ρ

2(N−1)
0 E(v, ρ0) + 2(N − 1)

∫ ρ3

ρ0

r2N−3f(v(r)) dr.

Note that (by continuous dependence)

ρ
2(N−1)
0 E(v, ρ0)

2(N−1) ≤ C,

with C independent of y ∈ (x−ε, x+ε). On the other hand, f(v(r)) ≤ 0 on (ρ0, ρ3)
since −1 ≤ v ≤ 1, and there exists a > 0 such that f(θ) ≤ −a for θ ∈ (−1/4,−1/2).
It follows that

ρ
2(N−1)
3 E(v, ρ3) ≤ C − 2(N − 1)a

∫ ρ3

ρ2

r2N−3 dr

≤ C − 2(N − 1)aρ2N−3
2 (ρ3 − ρ2).
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Since v′ is bounded on (ρ2, ρ3) independently of y such that |x− y| ≤ ε′, it follows
that ρ3 − ρ2 is bounded from below. Therefore, we see that E(v, ρ3) < 0 if ε is
small enough, which completes the proof. �

Proof of Theorem 1.3.2. Let

A1 = {x > x0; u has exactly one zero on (0,∞)}.
By definition of x0 and Lemma 1.3.8, we have A1 6= ∅. In addition, it follows from
Corollary 1.3.5 that A1 is bounded. Let

x1 = supA1,

and let u1 be the corresponding solution. By using the argument of the proof of
Theorem 1.3.1, one shows easily that u1 has the desired properties. Finally, one
defines by induction

An+1 = {x > xn; u has exactly n+ 1 zeroes on (0,∞},
and

xn+1 = supAn+1,

and one show that the corresponding solution un has the desired properties. �

Remark 1.3.9. Here are some comments on the cases when the assumptions
of Theorems 1.3.1 and 1.3.2 are not satisfied.

(i) If λ, µ > 0 and (N−2)p ≥ N+2, then there does not exist any solution u 6≡ 0,
u ∈ C1([0,∞)) of (1.3.1)-(1.3.2). Indeed, suppose for simplicity λ = µ = 1
and assume by contradiction that there is a solution u. Arguing as in the
proof of Lemma 1.3.7, one shows easily that u and u′ must have exponential
decay. Next, arguing as in the proof of Proposition 1.3.3, one shows that∫ ∞

0

sN−1|u|p+1 =

∫ ∞

0

sN−1u′2 +

∫ ∞

0

sN−1u2,

and

N

p+ 1

∫ ∞

0

sN−1|u|p+1 =
N − 2

2

∫ ∞

0

sN−1u′2 +
N

2

∫ ∞

0

sN−1u2.

It follows that

0 <
(N − 2

2
− N

p+ 1

) ∫ ∞

0

sN−1|u|p+1 = −
∫ ∞

0

sN−1u2 < 0,

which is absurd.
(ii) If λ > 0 and µ < 0, then there does not exist any solution u 6≡ 0, u ∈

C1([0,∞)) of (1.3.1)-(1.3.2). Indeed, suppose for example λ = 1 and µ =
−1 and assume by contradiction that there is a solution u. Since E(u, r)
is decreasing and u → 0, we see that u′ is bounded. It then follows the
equation that u′′ → 0 as r → ∞; and so, u′ → 0 (see Step 1 of the proof
of Theorem 1.1.3). Therefore, E(u, r) → 0 as r → ∞, and since E(u, r) is
nonincreasing, we must have in particular E(u, 0) ≥ 0. This is absurd, since
E(u, 0) = −u(0)2/2− u(0)p+1/(p+ 1) < 0.

(iii) If λ = 0 and µ < 0, then there does not exist any solution u 6≡ 0, u ∈
C1([0,∞)) of (1.3.1)-(1.3.2). This follows from the argument of (ii) above.

(iv) If λ = 0, µ > 0 and (N − 2)p = N + 2, then for any x > 0 the solution u
of (1.3.1) such that u(0) = x is given by

u(r) = x
(
1 +

µx
4

N−2

N(N − 2)
r2
)−N−2

2

.

In particular, u(r) ≈ r−(N−2) as r → ∞. Note that u ∈ Lp+1(RN ). In
addition, u ∈ H1(RN ) if and only if N ≥ 5.
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(v) If λ = 0, µ > 0 and (N − 2)p > N + 2, then for any x > 0 the solution
u of (1.3.1) such that u(0) = x satisfies (1.3.2). (This follows from Propo-
sition 1.3.3.) However, u has a slow decay as r → ∞ in the sense that
u 6∈ Lp+1(RN ). Indeed, if u were in Lp+1(RN ), then arguing as in the proof
of Proposition 1.3.3 (starting with (1.3.14)) we would get to a contradiction.

(vi) If λ = 0, µ > 0 and (N − 2)p < N + 2, then for any x > 0 the solution u
of (1.3.1) such that u(0) = x satisfies (1.3.2). However, u has a slow decay as
r → ∞ in the sense that u 6∈ Lp+1(RN ). This last property follows from the
argument of (v) above. The property u(r) → 0 as r → ∞ is more delicate,
and one can proceed as follows. We show by contradiction that E(u, r) → 0
as r → ∞. Otherwise, since E(u, r) is nonincreasing, E(u, r) ↓ ℓ > 0 as
r → ∞. Let 0 < r1 < r2 ≤ . . . be the zeroes of u (see Proposition 1.3.3).
We deduce that u′(rn)2 → 2ℓ as n → ∞. Consider the solution ω of the

equation ω′′ + µ|ω|p−1ω = 0 with the initial values ω(0) = 0, ω′(0) =
√
2ℓ.

ω is anti-periodic with minimal period 2τ for some τ > 0. By a continuous
dependence argument, one shows that rn+1 − rn → τ as n → ∞ and that
|u(rn + ·)− ω(·) signu′(rn)| → 0 in C1([0, τ ]). This implies that rn ≤ 2nτ for
n large and that

∫ rn+1

rn

u′(r)2 dr ≥ 1

2

∫ τ

0

ω′(r)2 dr ≥ δ > 0,

for some δ > 0 and n large. It follows that
∫ rn+1

rn

u′(r)2

r
dr ≥ δ

rn+1
≥ δ

2τ(n+ 1)
.

We deduce that ∫ ∞

0

u′(r)2

r
= +∞,

which yields a contradiction (see (1.3.6)).
(vii) If λ < 0, then there does not exist any solution u of (1.3.1) with u ∈ L2(RN ).

This result is delicate. It is proved in Kato [27] in a more general setting (see
also Agmon [2]). We follow here the less general, but much simpler argument
of Lopes [34]. We consider the case µ < 0, which is slightly more delicate,

and we assume for example λ = µ = −1. Setting ϕ(r) = r
N−1

2 u(r), we see
that

ϕ′′ + ϕ =
(N − 1)(N − 3)

4r2
ϕ+ r−

(N−1)(p−1)
2 |ϕ|p−1ϕ.

Setting

H(r) =
1

2
ϕ′2 +

1

2
ϕ2 − (N − 1)(N − 3)

8r2
ϕ2 − 1

p+ 1
r−

(N−1)(p−1)
2 |ϕ|p+1

=
1

2
ϕ′2 +

1

2
ϕ2

[
1− (N − 1)(N − 3)

8r2
− |u|p−1

p+ 1

]
,

we deduce that

H ′(r) =
(N − 1)(N − 3)

4r3
ϕ2 +

(N − 1)(p− 1)

2(p+ 1)
r−

(N−1)(p−1)
2 −1|ϕ|p+1

=
( (N − 1)(N − 3)

4r3
+

(N − 1)(p− 1)

2(p+ 1)r
|u|p−1

)
ϕ2.

Since u(r) → 0 as r → ∞, we deduce from the above identities that for any
ε > 0, we have

H ′(r) ≤ ε

r
H(r),
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for r large enough, which implies that H(r) ≤ Cεr
ε.In particular, |u(r)| ≤

Cr−
N−1−ε

2 . Therefore,

H ′(r) ≤ C(r−3 + r−1− (N−1−ε)(p−1)
2 )H(r),

which now implies that H(r) is bounded as r → ∞. Since H(r) and H ′(r)
are positive for r large, we deduce that H(r) ↑ ℓ > 0 as r → ∞; and so,
ϕ′(r)2 + ϕ(r)2 → 2ℓ > 0 as r → ∞. Coming back to the equation for ϕ, we
now see that

ϕ′′ + ϕ = hϕ,

with h(r) bounded as r → ∞. Multiplying the above equation by ϕ and
integrating on (1, ρ), we deduce that

∫ ρ

1

ϕ′2 =

∫ ρ

1

(1− h)ϕ2 + [ϕ′ϕ]ρ1 ≤ C + C

∫ ρ

1

ϕ2.

Therefore, ∫ ρ

1

(ϕ′2 + ϕ2) ≤ C + C

∫ ρ

1

ϕ2.

Since lim inf ϕ′(r)2 + ϕ(r)2 > 0 as r → ∞, we see that
∫ ∞

1

ϕ2 = +∞,

i.e. u 6∈ L2(RN ). In fact, one sees that u ∈ Lq(RN ) for q > 2 and u 6∈ Lq(RN )
for q ≤ 2.

Remark 1.3.10. The proof of Theorems 1.3.1 and 1.3.2 suggests that for every
integer n ≥ 0, there might exist only one initial value xn such that the solution
of (1.3.1) with the initial conditions u(0) = xn and u′(0) = 0 is defined for all r > 0,
converges to 0 as r → ∞, and has exactly n zeroes on [0,∞). This uniqueness prop-
erty was established for n = 0 only, and its proof is very delicate (see Kwong [29]
and McLeod [37]). It implies in particular uniqueness, up to translations, of posi-
tive solutions of the equation −△u = g(u) in RN such that u(x) → 0 as |x| → ∞.
Indeed, it was shown by Gidas, Ni and Nirenberg [22] that any such solution is
spherically symmetric about some point of RN .

1.4. The case of the ball of RN , N ≥ 2

In this section, we suppose that Ω = BR = {x ∈ RN ; |x| < R} and we look for
radial solutions of the equation

{
−△u = g(u) in Ω,

u = 0 on ∂Ω.

The equation for u(r) = u(|x|) becomes the ODE

u′′ +
N − 1

r
u′ + g(u) = 0, 0 < r < R,

with the boundary condition u(R) = 0.
It turns out that for the study of such problems, variational methods or super-

and subsolutions methods give in many situations more general results. (See Chap-
ters 2 and 3) However, we present below some simple consequences of the results
of Section 1.3.

For simplicity, we consider the model case

g(u) = −λu+ µ|u|p−1u,
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and so we look for solutions of the ODE

u′′ +
N − 1

r
u′ − λu+ µ|u|p−1u = 0, (1.4.1)

for 0 < r < R such that
u(R) = 0. (1.4.2)

We first apply Proposition 1.3.3, and we obtain the following conclusions.

(i) Suppose λ = 0, µ > 0 and (N − 2)p ≥ N + 2. Then for every x > 0,
the solution u of (1.4.1) with the initial conditions u′(0) = 0 and u(0) = x
does not satisfy (1.4.2). This follows from property (i) of Proposition 1.3.3.
Indeed, if we denote by u the solution corresponding to x = 1 and µ = 1, then

u(r) = xu(x
p−1
2 r).

(ii) Suppose λ = 0, µ > 0 and (N − 2)p < N + 2. Then for every integer n ≥ 0,
there exists a unique xn > 0 such that the solution u of (1.4.1) with the initial
conditions u′(0) = 0 and u(0) = xn satisfies (1.4.2) and has exactly n zeroes
on (0, R). This follows from property (ii) of Proposition 1.3.3 and the formula

u(r) = u0u(u
p−1
2

0 r).
(iii) Suppose λ, µ > 0 and (N − 2)p < N + 2. Then for every sufficiently large

integer n, there exists xn > 0 such that the solution u of (1.4.1) with the
initial conditions u′(0) = 0 and u(0) = xn satisfies (1.4.2) and has exactly n
zeroes on (0, R). Indeed, by scaling, we may assume without loss of generality
that λ = µ = 1. Next, given any x > 0, it follows easily from the proof of
Corollary 1.3.5 that the corresponding solution of (1.4.1) oscillates indefinitely.
Moreover, it follows easily by continuous dependence that for any integer k ≥ 1
the kth zero of u depends continuously on x. The result now follows from
Corollary 1.3.5.

For results in the other cases, see Section 2.7.





CHAPTER 2

Variational methods

In this chapter, we present the fundamental variational methods that are useful
for the resolution of nonlinear PDEs of elliptic type. The reader is referred to Ka-
vian [28] and Brezis and Nirenberg [14] for a more complete account of variational
methods.

2.1. Linear elliptic equations

This section is devoted to the basic results of existence of solutions of linear
elliptic equations of the form

{
−△u+ au+ λu = f in Ω,

u = 0 in ∂Ω.
(2.1.1)

Here, a ∈ L∞(Ω), λ is a real parameter and, throughout this section, Ω is any
domain of RN (not necessarily bounded nor smooth, unless otherwise specified). We
will study a weak formulation of the problem (2.1.1). Given u ∈ H1(Ω), it follows
that −△u+au+λu ∈ H−1(Ω) (by Proposition 5.1.21), so that the equation (2.1.1)
makes sense in H−1(Ω) for any f ∈ H−1(Ω). Taking the H−1−H1

0 duality product
of the equation (2.1.1) with any v ∈ H1

0 (Ω), we obtain (by formula (5.1.5))
∫

Ω

∇u · ∇v +
∫

Ω

auv + λ

∫

Ω

uv = (f, v)H−1,H1
0
. (2.1.2)

Moreover, the boundary condition can be interpreted (in a weak sense) as u ∈
H1

0 (Ω). This motivates the following definition.
A weak solution u of (2.1.1) is a function u ∈ H1

0 (Ω) that satisfies (2.1.2)
for every v ∈ H1

0 (Ω). In other words, a weak solution u of (2.1.1) is a function
u ∈ H1

0 (Ω) such that −△u + au + λu = f in H−1(Ω). We will often call a weak
solution simply a solution.

The simplest tool for the existence and uniqueness of weak solutions of the
equation (2.1.1) is Lax-Milgram’s lemma.

Lemma 2.1.1 (Lax-Milgram). Let H be a Hilbert space and consider a bilinear
functional b : H ×H → R. If there exist C <∞ and α > 0 such that

{
|b(u, v)| ≤ C‖u‖ ‖v‖, for all (u, v) ∈ H ×H (continuity),

|b(u, u)| ≥ α‖u‖2, for all u ∈ H (coerciveness),

then, for every f ∈ H⋆ (the dual space of H), the equation

b(u, v) = (f, v)H⋆ ,H for all v ∈ H, (2.1.3)

has a unique solution u ∈ H.

Proof. By the Riesz-Fréchet theorem, there exists ϕ ∈ H such that

(f, v)H⋆,H = (ϕ, v)H ,

21
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for all v ∈ H . Furthermore, for any given u ∈ H , the application v 7→ b(u, v) defines
an element of H⋆; and so, by the Riesz-Fréchet theorem, there exists an element of
H , which we denote by Au, such that

b(u, v) = (Au, v)H ,

for all v ∈ H . It is clear that A : H → H is a linear operator such that
{
‖Au‖H ≤ C‖u‖H,
(Au, u)H ≥ α‖u‖2H ,

for all u ∈ H . We see that (2.1.3) is equivalent to Au = ϕ. Given ρ > 0, this last
equation is equivalent to

u = Tu, (2.1.4)

where Tu = u + ρϕ − ρAu. It is clear that T : H → H is continuous. Moreover,
Tu− Tv = (u− v)− ρA(u − v); and so,

‖Tu− Tv‖2H = ‖u− v‖2H + ρ2‖A(u− v)‖2H − 2ρ(A(u− v), u − v)H

≤ (1 + ρ2C2 − 2ρα)‖u− v‖2H .

Choosing ρ > 0 small enough so that 1+ ρ2C2 − 2ρα < 1, T is a strict contraction.
By Banach’s fixed point theorem, we deduce that T has a unique fixed point u ∈ H ,
which is the unique solution of (2.1.4). �

In order to study the equation (2.1.1), we make the following definition.
Given a ∈ L∞(Ω), we set

λ1(−∆+ a; Ω) =

inf
{∫

Ω

(|∇u|2 + au2); u ∈ H1
0 (Ω), ‖u‖L2 = 1

}
. (2.1.5)

When there is no risk of confusion, we denote λ1(−∆ + a; Ω) by λ1(−∆ + a) or
simply λ1.

Remark 2.1.2. Note that λ1(−∆ + a; Ω) ≥ −‖a‖L∞. Moreover, it follows
from (2.1.5) that

∫

Ω

|∇u|2 +
∫

Ω

a|u|2 ≥ λ1(−△+ a)

∫

Ω

|u|2, (2.1.6)

for all u ∈ H1
0 (Ω).

When Ω is bounded, we will see in Section 3.2 that λ1(−∆+ a; Ω) is the first
eigenvalue of −∆ + a in H1

0 (Ω). In the general case, there is the following useful
inequality.

Lemma 2.1.3. Let a ∈ L∞(Ω) and let λ1 = λ1(−∆+a; Ω) be defined by (2.1.5).
Consider λ > −λ1 and set

α = min
{
1,

λ+ λ1
1 + λ1 + ‖a‖L∞

}
> 0, (2.1.7)

by Remark 2.1.2. It follows that
∫

Ω

|∇u|2 +
∫

Ω

au2 + λ

∫

Ω

u2 ≥ α‖u‖2H1 , (2.1.8)

for all u ∈ H1
0 (Ω).
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Proof. We denote by Φ(u) the left-hand side of (2.1.8). It follows from (2.1.6)
that, given any 0 ≤ ε ≤ 1,

Φ(u)2 ≥ ε

∫

Ω

(|∇u|2 + a|u|2) + ((1− ε)λ1 + λ)

∫

Ω

|u|2

≥ ε

∫

Ω

|∇u|2 + ((1− ε)λ1 + λ− ε‖a‖L∞)

∫

Ω

|u|2

= ε

∫

Ω

|∇u|2 + (λ+ λ1 − ε(λ1 + ‖a‖L∞))

∫

Ω

|u|2.

The result follows by letting ε = α. �

Our main result of this section is the following existence and uniqueness result.

Theorem 2.1.4. Let a ∈ L∞(Ω) and let λ1 = λ1(−∆ + a; Ω) be defined
by (2.1.5). If λ > −λ1, then for every f ∈ H−1(Ω), the equation (2.1.1) has a
unique weak solution. In addition,

α‖u‖H1 ≤ ‖f‖H−1 ≤ (1 + ‖a‖L∞ + |λ|)‖u‖H1 , (2.1.9)

where α is defined by (2.1.7). In particular, the mapping f 7→ u is an isomorphism
H−1(Ω) → H1

0 (Ω).

Proof. Let

b(u, v) =

∫

Ω

∇u · ∇v +
∫

Ω

auv + λ

∫

Ω

uv,

for u, v ∈ H1
0 (Ω). It is clear that b is continuous, and it follows from (2.1.8) that b is

coercive. Existence and uniqueness now follow by applying Lax-Milgram’s lemma
in H = H1

0 (Ω) with b defined above. Next, we deduce from (2.1.8) that

α‖u‖2H1 ≤ b(u, u) = (f, u)H−1,H1
0
≤ ‖f‖H−1‖u‖H1 ,

from which we obtain the left-hand side of (2.1.9). Finally,

‖f‖H−1 ≤ ‖∆u‖H−1 + ‖au‖H−1 + |λ| ‖u‖H−1 ≤ (1 + ‖a‖L∞ + |λ|)‖u‖H1 ,

which proves the right-hand side of (2.1.9). �

Remark 2.1.5. If a = 0, then λ1 = λ1(−∆;Ω) depends only on Ω. λ1 may
equal 0 or be positive. The property λ1 > 0 is equivalent to Poincaré’s inequality.
In particular, if Ω has finite measure, then λ1 > 0 by Theorem 5.4.19. On the
other hand, one verifies easily that if Ω = RN , then λ1 = 0 (Take for example

uε(x) = ε
N
2 ϕ(εx) with ϕ ∈ C∞

c (RN ), ϕ 6≡ 0 and let ε ↓ 0). If Ω = RN \K, where
K is a compact subset of RN , a similar argument (translate uε in such a way that
suppuε ⊂ Ω) shows that as well λ1 = 0.

Remark 2.1.6. The assumption λ > −λ1 implies the existence of a solution
of (2.1.1) for all f ∈ H−1(Ω). However, this condition may be necessary or not,
depending on Ω. Let us consider several examples to illustrate this fact.

(i) Suppose Ω is bounded. Let (λn)n≥1 be the sequence of eigenvalues of −△+ a
in H1

0 (Ω) (see Section 3.2) and let (ϕn)n≥1 be a corresponding orthonormal
system of eigenvectors. Given f ∈ H−1(Ω), we may write f =

∑
n≥1 αnϕn

with
∑
λ−1
n |αn|2 < ∞. A function u ∈ H1

0 (Ω) is given by u =
∑

n≥1 anϕn

with
∑
λn|an|2 < ∞. Since necessarily (λn + λ)an = αn for a solution

of (2.1.1), we see that if λ 6= −λn for all n ≥ 1, then (2.1.1) has a solution for
all f ∈ H−1(Ω). On the other hand, if λ = −λn for some n ≥ 1, then it is
clear that for f = ϕn the equation (2.1.1) does not have any solution. So in
this case, the equation (2.1.1) has a weak solution for all f ∈ H−1(Ω) if and
only if λ 6= −λn for all n ≥ 1.
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(ii) Suppose Ω = RN and let a = 0, so that in particular λ1 = 0. We claim that
there exists f ∈ H−1(RN ) such that for any λ ≤ 0, the equation (2.1.1) does

not have any solution. Indeed, suppose λ ≤ 0 and consider f(x) = e−|x|2 .

We have f̂(ξ) = π
N
2 e−π2|ξ|2 . If (2.1.1) has a solution u, then by applying

the Fourier transform, we obtain (4π2|ξ|2 +λ)û(ξ) = f̂(ξ) = π
N
2 e−π2|ξ|2 , thus

û(ξ) = π
N
2 e−π2|ξ|2(4π2|ξ|2 + λ)−1 6∈ L2(RN ). This yields a contradiction.

(iii) Suppose N ≥ 2 and Ω = R × ω, where ω is a bounded, open domain of
R

N−1, and let a = 0. We claim that there exists f ∈ H−1(Ω) such that for
any λ ≤ −λ1, the equation (2.1.1) does not have any solution. Indeed, let

(λ̃n)n≥1 be the sequence of eigenvalues of −△ in H1
0 (ω) and let (ϕ̃n)n≥1 be

a corresponding orthonormal system of eigenvectors (see Section 3.2 below).

It is not difficult to verify that λ1 = λ̃1. Consider f(x, y) = e−|x|2ϕ̃1(y) for
(x, y) ∈ R× ω. If (2.1.1) has a solution u, we obtain that v(ξ, y), the Fourier
transform of u(x, y) in the variable x, has the form v(ξ, y) = θ(ξ)ϕ̃1(y) with

(4π2|x|2 + λ̃1 + λ)θ(ξ) = π
1
2 e−π2|ξ|2 . If λ < −λ̃1 = −λ1, then θ(·) 6∈ L2(R),

thus u 6∈ L2(Ω), which is absurd.

2.2. C1 functionals

We begin by recalling some definitions. Let X be a Banach space and consider
a functional F ∈ C(X,R). F is (Fréchet) differentiable at some point x ∈ X if
there exists L ∈ X⋆ such that

|F (x+ y)− F (x) − (L, y)X⋆,X |
‖y‖ −→

‖y‖↓0
0.

Such a L is then unique, is called the derivative of F at X and is denoted F ′(x).
F ∈ C1(X,R) if F is differentiable at all x ∈ X and if the mapping x 7→ F ′(x) is
continuous X → X⋆.

There is a weaker notion of derivative, the Gâteaux derivative. A functional
F ∈ C(X,R) is Gâteaux-differentiable at some point x ∈ X if there exists L ∈ X⋆

such that

F (x+ ty)− F (x)

t
−→
t↓0

(L, y)X⋆,X ,

for all y ∈ X . Such a L is then unique, is called the Gâteaux-derivative of F at
X and is denoted F ′(x). It is clear that if a functional is Fréchet-differentiable
at some x ∈ X , then it is also Gâteaux-differentiable and both derivatives agree.
On the other hand, there exist functionals that are Gâteaux-differentiable at some
point where they are not Fréchet-differentiable. However, it is well-know that if
a functional F ∈ C(X,R) is Gâteaux-differentiable at every point x ∈ X , and
if its Gâteaux derivative F ′(x) is continuous X → X⋆, then F ∈ C1(X,R). In
other words, in order to show that F is C1, we need only show that F is Gâteaux-
differentiable at every point x ∈ X , and that F ′(x) is continuous X → X⋆.

We now give several examples of functionals arising in PDEs and which are C1

in appropriate Banach spaces. In what follows, Ω is an arbitrary domain of RN .
Consider a function g ∈ C(R,R), and assume that there exist 1 ≤ r < ∞ and

a constant C such that

|g(u)| ≤ C|u|r, (2.2.1)

for all u ∈ R. Setting

G(u) =

∫ u

0

g(s) ds, (2.2.2)
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it follows that |G(u)| ≤ C

r + 1
|u|r+1. Therefore, we may define

J(u) =

∫

Ω

G(u(x)) dx, (2.2.3)

for all u ∈ Lr+1(Ω). Our first result is the following.

Proposition 2.2.1. Assume g ∈ C(R,R) satisfies (2.2.1) for some r ∈ [1,∞),
let G be defined by (2.2.2) and let J be defined by (2.2.3). It follows that the mapping

u 7→ g(u) is continuous from Lr+1(Ω) to L
r+1
r (Ω). Moreover, J ∈ C1(Lr+1(Ω),R)

and
J ′(u) = g(u), (2.2.4)

for all u ∈ Lr+1(Ω).

Proof. It is clear that ‖g(u)‖
L

r+1
r

≤ C‖u‖r+1
Lr+1, thus g maps Lr+1(Ω) to

L
r+1
r (Ω). We now show that g is continuous. Assume by contradiction that un →

u in Lr+1(Ω) as n → ∞ and that ‖g(un) − g(u)‖
L

r+1
r

≥ ε > 0. By possibly

extracting a subsequence, we may assume that un → u a.e.; and so, g(un) → g(u)
a.e. Furthermore, we may also assume that there exists f ∈ Lr+1(Ω) such that
|un| ≤ f a.e. Applying (2.2.1) and the dominated convergence theorem, we deduce

that g(un) → g(u) in L
r+1
r (Ω). Contradiction.

Consider now u, v ∈ Lr+1(Ω). Since g = G′, we see that

G(u + tv)−G(u)

t
− g(u)v−→

t↓0
0,

a.e. Note that by (2.2.1), |g(u)v| ≤ C|u|r|v| ∈ L1(Ω) and for 0 < t < 1

|G(u + tv)−G(u)|
t

≤ 1

t

∣∣∣
∫ u+tv

u

g(s) ds
∣∣∣ ≤ C|v|(|u|r + tr|v|r)

≤ C|v|(|u|r + |v|r) ∈ L1(Ω).

By dominated convergence, we deduce that
∫

Ω

∣∣∣G(u + tv)−G(u)

t
− g(u)v

∣∣∣−→
t↓0

0.

This means that J is Gâteaux differentiable at u and that J ′(u) = g(v). Since g is

continuous Lr+1(Ω) → L
r+1
r (Ω), the result follows. �

Consider again a function g ∈ C(R,R), and assume now that there exist 1 ≤
r <∞ and a constant C such that

|g(u)| ≤ C(|u|+ |u|r), (2.2.5)

for all u ∈ R. (Note that in particular g(0) = 0.) Consider G defined by (2.2.2)

and, given h1 ∈ H−1(Ω) and h2 ∈ L
r+1
r (Ω), let

J(u) =
1

2

∫

Ω

|∇u|2 −
∫

Ω

G(u)

− (h1, u)H−1,H1
0
− (h2, u)

L
r+1
r ,Lr+1

, (2.2.6)

for u ∈ H1
0 (Ω) ∩ Lr+1(Ω). We note that G(u) ∈ L1(Ω), so J is well defined. Let

X = H1
0 (Ω) ∩ Lr+1(Ω), (2.2.7)

and set
‖u‖X = ‖u‖H1 + ‖u‖Lr+1, (2.2.8)

for u ∈ X . It follows immediately that X is a Banach space with the norm ‖ · ‖X .

One can show that X⋆ = H−1(Ω) + L
r+1
r (Ω), where the Banach space H−1(Ω) +



26 2. VARIATIONAL METHODS

L
r+1
r (Ω) is defined appropriately (see Bergh and Löfström [10], Lemma 2.3.1 and

Theorem 2.7.1). We will not use that property, whose proof is rather delicate, but

we will use the simpler properties H−1(Ω) →֒ X⋆ and L
r+1
r (Ω) →֒ X⋆. This is

immediate since, given f ∈ H−1(Ω), the mapping u 7→ (f, u)H−1,H1
0
defines clearly

an element of X⋆. Furthermore, this defines an injection because if (f, u)H−1,H1
0
for

all u ∈ X , then in particular (f, u)H−1,H1
0
for all u ∈ C∞

c (Ω). By density of C∞
c (Ω)

in H1
0 (Ω), we deduce f = 0. A similar argument shows that L

r+1
r (Ω) →֒ X⋆.

Corollary 2.2.2. Assume that g ∈ C(R,R) satisfies (2.2.5) and let h1 ∈
H−1(Ω) and h2 ∈ L

r+1
r (Ω). Let J be defined by (2.2.6) and let X be defined

by (2.2.7)-(2.2.8). Then g is continuous X → X⋆, J ∈ C1(X,R) and

J ′(u) = −△u− g(u)− h1 − h2, (2.2.9)

for all u ∈ X.

Proof. We first show that g is continuous X → X⋆, and for that we split g
in two parts. Namely, we set

g(u) = g1(u) + g2(u),

where g1(u) = g(u) for |u| ≤ 1 and g1(u) = 0 for |u| ≥ 2. It follows immediately
that

|g1(u)| ≤ C|u|,
and that

|g2(u)| ≤ C|u|r,
by possibly modifying the value of C. By Proposition 2.2.1, we see that the mapping
u 7→ g1(u) is continuous L

2(Ω) → L2(Ω), hence H1
0 (Ω) → H−1(Ω), hence X → X⋆.

As well, the mapping u 7→ g2(u) is continuous L
r+1(Ω) → L

r+1
r (Ω), hence X → X⋆.

Therefore, g = g1 + g2 is continuous X → X⋆.
We now define

J̃(u) =
1

2

∫

Ω

|∇u|2,

so that J̃ ∈ C1(H1
0 (Ω),R) ⊂ C1(X,R) and J̃ ′(u) = −△u (see Corollary 5.1.22).

Next, let

J0(u) = (h1, u)H−1,H1
0
+ (h2, u)

L
r+1
r ,Lr+1

:= J1
0 (u) + J2

0 (u).

One verifies easily that J1
0 ∈ C1(H1

0 (Ω),R) and that J1
0
′(u) = h1. Also, J2

0 ∈
C1(Lr+1,R) and that J2

0
′(u) = h2. Thus J0 ∈ C1(X,R) and J ′

0(u) = h1 + h2.
Finally, let

Jℓ(u) =

∫

Ω

Gℓ(u),

for ℓ = 1, 2, where Gℓ(u) =

∫ u

0

gℓ(s) ds. The result now follows by applying

Proposition 2.2.1 to the functionals Jℓ and writing J = J̃ − J0 − J1 − J2. �

Corollary 2.2.3. Assume that g ∈ C(R,R) satisfies (2.2.5), with the ad-
ditional assumption (N − 2)r ≤ N + 2, and let h ∈ H−1(Ω). Let J be defined
by (2.2.6) (with h1 = h and h2 = 0). Then g is continuous H1

0 (Ω) → H−1(Ω),
J ∈ C1(H1

0 (Ω),R) and (2.2.9) holds for all u ∈ H1
0 (Ω).

Proof. Since H1
0 (Ω) ∩ Lr+1(Ω) = H1

0 (Ω) by Sobolev’s embedding theorem,
the result follows from Corollary 2.2.2. �
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2.3. Global minimization

We begin by recalling some simple properties. Let X be a Banach space and
consider a functional F ∈ C1(X,R). A critical point of F is an element x ∈ X such
that F ′(x) = 0. If F achieves its minumum, i.e. if there exists x0 ∈ X such that

F (x0) = inf
x∈X

F (x),

then x0 is a critical point of F . Indeed, if F ′(x0) 6= 0, then there exists y ∈ X
such that (F ′(x0), y)X⋆,X < 0. It follows from the definition of the derivative that

F (x0 + ty) ≤ F (x0) +
t

2
(F ′(x0), y)X⋆,X < F (x0) for t > 0 small enough, which is

absurd.
In this section, we will construct solutions of the equation{

−△u = g(u) + h in Ω,

u = 0 in ∂Ω,
(2.3.1)

by minimizing a functional J such that J ′(u) = −△u− g(u)− h in an appropriate
Banach space. Of course, this will require assumptions on g and h. We begin with
the following result.

Theorem 2.3.1. Assume that g ∈ C(R,R) satisfies (2.2.5), with the additional
assumption (N − 2)r ≤ N +2. Let λ1 = λ1(−∆) be defined by (2.1.5), and suppose
further that

G(u) ≤ −λ
2
u2, (2.3.2)

for all u ∈ R, with λ > −λ1. (Here, G is defined by (2.2.2).) Finally, let h ∈
H−1(Ω) and let J be defined by (2.2.6) with h1 = h and h2 = 0 (so that J ∈
C1(H1

0 (Ω),R) by Corollary 2.2.3). Then there exists u ∈ H1
0 (Ω) such that

J(u) = inf
v∈H1

0 (Ω)
J(v).

In particular, u is a weak solution of (2.3.1) in the sense that u ∈ H1
0 (Ω) and

−△u = g(u) + h in H−1(Ω).

For the proof of Theorem 2.3.1, we will use the following lemma.

Lemma 2.3.2. Let λ > −λ1, where λ1 = λ1(−∆) is defined by (2.1.5). Let
h ∈ H−1(Ω) and set

Ψ(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 + (h, u)H−1,H1
0
,

for all u ∈ H1
0 (Ω). If (un)n≥0 is a bounded sequence of H1

0 (Ω), then there exist a
subsequence (unk

)k≥0 and u ∈ H1
0 (Ω) such that

Ψ(u) ≤ lim inf
k→∞

Ψ(unk
), (2.3.3)

and unk
−→
k→∞

u a.e. in Ω.

Proof. Since (un)n≥0 is a bounded sequence of H1
0 (Ω), there exist u ∈ H1

0 (Ω)
and a subsequence (unk

)k≥0 such that unk
→ u a.e. in Ω as k → ∞ and unk

→ u
in L2(Ω ∩ {|x| < R}) for all R > 0 (see Remark 5.5.6). For proving (2.3.3), we
proceed in two steps.

Step 1. For every f ∈ H−1(Ω),

(f, unk
)H−1,H1

0
−→
k→∞

(f, u)H−1,H1
0
.

Indeed,
(f, unk

− u)H−1,H1
0
−→
k→∞

0,
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when f ∈ Cc(Ω), by local L2 convergence. The result follows by density of Cc(Ω)
in H−1(Ω) (see Proposition 5.1.18).

Step 2. Conclusion. By Step 1, we need only show that if

Φ(u) =

∫

Ω

|∇u|2 + λ

∫

Ω

u2,

then Φ(u) ≤ lim inf Φ(unk
) as k → ∞. Indeed, we have Φ(u) ≥ α‖u‖2H1 by (2.1.8).

Since clearly Φ(u) ≤ max{1, λ}‖u‖2H1, it follows that

‖|v‖| = Φ(v)
1
2 ,

defines an equivalent norm on H1
0 (Ω). We equip H−1(Ω) with the corresponding

dual norm ‖| · ‖|⋆. (Note that this dual norm is equivalent to the original one and
that, by definition, the duality product ( · , · )H−1,H1

0
is unchanged.) We have

‖|u‖| = sup{(f, u)H−1,H1
0
; f ∈ H−1(Ω), ‖|f‖|⋆ = 1}.

By Step 1,

(f, u)H−1,H1
0
= lim

k→∞
(f, unk

)H−1,H1
0
,

for every f ∈ H−1(Ω). Since (f, unk
)H−1,H1

0
≤ ‖|f‖|⋆‖|unk

‖|, we deduce that

(f, u)H−1,H1
0
≤ ‖|f‖|⋆ lim inf

k→∞
‖|unk

‖|,

from which the result follows. �

Proof of Theorem 2.3.1. We first note that, by (2.3.2),

J(u) ≥ 1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 − (h, u)H−1,H1
0
.

By (2.1.8), this implies that

J(u) ≥ α

2
‖u‖2H1 − ‖h‖H−1‖u‖H1 ≥ α

4
‖u‖2H1 − 1

α
‖h‖2H−1 , (2.3.4)

for all u ∈ H1
0 (Ω), where α is defined by (2.1.7). It follows from (2.3.4) that J is

bounded from below. Let

m = inf
v∈H1

0 (Ω)
J(v) > −∞,

and let (un)n≥0 ⊂ H1
0 (Ω) be a minimizing sequence. It follows in particular

from (2.3.4) that (un)n≥0 is bounded in H1
0 (Ω). We now write

J(u) = J1(u) + J2(u),

where

J1(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 − (h, u)H−1,H1
0
,

and

J2(u) =

∫

Ω

(
−G(u)− λ

2
u2

)
.

Applying Lemma 2.3.2, we find that there exist u ∈ H1
0 (Ω) and a subsequence

(unk
)k≥0 such that unk

→ u a.e. in Ω as k → ∞ and

J1(u) ≤ lim inf
k→∞

J1(unk
).

Since −G(t)− λ

2
t2 ≥ 0 by (2.3.2), it follows from Fatou’s lemma that

J2(u) ≤ lim inf
k→∞

J2(unk
);
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and so, J(u) ≤ lim inf J(unk
) = m as k → ∞. Therefore, J(u) = m, which proves

the first part of the result. Finally, we have J ′(u) = 0, i.e. −△u = g(u) + h by
Corollary 2.2.3. �

Remark 2.3.3. If Ω is bounded, then one can weaken the assumption (2.3.2).
One may assume instead that (2.3.2) holds for |u| large enough. Indeed, we have
then

G(u) ≤ C − λ

2
u2,

for all u ∈ R and some constant C. The construction of the minimizing sequence
is made as above, since one obtains instead of (2.3.4)

J(u) ≥ α

2
‖u‖2H1 − ‖h‖H−1‖u‖H1 − C|Ω| ≥ α

4
‖u‖2H1 − 1

α
‖h‖2H−1 − C|Ω|.

For the passage to the limit, we have G(u) ≤ µu2 for µ large enough (since G(u) =
O(u2) near 0). Therefore, one can use the compact embedding H1

0 (Ω) →֒ L2(Ω)
(Theorem 5.5.5) to pass to the limit in the negative part of J .

Remark 2.3.4. We give below some applications of Theorem 2.3.1 and Re-
mark 2.3.3.

(i) If Ω is a bounded subset, then Theorem 2.3.1 (together with Remark 2.3.3
above) applies for example to the equation

−△u+ λu+ a|u|p−1u− b|u|q−1u = f,

where f ∈ H−1(Ω) (for example, f may be a constant), λ ∈ R, a > 0, b ∈ R

and 1 < q < p ≤ (N + 2)/(N − 2).
(ii) When Ω is not bounded, Theorem 2.3.1 applies to the same equation with the

additional restrictions λ > 0 and b < λ
p−q
p−1 a

q−1
p−1 (p− 1)(q+1)(p− q)−

p−q
p−1 ((q−

1)(p+ 1))−
q−1
p−1 .

In the examples of Remark 2.3.4 (i) and (ii), one can indeed remove the as-
sumption p ≤ (N + 2)/(N − 2). More generally, one can remove this assumption
in Theorem 2.3.1, provided one assumes a stronger upper bound on G. This is the
object of the following result.

Theorem 2.3.5. Assume that g ∈ C(R,R) satisfies (2.2.5) for some r ≥ 1.
Let λ1 = λ1(−∆) be defined by (2.1.5), and suppose that G satisfies (2.3.2) for all
u ∈ R, with λ > −λ1. Suppose further that

G(u) ≤ −a|u|r+1, (2.3.5)

for all |u| ≥ M , where a > 0. Finally, let h1 ∈ H−1(Ω) and h2 ∈ L
r+1
r (Ω) and let

J be defined by (2.2.6) (so that J ∈ C1(H1
0 (Ω) ∩ Lr+1(Ω),R) by Corollary 2.2.2).

Then there exists u ∈ H1
0 (Ω) ∩ Lr+1(Ω) such that

J(u) = inf
v∈H1

0 (Ω)
J(v).

In particular, u is a weak solution of (2.3.1) with h = h1 + h2 in the sense that
u ∈ H1

0 (Ω) ∩ Lr+1(Ω) and −△u = g(u) + h1 + h2 in (H1
0 (Ω) ∩ Lr+1(Ω))⋆.

Proof. The proof is parallel to the proof of Theorem 2.3.1. We first observe
that by (2.3.2) and (2.3.5) we have

G(u) ≤ −λ
2
u2 − a|u|r+1, (2.3.6)

for all u ∈ R, by possibly modifying a > 0 and λ > −λ1. It follows from (2.3.6)
that
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J(u) ≥ 1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 + a

∫

Ω

|u|r+1

− (h1, u)H−1,H1
0
− (h2, u)

L
r+1
r ,Lr+1

.

By (2.1.8), this implies that

J(u) ≥ α

2
‖u‖2H1 + a‖u‖r+1

Lr+1 − ‖h1‖H−1‖u‖H1 − ‖h2‖
L

r+1
r
‖u‖Lr+1,

so that

J(u) ≥ α

4
‖u‖2H1 +

a

2
‖u‖r+1

Lr+1

− 1

α
‖h‖2H−1 − 2

1
r r

a
1
r (r + 1)

r+1
r

‖h2‖
r+1
r

L
r+1
r

, (2.3.7)

for all u ∈ H1
0 (Ω) ∩ Lr+1(Ω), where α is defined by (2.1.7). It follows from (2.3.7)

that J is bounded from below on H1
0 (Ω) ∩ Lr+1(Ω). Let

m = inf
v∈H1

0∩Lr+1
J(v) > −∞,

and let (un)n≥0 ⊂ H1
0 (Ω) ∩ Lr+1(Ω) be a minimizing sequence. It follows in par-

ticular from (2.3.7) that (un)n≥0 is bounded in H1
0 (Ω) ∩ Lr+1(Ω). We now write

J(u) = J1(u) + J2(u) + J3(u),

where

J1(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 − (h1, u)H−1,H1
0
,

J2(u) =

∫

Ω

(
−G(u)− λ

2
u2

)
,

and

J3(u) = (h2, u)
L

r+1
r ,Lr+1

.

Applying Lemma 2.3.2, we find that there exist u ∈ H1
0 (Ω) and a subsequence

(unk
)k≥0 such that unk

→ u a.e. in Ω as k → ∞ and

J1(u) ≤ lim inf
k→∞

J1(unk
).

Since −G(t)− λt2/2 ≥ 0 by (2.3.2), it follows from Fatou’s lemma that

J2(u) ≤ lim inf
k→∞

J2(unk
).

Applying Corollary 5.5.2 and Lemma 5.5.3, we may also assume, after possibly
extracting a subsequence, that

(h2, unk
)
L

r+1
r ,Lr+1

−→
k→∞

(h2, u)
L

r+1
r ,Lr+1

;

and so, J(u) ≤ lim inf J(unk
) = m as k → ∞. Therefore, J(u) = m, which proves

the first part of the result. Finally, we have J ′(u) = 0, i.e. −△u = g(u) + h by
Corollary 2.2.2. �

Remark 2.3.6. Here are some comments on Theorem 2.3.5.

(i) If Ω is bounded, then one does not need the assumption (2.3.2). (See Re-
mark 2.3.3 for the necessary modifications to the proof.)

(ii) One may apply Theorem 2.3.5 (along with (i) above) to the examples of
Remark 2.3.4, but without the restriction p ≤ (N + 2)/(N − 2).
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Let us observe that the equation (2.3.1) may have one or several solutions,
depending on g and h. For example, if h = 0 and g(0) = 0, then u = 0 is a trivial
solution. It may happen that there are more solutions. In that case, we speak of
nontrivial solutions. We give below two examples that illustrate the two different
situations.

Theorem 2.3.7. Let g, λ and h be as in Theorem 2.3.1, and let u be the solution
of (2.3.1) given by Theorem 2.3.1. If the mapping u 7→ g(u)+λu is nonincreasing,
then u is the unique solution in H1

0 (Ω) of (2.3.1).

Proof. We write J(u) = J0(u) + J1(u) + J2(u) with

J0(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2,

J1(u) =

∫

Ω

(
−G(u)− λ

2
u2

)
,

and

J2(u) = (h, u)H−1,H1
0
.

We observe that, since λ > −λ1, J0(u) is strictly convex. (Indeed, if a(u, v) is a
bilinear functional such that a(u, u) ≥ 0, then the mapping u 7→ a(u, u) is convex;
and if a(u, u) > 0 for all u 6= 0, then it is strictly convex.) Furthermore, J1 is convex
because the mapping u 7→ −g(u)− λu is nondecreasing. Finally, J2 is linear, thus
convex. Therefore, J is strictly convex. Assume now u and v are two solutions, so
that J ′(u) = J ′(v) = 0. It follows that (J ′(u)− J ′(v), u − v)H−1,H1

0
= 0, and since

J is strictly convex, this implies u = v. �

Remark 2.3.8. One shows similarly that, under the assumptions of Theo-
rem 2.3.5, and if the mapping u 7→ g(u) + λu is nonincreasing, then the solution
of (2.3.1) is unique in H1

0 (Ω) ∩Lr+1(Ω). Note also that if λ = −λ1, then the same
conclusion holds, provided the mapping u 7→ g(u) + λu is decreasing. Indeed, in
this case, J0 is not strictly convex (but still convex), but J1 is strictly convex.

The above results apply for example to the equation −△u+ λu + a|u|p−1u =

h1 + h2, with λ > −λ1, a > 0, p > 1, h1 ∈ H−1(Ω) and h2 ∈ H−1(Ω) ∩ L p+1
p (Ω).

In the case λ < −λ1, the situation is quite different, as shows the following result.

Theorem 2.3.9. Let Ω be a bounded domain of RN , and assume λ < −λ1
where λ1 = λ1(−∆) is defined by (2.1.5). Let a > 0 and p > 1. Then the equation

−△u+ λu+ a|u|p−1u = 0, (2.3.8)

has at least three distinct solutions 0, u and −u, where u ∈ H1
0 (Ω)∩Lp+1(Ω), u 6= 0

and u ≥ 0.

Proof. It is clear that 0 is a solution. On the other hand, there is a solution
that minimizes J(u) on H1

0 (Ω) ∩ Lp+1(Ω) (see Remark 2.3.6), where

J(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 +
a

p+ 1

∫

Ω

|u|p+1.

We first claim that we can find a solution that minimizes J and that is nonnegative.
Indeed, remember that the minimizing solution is constructed by considering a
minimizing sequence (un)n≥0. Setting vn = |un|, we have J(vn) = J(un), so that
(vn)n≥0 is also a minimizing sequence, which produces a nonnegative solution. Since
−u is a solution whenever u is a solution, it remains to show that the infimum of
J is negative, so that this solution is not identically 0. Since λ < −λ1, there exists
ϕ ∈ H1

0 (Ω) such that ‖ϕ‖L2 = 1 and ‖∇ϕ‖2L2 ∈ (λ1,−λ). By density, there exists
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ϕ ∈ C∞
c (Ω) such that ‖ϕ‖L2 = 1 and ‖∇ϕ‖2L2 ∈ (λ1,−λ). Set µ = ‖∇ϕ‖2L2 . Given

t > 0, we have

J(tϕ) =
t2

2
(µ+ λ) + tp+1 a

p+ 1

∫

Ω

|ϕ|p+1.

Since µ + λ < 0, we have J(tϕ) < 0 for t small enough, thus inf J(u) < 0. This
completes the proof. �

Remark 2.3.10. Note that if a > 0 and λ ≥ −λ1, the only solution of (2.3.8)
is u = 0. Indeed, let u be a solution, and multiply the equation (2.3.8) by u. It
follows that ∫

Ω

|∇u|2 + λ

∫

Ω

u2 + a

∫

Ω

|u|p+1 = 0,

thus u = 0.

2.4. Constrained minimization

Consider the equation
{
−△u+ λu = a|u|p−1u in Ω,

u = 0 in ∂Ω,
(2.4.1)

with λ > −λ1 where λ1 = λ1(−∆) is defined by (2.1.5), a > 0 and 1 < p <
(N + 2)/(N − 2). A solution of (2.4.1) is a critical point of the functional

E(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 − a

p+ 1

∫

Ω

|u|p+1, (2.4.2)

for u ∈ H1
0 (Ω). It is clear that u = 0 is a trivial solution. If we look for a nontriv-

ial solution, we cannot apply the global minimization technique of the preceding
section, because E is not bounded from below. (To see this, take u = tϕ with
ϕ ∈ C∞

c (Ω), ϕ 6= 0, and let t→ ∞.)
In this section, we will solve the equation (2.4.1) by minimizing

1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2,

on the set {
u ∈ H1

0 (Ω) ∩ Lp+1(Ω);

∫

Ω

|u|p+1 = 1

}
,

i.e. we will solve a minimization problem with constraint. For that purpose, we
need the notion of Lagrange multiplier.

Theorem 2.4.1 (Lagrange multipliers). Let X be a Banach space, let F, J ∈
C1(X,R) and set

M = {v ∈ X ; F (v) = 0}.
Let S ⊂M , S 6= ∅, and suppose x0 ∈ S satisfies

J(u0) = inf
v∈S

J(v).

If F ′(u0) 6= 0 and if M ∩ {x ∈ X ; ‖x− u0‖X ≤ η} ⊂ S for some η > 0, then there
exists a Lagrange multiplier λ ∈ R such that J ′(u0) = λF ′(u0).

Proof. Let f = J ′(u0) and g = F ′(u0). If f = 0, then λ = 0 is a Lagrange
multiplier. Therefore, we may assume f 6= 0. Note that by assumption, we also
have g 6= 0. We now proceed in two steps.

Step 1. g−1(0) ⊂ f−1(0). Set X0 = g−1(0). Since g 6= 0, there exists
w ∈ X such that g(w) = 1. Consider now the mapping φ : X0 ×R → R defined by
φ(v, t) = F (u0 + v + tw). We have φ(0, 0) = 0, ∂tφ(0, 0) = g(w) = 1, ∂vφ(0, 0) =
g|X0

= 0. By the implicit function theorem, there exist ε > 0 and a function
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t ∈ C1(Bε,R) such that t(0) = 0, t′(0) = 0, and φ(v, t(v)) = 0 for all v ∈ Bε.
Here, Bε = {v ∈ X0; ‖v‖X < ε}. Therefore, F (u0 + v + t(v)w) = 0 for all v ∈ Bε,
hence u0 + v + t(v)w ∈ M for all v ∈ Bε. By taking ε sufficiently small, we have
u0 + v + t(v)w ∈ S for all v ∈ Bε, thus in particular

J(u0 + v + t(v)w) ≥ J(u0), (2.4.3)

for all v ∈ Bε. Let now v ∈ g−1(0), i.e. (F ′(u0), v)X⋆,X = 0. We need to show that
v ∈ f−1(0), i.e. (J ′(u0), v)X⋆,X = 0. Let

ϕ(s) = J(u0 + sv + t(sv)w) − J(u0),

for |s| < ε‖v‖−1
X . We have ϕ(0) = 0, and it follows from (2.4.3) that ϕ(s) ≥ 0.

Therefore, ϕ′(0) = 0. Since

ϕ′(0) = (J ′(u0), v + (t′(0), v)X⋆,Xw)X⋆,X = (J ′(u0), v)X⋆,X ,

the result follows.
Step 2. Conclusion. Since g 6= 0, there exists w ∈ X such that g(w) = 1.

Set λ = f(w). Given any u ∈ X , we have

g(u− g(u)w) = g(u)− g(u)g(w) = 0.

Therefore, u − g(u)w ∈ g−1(0), so that by Step 1, u − g(u)w ∈ f−1(0). It follows
that f(u− g(u)w) = 0, i.e. f(u) = g(u)f(w) = λg(u). This means that f = λg, i.e.
J ′(u0) = λF ′(u0). �

We now give an application of Theorem 2.4.1 to the resolution of the equa-
tion (2.4.1).

Theorem 2.4.2. Let Ω be a bounded domain of RN . Suppose λ > −λ1 where
λ1 = λ1(−∆) is defined by (2.1.5), a > 0 and 1 < p < (N +2)/(N − 2) (1 < p <∞
if N = 1 or 2). Then there exists a solution u ∈ H1

0 (Ω), u ≥ 0, u 6= 0 of the
equation (2.4.1).

Proof. Set

F (u) =
1

p+ 1

∫

Ω

|u|p+1 − 1,

and

J(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2.

It follows that F, J ∈ C1(H1
0 (Ω),R) (Corollary 2.2.3). Let

M = S = {u ∈ H1
0 (Ω); F (u) = 0}.

We have F ′(u) = |u|p−1u 6= 0 for all u ∈ S. We construct u ∈ S such that

J(u) = inf
v∈S

J(v). (2.4.4)

Since J ≥ 0, we may consider a minimizing sequence (un)n≥0 ⊂ S, which is bounded
in H1

0 (Ω) (by (2.1.8)). Set now vn = |un|. It follows that (vn)n≥0 ⊂ S and is also a
minimizing sequence. Therefore (Theorem 5.5.5), there exist a subsequence, which
we still denote by (vn)n≥0, and v ∈ H1

0 (Ω) such that vn → v in Lp+1(Ω) and
‖∇v‖L2 ≤ lim inf ‖∇vn‖L2 as n → ∞. It follows that F (v) = 0, i.e. v ∈ S and
J(v) ≤ lim inf

n→∞
J(vn). Thus v satisfies (2.4.4). In addition, we have v ≥ 0, and since

v ∈ S, v 6= 0. By Theorem 2.4.1, there exists a Lagrange multiplier µ ∈ R such
that J ′(v) = µF ′(v), i.e.

−△v + λv = µ|v|p−1v. (2.4.5)

Taking the H−1 −H1
0 duality product of (2.4.5) with v, we obtain

2J(v) = µ

∫

Ω

|v|p+1.
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Since v 6= 0, we have J(v) > 0, and it follows that µ > 0. Finally, set u = (µ/a)
1

p−1 v.
It follows from (2.4.5) that u satisfies (2.4.1). This completes the proof. �

Remark 2.4.3. Here are some comments on Theorem 2.4.2.

(i) If, instead of the equation (2.4.1), we consider the equation −△u + λu =
a|u|p−1u + h, with h 6= 0, then the existence problem is considerably more
difficult, and only partial results are known. See Struwe [43], Bahri and
Berestycki [6], Bahri and Lions [7], Bahri [5].

(ii) If we replace the nonlinearity |u|p−1u by a nonhomogeneous one g(u) with the
same behavior (for example, g(u) = |u|p−1u + |u|q−1u), then the method we
used to prove existence does not apply, because of the scaling used at the very
end of the proof (which uses the homogeneity). In this case, what we obtain is
the existence of u ∈ H1

0 (Ω) and µ > 0 such that −△u+λu = µg(u). In order
to solve equations of the type (2.4.1) with nonhomogeneous nonlinearities, we
will apply the mountain pass theorem in the next section.

(iii) The assumption p < (N + 2)/(N − 2) may be essential or not, depending on
the domain Ω. See Section 2.7.

(iv) The assumption λ > −λ1 is not essential for the existence of a nontrivial
solution u ∈ H1

0 (Ω) of the equation (2.4.1). (See for example Kavian [28],
Example 8.7 of Chapter 3.) However, it is necessary for the existence of a
nontrivial solution u ≥ 0. Indeed, suppose u ≥ 0 is a solution of (2.4.1).
Multiplying the equation by ϕ1, a positive eigenvector corresponding to the
first eigenvalue of −△ in H1

0 (Ω) (see Section 3.2 below), we obtain

(λ1 + λ)

∫

Ω

uϕ1 = a

∫

Ω

|u|p−1uϕ1.

Since ϕ1 > 0, the right-hand side is positive, so the left-hand side must be
positive, which implies λ > −λ1. Note that even when λ ≤ −λ1, we can apply
the minimization technique of the proof of Theorem 2.4.2. It is clear that the
minimization sequence (vn)n≥0 is bounded in H1

0 (Ω) (note that it is a priori
bounded in L2(Ω) since vn ∈ S. Therefore, we obtain a solution v ≥ 0, v 6= 0
of the equation (2.4.5). However, multiplying the equation (2.4.5) by ϕ1, we
see that µ = 0 if λ = −λ1 and µ < 0 if λ < −λ1. Therefore, the method
applies, but it produces a solution of the equation (2.4.1) with a ≤ 0.

Solutions of minimal energy E (defined by (2.4.2)) may be important for some
applications, because they tend to be “more stable”, in some appropriate sense.
However, we saw that the energy E is not bounded from below, so a solution cannot
minimize the energy on the whole space H1

0 (Ω). There is still an appropriate notion
of solution of minimal energy, the ground state. A ground state is a nontrivial
solution of (2.4.1) which minimizes E among all nontrivial solutions of (2.4.1).

We will show below the existence of a ground state. We can use two arguments
for that purpose:

– We can minimize E(u) on the set

S =
{
u ∈ H1

0 (Ω); u 6= 0 and

∫

Ω

|∇u|2 + λ

∫

Ω

u2 = a

∫

Ω

|u|p+1
}
,

in order construct in one step a solution of (2.4.1) which is a ground state. In
addition, we obtain the existence of a ground state u ≥ 0.

– We can consider a minimizing sequence of nontrivial solutions of the equa-
tion (2.4.1) (which exists by Theorem 2.4.2) and show that some subsequence
converges to a ground state.

We show below the existence of a ground state by using the first method. We
will also prove a more general result in the following section (Theorem 2.5.8).
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Theorem 2.4.4. Under the assumptions of Theorem 2.4.2, there exists a ground
state u ≥ 0 of the equation (2.4.1).

Proof. Let

F (u) =

∫

Ω

|∇u|2 + λ

∫

Ω

u2 − a

∫

Ω

|u|p+1,

set

M = {u ∈ H1
0 (Ω); F (u) = 0}, S = {u ∈M ; u 6= 0},

and consider E defined by (2.4.2). Given any v ∈ H1
0 (Ω), v 6= 0, we see that

F (tu) = 0 for some t > 0. Thus S 6= ∅. We proceed in four steps.
Step 1. (F ′(v), v)H−1,H1

0
< 0 and (E′(v), v)H−1 ,H1

0
= 0 for all v ∈ S.

Indeed,

(F ′(v), v)H−1 ,H1
0
= (−2△v + 2λv − a(p+ 1)|v|p−1v, v)H−1,H1

0

= 2

∫

Ω

|∇v|2 + 2λ

∫

Ω

v2 − a(p+ 1)

∫

Ω

|v|p+1

= 2F (v)− a(p− 1)

∫

Ω

|v|p+1,

from which we deduce the first property. Since (E′(v), v)H−1,H1
0
= F (v), the second

property follows.
Step 2. There exists δ > 0 such that ‖v‖Lp+1 ≥ δ for all v ∈ S. Indeed,

since F (v) = 0 and λ > −λ1, there exists a constant C such that

‖v‖2H1 ≤ C‖v‖p+1
Lp+1,

for all v ∈ S. By Sobolev’s inequality, we deduce that

‖v‖2Lp+1 ≤ C‖v‖p+1
Lp+1,

from which the result follows.
Step 3. There exists u ∈ S, u ≥ 0, such that

E(u) = inf
v∈S

E(v) := m. (2.4.6)

Indeed,

E(v) =
1

2
F (v) + a

(1
2
− 1

p+ 1

)∫

Ω

|v|p+1

= a
(1
2
− 1

p+ 1

)∫

Ω

|v|p+1,

(2.4.7)

for all v ∈ S, so that m > 0 by Step 2. Furthermore, it follows from (2.4.6)
and (2.4.7) that

m = a
(1
2
− 1

p+ 1

)
inf
v∈S

∫

Ω

|v|p+1. (2.4.8)

Let (un)n≥0 ⊂ S be a minimizing sequence for (2.4.6), hence for for (2.4.8). Re-
placing un by |un|, we see that we may assume un ≥ 0. Since un ∈ S and (un)n≥0

is bounded in Lp+1(Ω) (hence in L2(Ω)) by (2.4.8), we see that (un)n≥0 is bounded
in H1

0 (Ω). Therefore (Theorem 5.5.5), there exist a subsequence, which we still
denote by (un)n≥0, and u ∈ H1

0 (Ω), u ≥ 0, such that un → u in Lp+1(Ω) and
‖∇u‖L2 ≤ lim inf ‖∇un‖L2 as n→ ∞. It follows that

a
(1
2
− 1

p+ 1

)∫

Ω

|u|p+1 = m, (2.4.9)
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and F (u) ≤ 0. We deduce in particular that there exists t ∈ (0, 1] such that
F (tu) = 0, i.e. tu ∈ S. Therefore,

m ≤ a
(1
2
− 1

p+ 1

)∫

Ω

|tu|p+1 = tp+1a
(1
2
− 1

p+ 1

) ∫

Ω

|u|p+1 = tp+1m,

by (2.4.9). Since m > 0, this implies that t = 1. Therefore, u ∈ S and thus
E(u) = m by (2.4.9) and (2.4.7).

Step 4. Conclusion. Let u be as in Step 3. By Step 1 we have F ′(u) 6= 0;
and so, we may apply Theorem 2.4.1. It follows that there exists a Lagrange
multiplier λ ∈ R such that E′(u) = λF ′(u). Since, by Step 1, (E′(u), u)H−1,H1

0
= 0

and (F ′(v), v)H−1,H1
0

6= 0, we must have λ = 0; and so u is a solution of the

equation (2.4.1). It remains to show that E(v) ≥ E(u) for all solutions v 6= 0
of (2.4.1). This is clear, since any solution v of (2.4.1) satisfies F (v) = 0, i.e.
v ∈ S, and u minimizes E on S. �

We now establish the existence of nontrivial solutions of (2.4.1) in some domains
for supercritical nonlinearities, i.e. for p ≥ (N + 2)/(N − 2).

Theorem 2.4.5. Assume N ≥ 2. Let 0 < R0 < R1 ≤ ∞ and let Ω be the
annulus {x ∈ RN ; R0 < |x| < R1}. Suppose λ > −λ1 where λ1 = λ1(−∆) is
defined by (2.1.5), a > 0 and p > 1. It follows that there exists a radially symmetric
solution u ∈ H1

0 (Ω), u ≥ 0, u 6= 0 of the equation (2.4.1).

Proof. Recall that if w ∈ H1(RN ) is radially symmetric, then

|w(x)| ≤
√
2|x|−N−1

2 ‖w‖L2‖∇w‖L2 , (2.4.10)

for a.a. x ∈ RN (see (5.6.13)). We denote by W the subspace of H1
0 (Ω) of radially

symmetric functions, so that W is a closed subspace of H1
0 (Ω). Given u ∈W , let

ũ(x) =

{
u(x) if x ∈ Ω,

0 if x 6∈ Ω.

It follows that ũ ∈ H1(RN ). Since ũ is also radially symmetric, we may apply
estimate (2.4.10) and we deduce that

|u(x)| ≤
√
2|x|−N−1

2 ‖u‖L2‖∇u‖L2, (2.4.11)

for a.a. x ∈ Ω. This implies in particular that W →֒ L∞(Ω), thus W →֒ Lp+1(Ω).
We now argue as in Theorem 2.4.2. Set

F (u) =

∫

Ω

|u|p+1 − 1,

and

J(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2.

It follows that F, J ∈ C1(W,R). (Apply Corollary 2.2.2 and the embedding W →֒
Lp+1(Ω).) Let

M = S = {u ∈ W ; F (u) = 0}.
We have F ′(u) = |u|p−1u 6= 0 for all u ∈ S. We construct v ∈ S such that

J(v) = inf
w∈S

J(w). (2.4.12)

Since J ≥ 0, we may consider a minimizing sequence (un)n≥0 ⊂ S, which is bounded
in W (by (2.1.8)). Set now vn = |un|. It follows that (vn)n≥0 ⊂ S and is also a
minimizing sequence. We now consider separately two cases.

Case 1: R1 < ∞. There exist a subsequence, which we still denote by
(vn)n≥0, and v ∈ W such that vn → v in L2(Ω) and ‖∇v‖L2 ≤ lim inf ‖∇vn‖L2
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as n → ∞ (Theorem 5.5.5). It follows that J(v) ≤ lim inf J(vn). Furthermore,
since W →֒ L∞(Ω) and vn → v in L2(Ω), we deduce from Hölder’s inequality that
vn → v in Lp+1(Ω). This implies that F (v) = 0; and so v ∈ S satisfies (2.4.12)

Case 2: R1 = ∞. In this case, it follows from Remark 2.1.5 that λ1 = 0,
thus λ > 0. There exist a subsequence, which we still denote by (vn)n≥0, and
v ∈ W such that vn → v in Lr(Ω) as n → ∞ for all 2 < r < 2N/(N − 2).
Furthermore, ‖v‖L2 ≤ lim inf ‖vn‖L2 and ‖∇v‖L2 ≤ lim inf ‖∇vn‖L2 as n → ∞.
(The estimate (2.4.11) is essential for that compactness property, see Remark 5.6.5
and Lemma 5.5.3.) Since λ > 0, it follows that J(v) ≤ lim inf J(vn). Furthermore,
since W →֒ L∞(Ω) and vn → v in L2(Ω), we deduce from Hölder’s inequality
that vn → v in Lp+1(Ω) as n → ∞. This implies that F (v) = 0; and so v ∈ S
satisfies (2.4.12)

We see that in both cases, v satisfies (2.4.12). In addition, we have v ≥ 0 and,
since v ∈ S, v 6= 0. By Theorem 2.4.1, there exists a Lagrange multiplier µ ∈ R

such that J ′(v) = µF ′(v), i.e.

−△v + λv = µ|v|p−1v. (2.4.13)

Taking the H−1 −H1
0 duality product of (2.4.13) with v, we obtain

2J(v) = µ

∫

Ω

|v|p+1.

Since v 6= 0, we have J(v) > 0, and it follows that µ > 0. Finally, set u = (µ/a)
1

p−1 v.
It follows from (2.4.13) that u satisfies (2.4.1). This completes the proof. �

Remark 2.4.6. One can show that if N ≥ 2, λ > 0, a > 0 and 1 < p <
(N + 2)/(N − 2), then there exists a radially symmetric solution u ∈ H1(RN ),
u ≥ 0, u 6= 0 of the equation (2.4.1). The proof is the same as the proof of
Theorem 2.4.5 (use Theorem 5.6.3 for passing to the limit). Note that the upper
bound on p is essential by Pohožaev’s identity (see Section 2.7 and in particular
Lemma 2.7.1).

Remark 2.4.7. Note that one cannot obtain ground states for the equations
considered in Theorem 2.4.5 and Remark 2.4.6 by adaptating the argument that
we used in the proof of Theorem 2.4.4 to the radial case. This would only prove the
existence of a nontrivial solution that minimizes the energy among all nontrivial,
radial solutions. We will obtain ground states by other methods (see Section 2.6).

2.5. The mountain pass theorem

In the preceding section, we established the existence of a nontrivial solution
of the equation {

−△u+ λu = f(u) in Ω,

u = 0 in ∂Ω,
(2.5.1)

in a bounded domain Ω, with λ > −λ1, and for homogeneous nonlinearities of the
form f(u) = a|u|p−1u with a > 0 and p < (N + 2)/(N − 2). The homogeneity
of f was essential for the method (constrained minimization). In this section, we
will use the mountain pass theorem in order to establish existence of a nontrivial
solution for nonhomogeneous nonlinearities.

We begin by establishing the mountain pass theorem, more precisely one of its
many versions. We first introduce the Palais-Smale condition.

Definition 2.5.1. Let X be a Banach space and J ∈ C1(X,R). Given c ∈ R,
we say that J satisfies the Palais-Smale condition at the level c (in brief, J satisfies
(PS)c) if the following holds. If there exists a sequence (un)n≥0 ⊂ X such that
J(un) → c and J ′(un) → 0 (in X⋆) as n → ∞, then c is a critical value (i.e.
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there is u ∈ X such that J(u) = c and J ′(u) = 0). We say that J satisfies the
Palais-Smale condition (in brief, J satisfies (PS)) if J satisfies (PS)c for all c ∈ R.

We will see later examples of functionals that satisfy the Palais-Smale condition.
We are now in a position to state the mountain pass theorem of Ambrosetti and
Rabinowitz (see [4]).

Theorem 2.5.2 (The mountain pass theorem). Let X be a Banach space, and
let J ∈ C1(X,R). Suppose that:

(i) J(0) = 0;
(ii) there exist ε, γ > 0 such that J(u) ≥ γ for ‖u‖ = ε;
(iii) there exists u0 ∈ X such that ‖u0‖ > ε and J(u) < γ.

Set A = {p ∈ C([0, 1], X); p(0) = 0, p(1) = u0} and let

c = inf
p∈A

max
t∈[0,1]

J(p(t)) ≥ γ.

If J satisfies (PS)c, then c is a critical value of J .

Corollary 2.5.3. Let X be a Banach space and J ∈ C1(X,R). Suppose that:

(i) J(0) = 0;
(ii) there exist ε, γ > 0 such that J(u) ≥ γ for ‖u‖ = ε;
(iii) there exists u0 ∈ X such that ‖u0‖ > ε and J(u) < γ.

If J satisfies (PS), then there exist c ≥ γ and u ∈ X such that J(u) = c and
J ′(u) = 0.

Corollary 2.5.3 is an immediate consequence of Theorem 2.5.2. For the proof
of Theorem 2.5.2, we follow the argument of Brezis and Nirenberg [14], which is
especially simple and elegant. We will use the following two results.

Lemma 2.5.4 (Ekeland’s principle [21]). Let (A, d) be a complete metric space
and let ψ ∈ C(A,R) be bounded from below. If

c = inf
p∈A

ψ(p),

then for every ε > 0, there exists pε ∈ A such that

c ≤ ψ(pε) ≤ c+ ε,

and

ψ(p)− ψ(pε) + εd(p, pε) ≥ 0,

for all p ∈ A.

Proof. Fix ε > 0. Let p1 ∈ A satisfy

c ≤ ψ(p1) ≤ c+ ε,

and set

E1 = {p ∈ A; ψ(p)− ψ(p1) + εd(p, p1) ≤ 0}.
It is clear that p1 ∈ E1, so that E1 6= ∅. Set

c1 = inf
p∈E1

ψ(p) ∈ [c, ψ(p1)].

Fix p2 ∈ E1 such that

ψ(p2)− c1 ≤ 1

2
(ψ(p1)− c1),

(observe that such a p2 exists. Indeed, if ψ(p1) = c1, we take p2 = p1, and if
ψ(p1) − c1 > 0, there exists a sequence (p1,ℓ)ℓ≥0 ⊂ E1 such that ψ(p1,ℓ) → c1 as
ℓ→ ∞, so we take p2 = p1,ℓ for some ℓ large enough) and set

E2 = {p ∈ A; ψ(p)− ψ(p2) + εd(p, p2) ≤ 0}.
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It is clear that p2 ∈ E2, so that E2 6= ∅. Set
c2 = inf

p∈E2

ψ(p) ∈ [c1, ψ(p2)].

We claim that E2 ⊂ E1. Indeed, if p ∈ E2, then

ψ(p)− ψ(p1) + εd(p, p1) = [ψ(p)− ψ(p2) + εd(p, p2)]+

[ψ(p2)− ψ(p1) + εd(p2, p1)] + ε[d(p, p1)− d(p, p2)− d(p2, p1)] ≤ 0.

Since E2 ⊂ E1, we see that c2 ≥ c1. By induction, we construct a sequence
(pn)n≥1 ⊂ A, a nonincreasing sequence (En)n≥1 of nonempty, closed subsets of A,
and a nondecreasing sequence (cn)n≥1 of real numbers, c ≤ c1 ≤ · · · ≤ c + ε. We
have

ψ(pn+1)− cn ≤ 1

2
(ψ(pn)− cn),

for all n ≥ 1. Since the sequence (cn)n≥1 is nondecreasing, we deduce that

ψ(pn+1)− cn+1 ≤ 1

2
(ψ(pn)− cn);

and so,

ψ(pn+1)− cn+1 ≤ 2−n(ψ(p1)− c1).

Furthermore, if p ∈ En+1, then by definition

εd(p, pn+1) ≤ ψ(pn+1)− ψ(p) ≤ ψ(pn+1)− cn+1 ≤ 2−n(ψ(p1)− c1).

This means that the diameter of En converges to 0 as n→ ∞. Since A is complete,
it follows that ∩n≥1En is reduced to a point, which we denote by pε. Given now
p ∈ A, p 6= pε, we have p 6∈ En for n ≥ n0; and so,

ψ(p)− ψ(pn) + εd(p, pn) > 0,

for n ≥ n0. Letting n→ ∞, we obtain

ψ(p)− ψ(pε) + εd(p, pε) ≥ 0.

Since p 6= pε is arbitrary, the result follows. �

Lemma 2.5.5. Let X be a Banach space and let f ∈ C([0, 1], X⋆). For every
ε > 0, there exists v ∈ C([0, 1], X) such that

‖v(t)‖X ≤ 1,

and

(f(t), v(t))X⋆,X ≥ ‖f(t)‖X⋆ − ε,

for all t ∈ [0, 1].

Proof. Fix ε > 0. For every t ∈ [0, 1], there exists xt ∈ X such that

‖xt‖X < 1, (f(t), xt)X⋆,X > ‖f(t)‖X⋆ − ε.

By continuity, there exists δ(t) > 0 such that

(f(s), xt)X⋆,X > ‖f(s)‖X⋆ − ε,

for all s ∈ [0, 1] such that |s− t| ≤ δ(t). In particular,

[0, 1] ⊂ ∪
t∈[0,1]

(t− δ(t), t+ δ(t),

and we deduce by compactness of [0, 1] that there exist an integer ℓ ≥ 1 and
(tj)1≤j≤ℓ ⊂ [0, 1] such that

[0, 1] ⊂ ∪
1≤j≤ℓ

Ij ,
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where Ij = [0, 1] ∩ (tj − δ(tj), tj + δ(tj)). If Ij = [0, 1] for some 1 ≤ j ≤ ℓ, then we
can take v(t) ≡ xtj . Otherwise, given any 1 ≤ j ≤ ℓ, we set

ρj(t) = dist (t,Kj),

where Kj = [0, 1] \ Ij , and

ρ(t) =

ℓ∑

j=1

ρj(t),

for all t ∈ [0, 1]. We observe that any t ∈ [0, 1] belongs to some Ij , so that ρj(t) > 0.
In particular, ρ(t) > 0 for all t ∈ [0, 1]. Finally, set

v(t) =
1

ρ(t)

ℓ∑

j=1

ρj(t)xtj .

We claim that v satisfies the conclusions of the lemma. Indeed,

‖v(t)‖X ≤ 1

ρ(t)

ℓ∑

j=1

ρj(t)‖xtj‖X ≤ 1.

In addition, note that if ρj(t) > 0, then t ∈ Ij ; and so,

(f(t), v(t))X⋆,X =
1

ρ(t)

ℓ∑

j=1

ρj(t)(f(t), xtj )X⋆,X

≥ 1

ρ(t)

ℓ∑

j=1

ρj(t)(‖f(t)‖X⋆ − ε) ≥ ‖f(t)‖X⋆ − ε,

which completes the proof. �

Proof of Theorem 2.5.2. Let d(p, q) = ‖p−q‖C([0,1],X) for all p, q ∈ A, and
set

ψ(p) = max
t∈[0,1]

J(p(t)),

for p ∈ A. We note that (A, d) is a complete metric space and that ψ ∈ C(A,R).
Therefore, we may apply Ekeland’s principle and we see that for every ε > 0, there
exists pε ∈ A such that

c ≤ ψ(pε) ≤ c+ ε,

and

ψ(p)− ψ(pε) + εd(p, pε) ≥ 0, (2.5.2)

for all p ∈ A. We claim that there exists tε ∈ (0, 1), such that

c ≤ J(pε(tε)) ≤ c+ ε, (2.5.3)

and

‖J ′(pε(tε))‖X⋆ ≤ ε. (2.5.4)

To see this, consider the set

Bε = {t ∈ [0, 1]; J(pε(t)) = ψ(pε)}.
We need only show that there exists tε ∈ Bε such that

‖J ′(pε(tε))‖X⋆ ≤ 2ε. (2.5.5)

Applying Lemma 2.5.5 with f(t) = J ′(pε(t)), we obtain a function vε ∈ C([0, 1], X)
such that

‖vε(t)‖X ≤ 1, (J ′(pε(t)), vε(t))X⋆,X ≥ ‖J ′(pε(t))‖X⋆ − ε, (2.5.6)
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for all t ∈ [0, 1]. Since Bε ⊂ (0, 1) (recall that J(pε(0)), J(pε(1)) < c) there exists a
function αε ∈ C([0, 1],R) such that 0 ≤ αε ≤ 1, αε(0) = αε(1) = 0 and αε ≡ 1 on
a neighborhood of Bε. Given n ≥ 1, we let

p(t) = pε(t)−
1

n
αε(t)vε(t),

in (2.5.2), and we obtain

ψ(pε − n−1αεvε)− ψ(pε) +
ε

n
≥ 0. (2.5.7)

We set

Bε,n = {t ∈ [0, 1]; J(pε(t)− n−1αε(t)vε(t)) = ψ(pε − n−1αεvε)},
and we observe that Bε,n 6= ∅ by definition of ψ. Consider a sequence (tε,n)n≥1

with tε,n ∈ Bε,n. There exist a subsequence, which we still denote by (tε,n)n≥1

and tε ∈ [0, 1] such that tε,n → tε as n → ∞. Note that, since ψ is continuous,
ψ(pε − n−1αεvε) → ψ(pε) as n→ ∞, so that

J(pε(tε)) = lim
n→∞

J(pε(tε,n)− n−1αε(tε,n)vε(tε,n))

= lim
n→∞

ψ(pε − n−1αεvε) = ψ(pε).

We deduce that tε ∈ Bε. Note that for n large enough, we have αε(tε,n) = 1
(because αε ≡ 1 on a neighborhood of Bε), so that

J(pε(tε,n)− n−1vε(tε,n))− J(pε(tε,n))

= J(pε(tε,n)− n−1αε(tε,n)vε(tε,n))− J(pε(tε,n))

≥ J(pε(tε,n)− n−1αε(tε,n)vε(tε,n))− ψ(pε),

since tε ∈ Bε. Therefore, since tε,n ∈ Bε,n,

J(pε(tε,n)− n−1vε(tε,n))− J(pε(tε,n))

≥ ψ(pε − n−1αεvε)− ψ(pε) ≥ − ε

n
, (2.5.8)

by (2.5.7). On the other hand,

J(pε(tε,n)− n−1vε(tε,n))− J(pε(tε,n))

=

∫ 1

0

d

ds
J(pε(tε,n)− sn−1vε(tε,n)) ds

= − 1

n

∫ 1

0

(J ′(pε(tε,n)− sn−1vε(tε,n)), vε(tε,n))X⋆,X ds;

and so,

J(pε(tε,n)− n−1vε(tε,n))− J(pε(tε,n)) +
1

n
(J ′(pε(tε,n)), vε(tε,n))X⋆,X

= − 1

n

∫ 1

0

(
J ′(pε(tε,n)− sn−1vε(tε,n))− J ′(pε(tε,n)), vε(tε,n)

)
X⋆,X

.

Since ‖vε‖X ≤ 1 and since J is C1, it follows that the right-hand side of the above
identity is o(n−1). Therefore,

J(pε(tε,n)− n−1vε(tε,n))− J(pε(tε,n))

= − 1

n
(J ′(pε(tε,n)), vε(tε,n))X⋆,X + o(n−1). (2.5.9)

We deduce from (2.5.8) and (2.5.9) that

(J ′(pε(tε,n)), vε(tε,n))X⋆,X ≤ ε+ o(1).
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Using now (2.5.6), we see that

‖J ′(pε(tε,n))‖X⋆ ≤ 2ε+ o(1).

Letting n → ∞, we obtain (2.5.5), which proves the claim (2.5.3)-(2.5.4). Finally,
we let ε = 1/n for n ≥ 1, and we let un = pε(tε)). It follows from (2.5.3)-(2.5.4)
that J(un) → c and J ′(un) → 0 as n→ ∞. The result now follows by applying the
condition (PS)c. �

We now give some applications of the mountain pass theorem.

Theorem 2.5.6. Assume Ω is a bounded domain of RN , and let λ > −λ1 where
λ1 = λ1(−∆) is defined by (2.1.5). Let f ∈ C(R,R) satisfy f(0) = 0, and suppose
there exist 1 < p < (N + 2)/(N − 2) (1 < p < ∞ if N = 1 or 2), ν < λ + λ1 and
θ > 2 such that

|f(u)| ≤ C(1 + |u|p) for all u ∈ R,

F (u) ≤ ν

2
u2 for |u| small,

0 < θF (u) ≤ uf(u) for |u| large,

where F (u) =

∫ u

0

f(s) ds. It follows that there exists a solution u ∈ H1
0 (Ω), u 6= 0,

of the equation (2.5.1).

Proof. Set

J(u) =
1

2

∫

Ω

|∇u|2 + λ

2

∫

Ω

u2 −
∫

Ω

F (u). (2.5.10)

We will show, by applying the mountain pass theorem, that there exists a critical
point u ∈ H1

0 (Ω) of J such that J(u) > 0 (and so, u 6= 0). We proceed in two steps.
Step 1. J satisfies (PS). Suppose (un)n≥0 ⊂ H1

0 (Ω) satisfies J(un) → c ∈ R

and J ′(un) → 0 in H−1(Ω) as n → ∞. Since J ′(un) = −△un + λun − f(un), it
follows that

(J ′(un), un)H−1,H1
0
=

∫

Ω

|∇un|2 + λ

∫

Ω

u2n −
∫

Ω

unf(un);

and so,

2J(un)− (J ′(un), un)H−1,H1
0
=

∫

Ω

(unf(un)− 2F (un)).

Note that uf(u) ≥ θF (u)− C for all u ∈ R and some constant C. Therefore,

2J(un)− (J ′(un), un)H−1,H1
0
≥ (θ − 2)

∫

Ω

F (un)− C|Ω|.

We deduce that

(θ − 2)

∫

Ω

F (un) ≤ 2J(un) + ‖J ′(un)‖H−1‖un‖H1 + C|Ω|. (2.5.11)

It follows that there exists a constant C such that∫

Ω

F (un) ≤ C + C‖un‖H1 .

Therefore, by (2.1.8),

J(un) ≥ α‖un‖2H1 − C‖un‖H1 − C,

with α given by (2.1.7); and so (un)n≥0 is bounded in H1
0 (Ω). We deduce (The-

orem 5.5.5) that there exist a subsequence, which we still denote by (un)n≥0 and
u ∈ H1

0 (Ω) such that un → u in Lp+1(Ω) as n→ ∞ and
∫

Ω

∇un · ∇ϕ −→
n→∞

∫

Ω

∇u · ∇ϕ,
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for all ϕ ∈ H1
0 (Ω). Furthermore, we may also assume that there exists h ∈ Lp+1(Ω)

such that |un| ≤ h a.e. in Ω. We deduce easily by dominated convergence and

the growth assumption on f that f(un) → f(u) in L
p+1
p (Ω), hence in H−1(Ω), as

n→ ∞. It follows that ∫

Ω

f(un)ϕ −→
n→∞

∫

Ω

f(u)ϕ,

for all ϕ ∈ H1
0 (Ω). Therefore,

(−△un + λun − f(un), ϕ)H−1,H1
0
−→
n→∞

(−△u+ λu− f(u), ϕ)H−1,H1
0
.

Since −△un + λun − f(un) = J ′(un) → 0, it follows that J ′(u) = 0. It now
remains to show that J(u) = c. It follows from what precedes that −△un+λun →
−△u+ λu in H−1(Ω). By Theorem 2.1.4, this implies that un → u in H1

0 (Ω); and
so, J(u) = lim J(un) = c as n→ ∞.

Step 2. Conclusion. We have J(0) = 0. In addition, there exists a constant

C such that F (u) ≤ ν

2
u2 + C|u|p+1 for all u ∈ R; and so,

∫

Ω

F (u) ≤ ν

2

∫

Ω

u2 + C‖u‖p+1
H1 .

Therefore,

J(u) ≥ 1

2

∫

Ω

|∇u|2 + λ− ν

2

∫

Ω

u2 − C‖u‖p+1
H1 .

Since λ− ν > −λ1, we deduce that there exists δ > 0 such that

J(u) ≥ δ‖u‖2H1 − C‖u‖p+1
H1 .

Therefore, setting ε = (δ/2C)
1

p−1 , we have J(u) ≥ δε2/2 > 0 for ‖u‖H1 = ε. We
claim that there exists u ∈ H1

0 (Ω) such that ‖u‖H1 ≥ ε and J(u) < 0. Indeed, for
s large, we have

f(s)

F (s)
≥ θ

s
;

and so, F (s) ≥ csθ for s large. Thus F (u) ≥ csθ − C for all s ≥ 0. Consider now
ψ ∈ C∞

c (Ω) such that ψ ≥ 0 and ψ 6= 0, and t > 0. We have

J(tψ) ≤ t2

2

(∫

Ω

|∇ψ|2 + λ

∫

Ω

ψ2

)
+ C|Ω| − ctθ

∫

Ω

ψθ. (2.5.12)

Therefore, J(tψ) < 0 for t large enough, which proves the claim. Since J satisfies
(PS) by Step 1, it follows from what precedes that we may apply the mountain pass
theorem, from which the result follows. �

Remark 2.5.7. Here are some comments on Theorem 2.5.6.

(i) We see that Theorem 2.5.6 applies to more general nonlinearities than The-
orem 2.4.2, because it does not require homogeneity. On the other hand, we
do not know if the nontrivial solution that we construct is nonnegative.

(ii) Note that the assumption λ > −λ1 is not essential in Theorem 2.5.6. However,
the proof in the general case requires a slightly stronger assumption on f
(namely, we need F ≥ 0) and a more general version of the mountain pass
theorem (see for example Kavian [28], Example 8.7 of Chapter 3.).

(iii) Note that in Step 1 of the proof, we proved a slightly stronger property than
(PS). We proved that if (un)n≥0 ⊂ H1

0 (Ω) satisfies J
′(un) → 0 and J(un) →

c ∈ R as n→ ∞, then there exist a subsequence (unk
)k>0 and u ∈ H1

0 (Ω) such
that unk

→ u in H1
0 (Ω) as k → ∞ (and so, J(u) = c and J ′(u) = 0). This

property is sometimes used as the definition of the Palais-Smale condition.
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We saw that the energy J is not bounded from below (see (2.5.12)), so a solution
cannot minimize the energy on the whole space H1

0 (Ω). However, there is still the
notion of ground state, as in the preceding section. A ground state is a nontrivial
solution of (2.5.1) which minimizes J among all nontrivial solutions of (2.5.1). We
now show the existence of a ground state, under slightly stronger assumptions on
f than in Theorem 2.5.6.

Theorem 2.5.8. Assume Ω is a bounded domain of RN , and let λ > −λ1 where
λ1 = λ1(−∆) is defined by (2.1.5). Let f ∈ C(R,R) satisfy f(0) = 0, and suppose
there exist 1 < p < (N + 2)/(N − 2) (1 < p < ∞ if N = 1 or 2), ν < λ + λ1 and
θ > 2 such that

|f(u)| ≤ C(1 + |u|p) for all u ∈ R,

uf(u) ≤ νu2 + C|u|p+1 for all u ∈ R,

0 < θF (u) ≤ uf(u) for |u| large,

where F (u) =

∫ u

0

f(s) ds. It follows that there exists a ground state of the equa-

tion (2.5.1).

Proof. Since f satisfies the assumptions of Theorem 2.5.6, there exists a non-
trivial solution of (2.5.1). Let E 6= ∅ be the set of nontrivial solutions of (2.5.1),
and set

m = inf
v∈E

J(v).

If v ∈ E , then it follows from (2.5.11) that

θ

∫

Ω

F (v) ≤ 2J(v) + C|Ω|.

Since F is bounded from below, we deduce that J(v) is bounded from below; and
so, m > −∞. Let now (un)n≥0 be a minimizing sequence. Since J ′(un) = 0 and
J(un) → m ∈ R, it follows from Remark 2.5.7 (iii) that there exist a subsequence
(unk

)k>0 and u ∈ H1
0 (Ω) such that unk

→ u in H1
0 (Ω) as k → ∞. In particular,

J(u) = m and J ′(u) = 0. Therefore, it only remains to show that u 6= 0. Indeed,
we have (J ′(un), un)H−1,H1

0
= 0, i.e.

∫

Ω

|∇un|2 + λ

∫

Ω

u2n =

∫

Ω

unf(un) ≤ ν

∫

Ω

u2n + C

∫

Ω

|un|p+1

≤ ν

∫

Ω

u2n + C‖un‖p+1
H1 ;

and so, ∫

Ω

|∇un|2 + (λ − ν)

∫

Ω

u2n ≤ C‖un‖p+1
H1 .

Since λ− ν > −λ1, we deduce that

‖un‖2H1 ≤ C‖un‖p+1
H1 ;

and since un 6= 0, we conclude that ‖un‖H1 ≥ C− 1
p−1 . It follows that ‖u‖H1 ≥

C− 1
p−1 , so that u 6= 0. �

2.6. Specific methods in RN

In this section, we consider the case Ω = RN , and we study the existence of
nontrivial solutions, and in particular of ground states, of the equation (2.5.1).

Under appropriate assumptions on f , we already obtained an existence result
in Section 1.3. However, the method we applied fails if we consider a nonlinearity f
that also depends on x in a non-radial way. Also, it does not show the existence of
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a ground state. We also obtained an existence result in the homogeneous case by a
global minimization technique (see Remark 2.4.6), but we observed that the method
does not apply to show the existence of a ground state (see Remark 2.4.7). Note also
that we cannot apply the mountain pass theorem, since the associated functional
does not satisfy the Palais-Smale condition, due to the lack of compactness of the
embedding H1(RN ) →֒ L2(RN ).

We will show in this section, the existence of a ground state, by solving a
relevant constrained minimization problem, as in Berestycki and Lions [8]. The
resolution of that problem will be an opportunity for introducing two different
tools which allow to circumvent the difficulties raised by the lack of compactness.
Both tools apply to the situation we consider, but it may happen that for a given
problem one tool applies but the other does not.

Throughout this section, we assume that

f ∈ C1(R), f(0) = f ′(0) = 0, (2.6.1)

and that there exists 1 < p < (N + 2)/(N − 2) such that

|f(u)| ≤ C(1 + |u|p), (2.6.2)

for all u ∈ R. We set

F (u) =

∫ u

0

f(s) ds, (2.6.3)

and for some of the results we will assume that there exists u0 ∈ R such that

F (u0)−
λ

2
u20 > 0, (2.6.4)

where λ > 0 is a given number. Finally, we set

V (u) =

∫

RN

F (u)− λ

2

∫

RN

u2, (2.6.5)

for u ∈ H1(RN ). If f satisfies (2.6.1)-(2.6.2), then it follows from Corollary 2.2.2
that V ∈ C1(H1(RN ),R) and that V ′(u) = f(u)− λu.

We recall that a ground state of (2.5.1) is a solution u 6= 0, u ∈ H1(RN )
of (2.5.1), such that J(u) ≤ J(v) for all solutions v 6= 0, v ∈ H1(RN ) of (2.5.1).
Here, J is defined by (2.5.10). Our main result is the following.

Theorem 2.6.1. Let N ≥ 3, λ > 0 and assume (2.6.1), (2.6.2) and (2.6.4). It
follows that there exists a ground state u of (2.5.1).

The proof of Theorem 2.6.1 consists in two steps. First, one reduces the ex-
istence of a ground state to the resolution of a constrained minimization problem
(Proposition 2.6.2 below). Next, one solves the minimization problem (Proposi-
tion 2.6.4 below). As a matter of fact, we give two different proofs of Proposi-
tion 2.6.4, one based on the concentration-compactness principle of P.-L. Lions, the
other (under slightly more restrictive assumptions on f) based on symmetrization.
Note that we assume N ≥ 3 for simplicity. The case N = 1 is solved completely
in Section 1.1, and the case N = 2 is more delicate (see for example Kavian [28],
Théorème 5.1 p. 276).

We first reduce the existence of a ground state of (2.5.1) to the resolution of a
constrained minimization problem.

Proposition 2.6.2. Suppose N ≥ 3. Assume (2.6.1)-(2.6.2), and let λ ∈ R.
If there exists a solution ũ ∈ H1(RN ) of the minimization problem

{
V (ũ) = 1,∫
RN |∇ũ|2 = inf

{∫
RN |∇v|2; v ∈ H1(RN ), V (v) = 1

}
:= m,

(2.6.6)
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then there exists a ground state u of (2.5.1). More precisely, if ũ is a solution

of (2.6.6), then u defined by u(x) = ũ(γx) with γ =
√
2N/(N − 2)m is a ground

state of (2.5.1).

Remark 2.6.3. Note that if ũ satisfies (2.6.6), then in particular V (ũ) = 1, so
that ũ 6= 0. It follows that ‖∇ũ‖L2 > 0, so that γ > 0.

Proof of Proposition 2.6.2. Let ũ be a solution of (2.6.6). It follows from
Theorem 2.4.1 that there exists a Lagrange multiplier Λ ∈ R such that

−△ũ = Λ(f(ũ)− λũ). (2.6.7)

Indeed, we need only verify that V ′(ũ) 6= 0 in order to apply Theorem 2.4.1. Note
that ũ ∈ L∞(RN ) by standard regularity results (see e.g. Corollary 4.4.3). Set
H(x) = F (x) − λx2/2, so that H ′(x) = f(x)− λx, V (u) =

∫
RN H(u) and V ′(u) =

H ′(u). Since u is bounded, we may modify the values of H(x) for x large without
modifying V (u) nor V ′(u). In particular, we may assume that H ′ is bounded, so
that H(u) ∈ H1(RN ). Since V (u) 6= 0, we must have H(u) 6≡ 0, so that ∇H(u) 6≡ 0
(see Proposition 5.1.11). Since ∇H(u) = H ′(u)∇u, we see that H ′(u) 6≡ 0, which
proves the claim, hence (2.6.7) is established.

Since ũ ∈ L∞(RN ), we deduce from Pohožaev’s identity (see Lemma 2.7.1)
that

N − 2

2

∫

RN

|∇ũ|2 = NΛV (ũ) = NΛ;

and so,

Λ =
N − 2

2N
m.

Therefore, it follows from (2.6.7) that u defined by u(x) = ũ(γx) satisfies (2.5.1).
It remains to show that u is a ground state of (2.5.1). We observe that

∫

RN

|∇u|2 = γ2−N

∫

RN

|∇ũ|2 = γ2−Nm =
(N − 2

2N

)N−2
2

m
N
2 . (2.6.8)

Suppose now that v 6= 0 is another solution of (2.5.1). It follows from Pohožaev’s
identity that

N − 2

2

∫

RN

|∇v|2 = NV (v); (2.6.9)

and so

V (v) =
N − 2

2N

∫

RN

|∇v|2.

Therefore, if we set v(x) = ṽ(µx) with

µ =
(N − 2

2N

∫

RN

|∇v|2
)− 1

N

,

we see that V (ṽ) = µNV (v) = 1, so that
∫

RN

|∇ṽ|2 ≥ m.

It follows that
∫

RN

|∇v|2 = µ2−N

∫

RN

|∇ṽ|2 ≥ µ2−Nm =
(N − 2

2N

∫

RN

|∇v|2
)N−2

N

m;

and so, ∫

RN

|∇v|2 ≥
(N − 2

2N

)N−2
2

m
N
2 .
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Comparing with (2.6.8), we obtain
∫

RN

|∇v|2 ≥
∫

RN

|∇u|2. (2.6.10)

Finally, we observe that if w is any solution of (2.5.1), then it follows from Poho-
žaev’s identity (2.6.9) that

J(w) =
1

2

∫

RN

|∇w|2 − V (w) =
1

N

∫

RN

|∇w|2.

In particular, (2.6.10) implies J(v) ≥ J(u), which completes the proof. �

We now study the existence for the problem (2.6.6).

Proposition 2.6.4. Suppose N ≥ 3 and λ > 0, and assume (2.6.1)-(2.6.2)
and (2.6.4). It follows that there exists a solution ũ ∈ H1(RN ) of the minimization
problem (2.6.6).

Proof. We proceed in five steps.
Step 1. {v ∈ H1(RN ); V (v) = 1} 6= ∅. Consider the function v defined by

v(x) =

{
u0 if |x| < 1,

0 if |x| ≥ 1,

where u0 is as in (2.6.4). It follows from (2.6.4) that
∫

RN

(
F (v)− λ

2
v2
)
> 0.

By convolution of v with a smoothing sequence, we obtain a sequence (vn)n≥0 ⊂
C∞

c (RN ) such that vn → v in Lp+1(RN ) ∩ L2(RN ) as n→ ∞. It follows that
∫

RN

(
F (vn)−

λ

2
v2n

)
−→
n→∞

∫

RN

(
F (v)− λ

2
v2
)
.

Therefore, for n large enough, we have vn ∈ H1(RN ) and V (vn) > 0. Fixing such

a n and setting w(x) = vn(µx) with µ = V (vn)
1
N , we see that w ∈ H1(RN ) and

V (w) = 1.
Step 2. If (vn)n≥0 is a minimizing sequence for the problem (2.6.6), then

(vn)n≥0 is bounded in H1(RN ) and is bounded from below in L2(RN ) and in
Lp+1(RN ). We first observe that by assumption, ‖∇vn‖L2 is bounded, and we
estimate ‖vn‖L2 . Since V (vn) = 1, we have

∫

RN

v2n =
2

λ

(∫

RN

F (vn)− 1
)
≤ 2

λ

∫

RN

F (vn). (2.6.11)

On the other hand, it follows from (2.6.1)-(2.6.2) that for every ε > 0, there exists
Cε such that

F (s) ≤ εs2 + Cε|s|p+1. (2.6.12)

Therefore, we deduce from (2.6.11) that
∫

RN

v2n ≤ C

∫

RN

|vn|p+1. (2.6.13)

Since p+ 1 < 2N/(N − 2), we deduce from Gagliardo-Nirenberg’s inequality that
∫

RN

|vn|p+1 ≤ C‖∇vn‖
N(p−1)

2

L2 ‖vn‖
(N+2)−p(N−2)

2

L2 ,

so that (2.6.13) yields

‖vn‖
(N−2)(p−1)

2

L2 ≤ C‖∇vn‖
N(p−1)

2

L2 ,
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which establishes the upper estimate of ‖vn‖L2 , hence of ‖vn‖H1 . We now prove
the lower estimate of ‖vn‖L2 . We have

1 = −λ
2

∫

RN

v2n +

∫

RN

F (vn) ≤ C

∫

RN

|vn|p+1,

by (2.6.12). Applying again Gagliardo-Nirenberg’s inequality, we obtain

1 ≤ C‖∇vn‖
N(p−1)

2

L2 ‖vn‖
(N+2)−p(N−2)

2

L2 ≤ C‖vn‖
(N+2)−p(N−2)

2

L2 ,

which proves the desired estimate. Finally, the lower estimate of ‖vn‖Lp+1 follows
from (2.6.13).

Step 3. m > 0. It is clear that m ≥ 0. Suppose now by contradiction m = 0
and consider a minimizing sequence (vn)n≥0. Since (vn)n≥0 is bounded in L2(RN )
and m = 0, we deduce from Gagliardo-Nirenberg’s inequality that ‖un‖Lp+1 → 0
as n→ ∞, which contradicts the lower estimate of Step 2.

Step 4. There exist a minimizing sequence (un)n≥0 for the problem (2.6.6)
and u ∈ H1(RN ) such that un → u in L2(RN ) as n→ ∞. Consider a minimizing
sequence (vn)n≥0. It follows from Step 2 that (vn)n≥0 is bounded in H1(RN )
and bounded from below in L2(RN ). Therefore, we may assume without loss of
generality that ‖vn‖L2 → a > 0 as n → ∞. We now apply the concentration-
compactness principle of P.-L. Lions, see Theorem 5.6.1. It follows that there exists
a subsequence, which we still denote by (vn)n≥0 which satisfies one of the following
properties.

(i) Compactness up to a translation: There exist u ∈ H1(RN ) and a sequence
(yn)n≥0 ⊂ RN such that vn(· − yn) → u in Lr(RN ) as k → ∞, for 2 ≤ r <
2N/(N − 2).

(ii) Vanishing: ‖vnk
‖Lr → 0 as k → ∞ for 2 < r < 2N/(N − 2).

(iii) Dichotomy: There exist 0 < µ < a and two bounded sequences (wn)n≥0 and
(zn)n≥0 of H1(RN ) with compact support such that, as n→ ∞,

‖wn‖2L2 → µ, ‖zn‖2L2 → a− µ, (2.6.14)

dist (suppwn, supp zn) → ∞, (2.6.15)

‖vn − wn − zn‖Lr → 0 for 2 ≤ r < 2N/(N − 2), (2.6.16)

lim sup ‖∇wn‖2L2 + ‖∇zn‖2L2 ≤ m. (2.6.17)

We see that if (i) holds, then setting un(·) = vn(· − yn), (un)n≥0 is also a
minimizing sequence which is relatively compact in L2(RN ). Therefore, we need
only rule out (ii) and (iii). Since (vn)n≥0 is bounded from below in Lp+1(RN ) by
Step 2, it follows that (ii) cannot occur. We finally rule out (iii). It is convenient
to introduce, for λ > 0,

mλ = inf
{∫

RN

|∇ϕ|2; ϕ ∈ H1(RN ), V (ϕ) = λ
}
. (2.6.18)

It follows easily from the scaling identity V (ϕ(µ·)) = µ−NV (ϕ(·)) that

mλ = λ
N−2
N m. (2.6.19)

Since m > 0 (by Step 3), we deduce in particular that

m < mγ +m1−γ , (2.6.20)

for 0 < γ < 1. Assume now by contradiction that (iii) holds. Since wn and zn
have disjoint support, we see that V (wn + zn) = V (wn) + V (zn). Also, it follows
from (2.6.16) that V (vn)− V (wn + zn) → 0; and so, V (vn)− V (wn)− V (zn) → 0.
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Since (wn)n≥0 and (zn)n≥0 are bounded in H1(RN ) and V (vn) = 1, we may assume
without loss of generality that there exists γ ∈ R such that

V (wn) −→
n→∞

1− γ and V (zn) −→
n→∞

γ. (2.6.21)

We consider separately the different possible values of γ. If γ < 0, then in particular,
V (wn) > 1 for n large. It follows in particular from (2.6.17) that ‖∇wn‖2L2 ≤
m. Since on the other hand ‖∇wn‖2L2 ≥ mV (wn) > m by (2.6.19), we obtain a
contradiction. If γ > 1, then we also get to a contradiction by considering the
sequence (zn)n≥0. If γ = 0, then the argument of Step 2 shows that (wn)n≥0

is bounded from below in Lp+1(RN ). By Gagliardo-Nirenberg’s inequality, this
implies that ‖∇wn‖L2 is bounded from below. We now deduce from (2.6.17) that
lim sup ‖∇zn‖2 < m. Since V (zn) → 1, we may assume by scaling that V (zn) = 1,
and we get to a contradiction with the definition ofm. If γ = 1, then we also get to a
contradiction by inverting the roles of the sequences (wn)n≥0 and (zn)n≥0. Finally,
if γ ∈ (0, 1), then we easily deduce from (2.6.17) and (2.6.21) that mγ +m1−γ ≤ m,
which contradicts (2.6.20).

Step 5. Conclusion. We apply Step 4. Since the minimizing sequence
(un)n≥0 is bounded in H1(RN ) by Step 2, and since un → u in L2(RN ), we deduce
from Gagliardo-Nirenberg’s inequality that un → u in Lp+1(RN ) as n → ∞. In
particular, 1 = V (un) → V (u). In addition, it follows from (5.5.8) that ‖∇u‖2L2 ≤
lim inf ‖∇un‖2L2 = m as n→ ∞. Therefore, u satisfies (2.6.6). �

We now give an alternative proof of Proposition 2.6.4, which is applicable when
f is odd. That alternative proof is based on the properties of the symmetric-
decreasing rearrangement. (See for example Lieb and Loss [31]; Hardy, Littlewood
and Pólya [24]. For a different approach, see Brock and Solynin [16].) Given a
measurable set E of RN , we denote by E∗ the ball of RN centered at 0 and such
that

|E∗| = |E|.
Accordingly, we set

1∗E = 1E∗ .

Given now a measurable function u : RN → R such that |{|u| > t}| < ∞ for all
t > 0, we set

f∗(x) =

∫ ∞

0

1∗{|u|>t}(x) dt, (2.6.22)

for all x ∈ RN . It is not difficult to show that u∗ is nonnegative, radially symmetric
and nonincreasing. Moreover, u∗ has the same distribution function as u, i.e.

|{u∗ ≥ λ}| = |{|u| ≥ λ}|,
for all λ > 0. It follows from the above identity that if φ ∈ C(R) is continuous,
nondecreasing, and φ(0) = 0, then

∫

RN

φ(u∗) =

∫

RN

φ(|u|).

(Integrate the function θ(λ, x) = 1{φ(u(x))≥λ} on (0,∞) × RN and apply Fubini.)
The assumption that φ is nondecreasing can be removed by writing φ = φ1 − φ2,
where φ1 and φ2 are nondecreasing. In particular, if H ∈ C(R) is even, H(0) = 0,
and if H(u) ∈ L1(RN ), it follows that H(u∗) ∈ L1(RN ) and that

∫

RN

H(u∗) =

∫

RN

H(u). (2.6.23)
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One can show that if ∇u ∈ Lp(RN ) for some 1 ≤ p <∞, then ∇u∗ ∈ Lp(RN ) and∫

RN

|∇u∗|p ≤
∫

RN

|∇u|p. (2.6.24)

This result, however, is more delicate. See Lieb [30] for a relatively simple proof in
the case p = 2. See Brock and Solynin [16] for a really simple proof in the general
case, via polarization.

Alternative proof of Proposition 2.6.4 when f is odd. We only give
an alternative proof of Steps 4 and 5. Note that, since f is odd, F is even. Consider
a minimizing sequence (vn)n≥0 of the problem (2.6.6), and let un = v∗n. It follows
from (2.6.23) that V (un) = 1, and it follows from (2.6.24) that (un)n≥0 is also a min-
imizing sequence. Since un is spherically symmetric, it follows from Theorem 5.6.3
that there exist a subsequence, which we still denote by (un)n≥0, and u ∈ H1(RN )
such that un → u in Lr(RN ) as n→ ∞, for every 2 < r < 2N/(N−2). Note that for
every ε > 0, there exists Cε such that |F (x)−F (y)| ≤ ε|x−y|+Cε(|x|p+|y|p)|x−y|.
Therefore, we see that ∫

RN

F (un) −→
n→∞

∫

RN

F (u).

Since also ∫

RN

u2 ≤ lim inf
n→∞

∫

RN

u2n,

and ∫

RN

|∇u|2 ≤ lim inf
n→∞

∫

RN

|∇un|2,

by (5.5.6) and (5.5.8), we see that V (u) ≥ 1 and ‖∇u‖2L2 ≤ m. It now remains
to show that V (u) = 1. Suppose by contradiction that V (u) > 1, and set v(x) =

u(µx) with µ = (V (u))
1
N > 1. It follows that V (v) = 1 and that ‖∇v‖2L2 =

µ−(N−2)‖∇u‖2L2 ≤ µ−(N−2)m < m, which contradicts the definition of m. This
completes the proof. �

2.7. Study of a model case

In this section, we apply the results obtained in Chapters 1 and 2 to a model
case, and we discuss the optimality. For the study of optimality, the following
results, known as Pohožaev’s identity, will be useful. The first one concerns the
case Ω = RN .

Lemma 2.7.1 (Pohožaev’s identity). Let g ∈ C(R) and set G(u) =
∫ u

0
g(s) ds

for all u ∈ R. If u ∈ L∞
loc(R

N ) satisfies

−△u = g(u), (2.7.1)

in D′(RN ), then ∫

RN

{N − 2

2
|∇u|2 −NG(u)

}
= 0, (2.7.2)

provided G(u) ∈ L1(RN ) and ∇u ∈ L2(RN ).

Proof. We use the argument of Berestycki and Lions [8], proof of Propo-
sition 1, p. 320. It follows from local regularity (see Theorem 4.4.5) that u ∈
W 2,p

loc (R
N ) ∩ C1,α

loc (R
N ) for all 1 < p < ∞ and all 0 ≤ α < 1. A long but straight-

forward calculation shows that, given any x0 ∈ RN ,

0 = [−△u− g(u)][(x− x0) · ∇u] = −
{N − 2

2
|∇u|2 −NG(u)

}
+

∇ ·
{(1

2
|∇u|2 −G(u)

)
(x− x0)− ((x− x0) · ∇u)∇u

}
, (2.7.3)
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a.e. in RN . Choosing x0 = 0 and integrating (2.7.3) on BR (the ball of RN of
center 0 and radius R), we obtain

∫

BR

{N − 2

2
|∇u|2 −NG(u)

}

=

∫

∂BR

{(1
2
|∇u|2 −G(u)

)
x− (x · ∇u)∇u

}
· ~n. (2.7.4)

Since ∇u ∈ L2(RN ) and G(u) ∈ L1(RN ), we see that
∫

BR

{N − 2

2
|∇u|2 −NG(u)

}
−→
R→∞ ∫

RN

{N − 2

2
|∇u|2 −NG(u)

}
. (2.7.5)

Moreover,
∫ ∞

0

∫

∂BR

(|∇u|2 + |G(u)|) dσ dR =

∫

RN

(|∇u|2 + |G(u)|) <∞,

so that there exists a sequence Rn → ∞ such that

Rn

∫

∂BRn

(|∇u|2 + |G(u)|) −→
n→∞

0. (2.7.6)

We finally let R = Rn in (2.7.4) and let n → ∞. It follows from (2.7.6) that the
right-hand converges to 0 as n → ∞. Since the limit of the left-hand side is given
by (2.7.5), we obtain (2.7.2) in the limit. �

For the case of a general domain, we have the following result.

Lemma 2.7.2 (Pohožaev’s identity). Let g and G be as above. Let Ω be an
open domain of RN with boundary of class C1. If u ∈ H2(Ω) ∩H1

0 (Ω) is such that
g(u) ∈ H−1(RN ) and G(u) ∈ L1(RN ) and satisfies (2.7.1) in D′(Ω), then for any
x0 ∈ RN ,∫

Ω

{N − 2

2
|∇u|2 −NG(u)

}
+

1

2

∫

∂Ω

|∇u|2(x− x0) · ~n = 0, (2.7.7)

where ~n denotes the outward unit normal.

Proof. We give a formal argument, and we refer to Kavian [28], p. 253 for its
justification. Integrating (2.7.2) on Ω, and using the property G(u) = 0 on ∂Ω, we
obtain

0 = −
∫

Ω

{N − 2

2
|∇u|2 −NG(u)

}

+

∫

∂Ω

{1

2
|∇u|2(x− x0)− ((x − x0) · ∇u)∇u

}
· ~n.

Since u = 0 on ∂Ω, we see that ∇u ‖ ~n, so that ∇u = (∇u · ~n)~n. Therefore,
((x − x0) · ∇u)∇u = (∇u · ~n)2((x− x0) · ~n)~n = |∇u|2((x− x0) · ~n)~n,

and we obtain (2.7.7). �

We now consider the equation
{
−△u = −λu+ µ|u|p−1u in Ω,

u = 0 on ∂Ω,
(2.7.8)

where p > 1 and λ, µ ∈ R.
We will consider three examples of domains Ω.
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Case 1: Ω = RN . In this case, (2.7.2) has the form

N − 2

2

∫

RN

|∇u|2 = −Nλ
2

∫

RN

u2 +
Nµ

p+ 1

∫

RN

|u|p+1, (2.7.9)

provided u ∈ H1(RN ) ∩ Lp+1(RN ). In addition, multiplying the equation by u, we
obtain ∫

RN

|∇u|2 = −λ
∫

RN

u2 + µ

∫

RN

|u|p+1, (2.7.10)

under the same assumptions on u.

– Suppose first µ < 0.
– If λ ≥ 0, then it follows immediately from (2.7.10) that the unique solution
of (2.7.8) in H1(RN ) ∩ Lp+1(RN ) is u ≡ 0.

– If λ < 0, then the unique solution of (2.7.8) in the spaceH1(RN )∩Lp+1(RN ) is
u ≡ 0. This follows from the delicate result of Kato [27] (see also Agmon [2]).
See also Remark 1.3.9 (vii) for the radial case and Remark 1.1.5 (ii) for the
case N = 1.

– Suppose now µ > 0.
– If λ = 0, then it follows from (2.7.9)-(2.7.10) that

(N − 2

2
− N

p+ 1

) ∫

RN

|∇u|2 = 0.

Therefore, if N = 1, 2, or if N ≥ 3 and p 6= (N + 2)/(N − 2), then the
unique solution of (2.7.8) in H1(RN ) ∩ Lp+1(RN ) is u ≡ 0. If N ≥ 5 and
p = (N + 2)/(N − 2), then there is a (radially symmetric, positive) solution
u 6= 0 in H1(RN ) ∩ Lp+1(RN ) (see Remark 1.3.9 (iv)).

– If λ < 0, then the unique solution of (2.7.8) in the space H1(RN ) ∩Lp+1(RN )
is u ≡ 0. (See above.)

– Suppose λ > 0. If N = 1, 2 or if N ≥ 3 and p < (N + 2)/(N − 2), then there
is a solution u ∈ H1(RN ), u 6= 0 of (2.7.8). Moreover, there is a positive,
spherically symmetric solution. (See for example Theorem 1.3.1 for the case
N ≥ 2 and Remark 1.1.5 (ii) for the case N = 1.) If N ≥ 3 and p ≥ (N +
2)/(N − 2), then it follows from (2.7.9)-(2.7.10) that

(N − 2

2
− N

p+ 1

)∫

RN

|∇u|2 + λ
(N
2

− N

p+ 1

) ∫

RN

u2 = 0,

so that the unique solution of (2.7.8) in H1(RN ) ∩ Lp+1(RN ) is u ≡ 0.

Case 2: Ω = {x ∈ RN ; |x| < 1}. In this case, (2.7.7) has the form (taking
x0 = 0)

N − 2

2

∫

Ω

|∇u|2 = −Nλ
2

∫

Ω

u2

+
Nµ

p+ 1

∫

Ω

|u|p+1 − 1

2

∫

∂Ω

|∇u|2, (2.7.11)

provided u ∈ H2(Ω) ∩ Lp+1(Ω). In addition, multiplying the equation by u, we
obtain (2.7.10) under the same assumptions on u. Let λ1 = λ1(−∆) be defined
by (2.1.5).

– Suppose first µ < 0.
– If λ ≥ −λ1, then the unique solution of (2.7.8) in H1(Ω) ∩ Lp+1(Ω) is u ≡ 0.
(See Remark 2.3.10.)

– If λ < −λ1, then there is a solution u 6≡ 0, u ∈ H1(Ω) ∩ Lp+1(Ω) of (2.7.8).
Moreover, there is a positive, radially symmetric solution. (See Theorem 2.3.9
for the existence of a positive solution and Theorem 4.5.1 for the symmetry.)

– Suppose now µ > 0.
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– Suppose N ≤ 2 or N ≥ 3 and p < (N +2)/(N−2). If λ > −λ1, then there is a
solution u 6≡ 0, u ∈ H1(Ω) ∩ Lp+1(Ω) of (2.7.8). Moreover, there is a positive,
radially symmetric solution. (See Theorem 2.4.2 for the existence of a positive
solution and Theorem 4.5.1 for the symmetry.) If λ ≤ −λ1, then there is a
solution u 6≡ 0, u ∈ H1(Ω) ∩ Lp+1(Ω) of (2.7.8). (See Remark 2.4.3 (iii).)
These solutions are smooth, i.e. u ∈ C0(Ω), see Remark 4.4.4.

– Suppose N ≥ 3 and p = (N + 2)/(N − 2). If λ ≥ 0, then the unique solution
of (2.7.8) in H2(Ω) is u ≡ 0. Indeed, it follows from (2.7.10)-(2.7.11) that

Nλ(p− 1)

2(p+ 1)

∫

Ω

u2 = −1

2

∫

∂Ω

|∇u|2.

The conclusion follows if λ > 0. The case λ = 0 is more delicate: one observes
that ∇u = 0 a.e. on ∂Ω, and this implies u ≡ 0 (see Pohožaev [40]). In
fact, one can show that a solution in H1(Ω) belongs to H2(Ω), so that the
unique solution in H1(Ω) is u ≡ 0. If N ≥ 4 and −λ1 < λ < 0, there is a
positive solution. This is a difficult result of Brezis and Nirenberg [15]. If
N = 3 and −λ1 < λ < −λ1/4, then there is a positive solution (see [15]). If
N = 3 and λ ≤ −λ1, there is a solution u 6= 0 (see Comte [20]). If N = 4,
λ ≤ −λ1 and λ 6= −λk for all k ≥ 1, then there is a solution u 6= 0 (see Cerami,
Solimini and Struwe [19]). If N ≥ 5 and λ ≤ −λ1, then there is a solution
u 6= 0 (see [19]). The case N = 4 and λ = −λk seems to be open. The case
N = 3 and λ ∈ [−λ1/4, 0) is a very challenging open problem, which probably
requires some new ideas. Note that in this last case, it is known that there
is no nontrivial radial solution, and in particular, there is no positive solution
(see Brezis and Nirenberg [15]).

– Suppose N ≥ 3 and p > (N + 2)/(N − 2). If

λ ≥ −λ1
(
1− 2(p+ 1)

N(p− 1)

)
,

then the unique solution of (2.7.8) in H2(Ω) ∩ Lp+1(Ω) is u ≡ 0. Indeed, it
follows from (2.7.10)-(2.7.11) that

(N − 2

2
− N

p+ 1

) ∫

Ω

|∇u|2 + Nλ(p− 1)

2(p+ 1)

∫

Ω

u2 = −1

2

∫

∂Ω

|∇u|2;

and so,

[(N − 2

2
− N

p+ 1

)
λ1 +

Nλ(p− 1)

2(p+ 1)

] ∫

Ω

u2 ≤ −1

2

∫

∂Ω

|∇u|2.

The conclusion follows as above. If N = 3, then there exists λ∗ ∈ (0, λ1)
such that for λ ∈ (−λ1,−λ∗) there is a positive, radial solution (see Budd and
Nurbury [17]). Also, one can show that there is always a bifurcation branch
starting from λk, for every k ≥ 1. The other cases seem to be open.

Case 3: Ω = {x ∈ RN ; 1 < |x| < 2}. Let λ1 = λ1(−∆) be defined by (2.1.5).

– Suppose first µ < 0.
– If λ ≥ −λ1, then the unique solution of (2.7.8) in H1(Ω) ∩ Lp+1(Ω) is u ≡ 0.
(See Remark 2.3.10.)

– If λ < −λ1, then there is a solution u 6≡ 0, u ∈ H1(Ω) ∩ Lp+1(Ω) of (2.7.8).
Moreover, there is a positive, radially symmetric solution (See Theorem 2.3.9.
In fact, Theorem 2.3.9 produces a positive solution, but one can construct a
radially symmetric solution by minimizing on radially symmetric functions.)
This solution is smooth, i.e. u ∈ C0(Ω), see Remark 4.4.4.

– Suppose now µ > 0.
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– If λ > −λ1, then there is a solution u 6≡ 0, u ∈ H1(Ω) ∩ Lp+1(Ω) of (2.7.8).
Moreover, there is a positive, radially symmetric solution. (See Theorem 2.4.5
for the case N ≥ 2 and Remark 1.2.6 for the case N = 1.) This solution is
smooth, i.e. u ∈ C0(Ω), see Remark 4.4.4.

– If λ ≤ −λ1, then there is a spherically symmetric solution u 6≡ 0, u ∈ H1(Ω)∩
Lp+1(Ω) of (2.7.8). (See Kavian [28], Exemple 8.7 p. 173. Note that the
assumption p < (N + 2)/(N − 2) in [28] is not essential. It is used only for
the verification of the Palais-Smale condition, which holds in the present case
because of the embedding W →֒ L∞(Ω), see Theorem 2.4.5.) This solution is
smooth, i.e. u ∈ C0(Ω), see Remark 4.4.4.



CHAPTER 3

Methods of super- and subsolutions

3.1. The maximum principles

Let Ω be an open subset of RN . We recall that a distribution f ∈ H−1(Ω) is
nonnegative (respectively, nonpositive), i.e. f ≥ 0 (respectively, f ≤ 0) if and only
if (f, ϕ)H−1,H1

0
≥ 0 (respectively, (f, ϕ)H−1,H1

0
≤ 0), for all ϕ ∈ H1

0 (Ω), ϕ ≥ 0. By

density, this is equivalent to saying that f ≥ 0 in D′(Ω), i.e. that (f, ϕ)D′,D ≥ 0
for all ϕ ∈ C∞

c (Ω), ϕ ≥ 0. In particular, if f ∈ L1
loc(Ω) ∩ H−1(Ω), then f ≥ 0 in

H−1(Ω) if and only if f ≥ 0 a.e. in Ω. Therefore, the above definition is consistent
with the usual one for functions.

We now can state the following weak form of the maximum principle.

Theorem 3.1.1. Consider a function a ∈ L∞(Ω), let λ1(−△ + a) be defined
by (2.1.5) and let λ > −λ1(−△+a). Suppose u ∈ H1(Ω) satisfies −△u+au+λu ≥ 0
(respectively, ≤ 0) in H−1(Ω). If u− ∈ H1

0 (Ω)(respectively, u
+ ∈ H1

0 (Ω)), then
u ≥ 0 (respectively, u ≤ 0) almost everywhere in Ω.

Proof. We prove the first part of the result, the second follows by changing
u to −u. Since u− ≥ 0, we see that

(−∆u+ au+ λu,−u−)H−1,H1
0
≤ 0,

which we rewrite, using formula (5.1.5), as
∫

Ω

[∇u · ∇(−u−) + au(−u−) + λu(−u−)] ≤ 0.

This means (see Remark 5.3.4) that
∫

Ω

[|∇(u−)|2 + a|u−|2 + λ|u−|2] ≤ 0.

Since λ > −λ1(−∆+ a), we deduce from (2.1.6) that u− = 0, i.e. u ≥ 0. �

We now study the strong maximum principle. Our first result in this direction
is the following.

Theorem 3.1.2. Suppose Ω ⊂ RN is a connected, open set. Let λ1(−△) be
defined by (2.1.5) and let λ > −λ1(−△). Suppose u ∈ H1(Ω) ∩ C(Ω) satisfies
−△u + λu ≥ 0 (respectively, ≤ 0) in H−1(Ω). If u− ∈ H1

0 (Ω) (respectively, u+ ∈
H1

0 (Ω)) and if u 6≡ 0, then u > 0 (respectively, u < 0) in Ω.

The proof of Theorem 3.1.2 is based on the following simple lemma.

Lemma 3.1.3. Let 0 < ρ < R < ∞ and set ω = {ρ < |x| < R}. Let λ ∈ R

and suppose β > max{0, N − 2} satisfies β(β −N + 2) ≥ |λ|R2. If v is defined by
v(x) = |x|−β −R−β for ρ ≤ |x| ≤ R, then the following properties hold.

(i) v ∈ C∞(ω).
(ii) v(x) = 0 if |x| = R.
(iii) ρ−β > v(x) ≥ βR−(β+1)(R− |x|) if ρ ≤ |x| ≤ R.
(iv) −∆v + λv ≤ 0 in ω.

55
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Proof. Properties (i), (ii) and (iii) are immediate. Next,

−∆v + λv = −β(β −N + 2)|x|−(β+2) + λ|x|−β − λR−β

≤ −β(β −N + 2)R−2|x|−β + |λ| |x|−β ,

and (iv) easily follows. �

Proof of Theorem 3.1.2. We prove the first part of the result, the second
follows by changing u to −u. We first note that by Theorem 3.1.1, u ≥ 0 a.e. in Ω.
Since u ∈ C(Ω) and u 6≡ 0, the set

O = {x ∈ Ω; u(x) > 0},
is a nonempty open subset of Ω. Ω being connected, we need only show that O is
a closed subset of Ω. Suppose (yn)n≥0 ⊂ O and yn → y ∈ Ω as n→ ∞. Let R > 0
be such that B(y, 2R) ⊂ Ω, and fix n0 large enough so that |y − yn0 | < R. Since
u(yn0) > 0, there exist 0 < ρ < R and ε > 0 such that u(x) ≥ ε for |x − yn0 | = ρ.
Set U = {ρ < |x− yn0 | < R} and let w(x) = u(x)− ερβv(x− yn0) for x ∈ U , where
β and v are as in Lemma 3.1.3. It follows that w ∈ H1(U) ∩ C(U ). Moreover,
−∆w+λw ≥ 0 by property (iv) of Lemma 3.1.3. Also, since u ≥ 0 in Ω, we deduce
from property (ii) of Lemma 3.1.3 that w(x) ≥ 0 if |x − yn0 | = R. Furthermore,
w(x) ≥ 0 if |x − yn0 | = ρ by property (iii) of Lemma 3.1.3 and because u(x) ≥ ε.
Thus we may apply Theorem 3.1.1 and we deduce that w(x) ≥ 0 for x ∈ U . In
particular, u(y) ≥ ερβv(y − yn0) > 0 by property (iii) of Lemma 3.1.3, so that
y ∈ O. Therefore, O is closed, which completes the proof. �

We now state a stronger version of the maximum principle, which requires a
certain amount of regularity of the domain.

Theorem 3.1.4. Let Ω ⊂ RN be a bounded, connected, open set. Assume there
exist η, ν > 0 with the following property. For every x ∈ Ω such that d(x, ∂Ω) ≤ η,
there exists y ∈ Ω such that





x ∈ B(y, η),

B(y, η) ⊂ Ω,

η − |x− y| ≥ νd(x, ∂Ω).

(3.1.1)

Let λ1(−△) be defined by (2.1.5) and let λ > −λ1(−△). Suppose u ∈ H1(Ω)∩C(Ω)
satisfies −△u+λu ≥ 0 (respectively, ≤ 0) in H−1(Ω). If u− ∈ H1

0 (Ω) (respectively,
u+ ∈ H1

0 (Ω)) and if u 6≡ 0, then there exists µ > 0 such that u(x) ≥ µd(x, ∂Ω)
(respectively, u(x) ≤ −µd(x, ∂Ω)) in Ω.

Remark 3.1.5. The assumption (3.1.1) is satisfied if ∂Ω is of class C2. Indeed,
let γ(z) denote the unit outwards normal to ∂Ω at z ∈ ∂Ω. Since Ω is bounded, ∂Ω
is uniformly C2, so that there exists η > 0 such that B(z − ηγ(z), η) ⊂ Ω for every
z ∈ ∂Ω. If x ∈ Ω and d(x, ∂Ω) ≤ η, let z ∈ ∂Ω be such that |x − z| = d(x, ∂Ω).
It follows that x− z is parallel to γ(y). Thus, if we set y = z − ηγ(z), we see that
x ∈ B(y, η), B(y, η) ⊂ Ω and η − |x− y| = |z − x| = d(x, ∂Ω).

Proof of Theorem 3.1.4. We prove the first part of the result, the second
follows by changing u to−u. Let 0 < ε ≤ η/2 and consider Ωε = {x ∈ Ω; d(x, ∂Ω) ≥
ε}. We fix ε > 0 sufficiently small so that Ωε is a nonempty, compact subset of Ω.
It follows from Theorem 3.1.2 that there exists δ > 0 such that

u(x) ≥ δ for all x ∈ Ωε. (3.1.2)

We now consider x0 ∈ Ω such that d(x0, ∂Ω) < ε, and we let y0 ∈ Ω satisfy (3.1.1).
Since B(y0, η) ⊂ Ω and η ≥ 2ε, we see that d(z, ∂Ω) ≥ ε for all z ∈ B(y0, η/2). It
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then follows from (3.1.2) that

u(z) ≥ δ for all z ∈ B(y0, η/2). (3.1.3)

We let ρ = η/2, R = η and U = {ρ < |x − y0| < R}, so that x0 ∈ U . Let
w(x) = u(x) − ερβv(x − y0) for x ∈ U , where β and v are as in Lemma 3.1.3. It
follows that w ∈ H1(U) ∩ C(U). Moreover, −∆w + λw ≥ 0 by property (iv) of
Lemma 3.1.3. Also, w(x) ≥ 0 if |x − y0| = R by property (ii) of Lemma 3.1.3 and
because u ≥ 0 in Ω. Furthermore, w(x) ≥ 0 if |x − y0| = ρ by property (iii) of
Lemma 3.1.3 and (3.1.3). Thus we may apply Theorem 3.1.1 and we deduce that
w(x) ≥ 0 for x ∈ U . In particular,

u(x0) ≥ βερβR−(β+1)(R− |x0 − y0|) ≥ νβερβR−(β+1)d(x0, ∂Ω),

where the first inequality above follows from of Lemma 3.1.3 (iii) and the second
from (3.1.1). Since x0 ∈ Ω \ Ωε is arbitrary, we see that there exists µ > 0 such
that u(x) ≥ µd(x, ∂Ω) for all x ∈ Ω \ Ωε. On the other hand, (3.1.2) implies that
there exists µ′ > 0 such that u(x) ≥ µ′d(x, ∂Ω) for all x ∈ Ωε. This completes the
proof. �

3.2. The spectral decomposition of the Laplacian

Throughout this section, we assume that Ω is bounded and connected, and we
give some important properties concerning the spectral decomposition of −△ + a
where a ∈ L∞(Ω).

Theorem 3.2.1. Assume Ω is a bounded, connected domain of RN and let
a ∈ L∞(Ω). It follows that there exist a nondecreasing sequence (λn)n≥1 ⊂ R with
λn → ∞ as n → ∞ and a Hilbert basis (ϕn)n≥1 of L2(Ω) such that (ϕn)n≥1 ⊂
H1

0 (Ω) and
−∆ϕn + aϕn = λnϕn, (3.2.1)

in H−1(Ω). Moreover, the following properties hold.

(i) ϕn ∈ L∞(Ω) ∩ C(Ω), for every n ≥ 1.
(ii) λ1 = λ1(−∆+ a; Ω), where λ1(−∆+ a; Ω) is defined by (2.1.5).
(iii) λ1 is a simple eigenvalue and either ϕ1 > 0 or else ϕ1 < 0 on Ω.

For the proof of Theorem 3.2.1, we will use the following fundamental property.

Proposition 3.2.2. Suppose Ω is a bounded, connected domain of RN . Let
a ∈ L∞(Ω) and Λ = λ1(−∆+ a) where λ1(−∆+ a) is defined by (2.1.5). It follows
that there exists ϕ ∈ H1

0 (Ω) ∩ L∞(Ω) ∩ C(Ω), ϕ > 0 in Ω, ‖ϕ‖L2 = 1, such that

−∆ϕ+ aϕ = Λϕ, (3.2.2)

in H−1(Ω). In addition, the following properties hold.

(i) ϕ is the unique nonnegative solution of the minimization problem

u ∈ S, J(u) = inf
v∈S

J(v), (3.2.3)

where

J(v) =
1

2

∫

Ω

{|∇v|2 + av2}, (3.2.4)

and S = {v ∈ H1
0 (Ω); ‖v‖L2 = 1}.

(ii) If ψ ∈ H1
0 (Ω) is a solution of the equation (3.2.2), then there exists a constant

c ∈ R such that ψ = cϕ.

Proof. We proceed in five steps.
Step 1. The minimization problem (3.2.3) has a solution u ∈ H1

0 (Ω), u ≥ 0.
Indeed, it follows from the techniques of Section 2.2 that if J is defined by (3.2.4),
then J ∈ C1(H1

0 (Ω),R) and J ′(u) = −∆u + au for all u ∈ H1
0 (Ω). Moreover, if
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F (u) = ‖u‖2L2, then F ∈ C1(H1
0 (Ω),R) and F

′(u) = 2u for all u ∈ H1
0 (Ω). Next, it

follows from (2.1.5) that

inf
v∈S

J(v) =
Λ

2
. (3.2.5)

Consider a minimizing sequence (vn)n≥0 of (3.2.3). Letting un = |vn|, it follows
that un ≥ 0 and that (un)n≥0 is also a minimizing sequence of (3.2.3). Moreover,
since ‖un‖L2 = 1, we see that (un)n≥0 is bounded in H1

0 (Ω). Since Ω is bounded,
it follows that there exists u ∈ H1

0 (Ω) such that un → u in L2(Ω) and ‖∇u‖L2 ≤
lim inf ‖∇un‖L2 as n → ∞ (see Theorem 5.5.5). In particular, u ≥ 0 and u is a
solution of the minimization problem (3.2.3).

Step 2. If u ∈ H1
0 (Ω) and ‖u‖L2 = 1, then is a solution of the minimization

problem (3.2.3) if and only if u is a solution of the equation (3.2.2). Suppose
first that u is a solution of the minimization problem (3.2.3). It follows from
Theorem 2.4.1 that there exists a Lagrange multiplier λ such that −∆u+ au = λu.
Taking the H−1−H1

0 duality product of that equation with u, we see that 2J(u) =
λ, so that λ = Λ by (3.2.5). Thus u satisfies the equation (3.2.2). Conversely,
suppose u is a solution of the equation (3.2.2). Taking the H−1 − H1

0 duality
product of the equation with u, we see that 2J(u) = Λ, so that, by (3.2.5), u is a
solution of the minimization problem (3.2.3).

Step 3. If u ∈ H1
0 (Ω), u ≥ 0, u 6≡ 0, is a solution of the equation (3.2.2), then

u ∈ L∞(Ω)∩C(Ω) and u > 0 in Ω. The property u ∈ L∞(Ω)∩C(Ω) follows from
Corollary 4.4.3. Next, we write (3.2.2) in the form −∆u+‖a‖L∞u = (‖a‖L∞ −a)u.
Since ‖a‖L∞ − a ≥ 0, we see that (‖a‖L∞ − a)u ≥ 0, and it follows from the strong
maximum principle that u > 0 in Ω.

Step 4. If u, v ≥ 0 are two solutions of the minimization problem (3.2.3), then
u = v. Indeed, let w = u− v and assume by contradiction that w 6≡ 0. It follows
from Step 2 that w is a solution of the equation (3.2.2). Thus, again by Step 2,
w/‖w‖L2 is a solution of the minimization problem (3.2.3), so that z = |w|/‖w‖L2

is also a solution of the minimization problem (3.2.3). By Steps 2 and 3, we see
that z > 0 in Ω, so that w does not vanish in Ω. In particular, w does not change
sign and we may assume for example that w > 0. It follows that 0 ≤ v < u, which
is absurd since ‖u‖L2 = ‖v‖L2.

Step 5. Conclusion. Let ϕ = u with u as in Step 1. It follows from Steps 2
and 3 that ϕ is a solution of (3.2.2) and that ϕ ∈ H1

0 (Ω) ∩ L∞(Ω) ∩ C(Ω), ϕ > 0
in Ω and ‖ϕ‖L2 = 1. Next, property (i) follows from Step 4. Finally, suppose
ψ ∈ H1

0 (Ω), ψ 6≡ 0, is a solution of the equation (3.2.2). Setting z = |ψ|/‖ψ‖L2,
we deduce from Step 2 (see the proof of Step 4) that z is a nonnegative solution
of (3.2.3). Thus z = ϕ, so that |ψ| = ‖ψ‖L2ϕ. In particular, ψ does not vanish
in Ω, so that ψ has constant sign. We deduce that ψ = ±‖ψ‖L2ϕ, which proves
property (ii). �

Proof of Theorem 3.2.1. Set Λ = λ1(−∆+a) where λ1(−∆+a) is defined
by (2.1.5). Let f ∈ H−1(Ω), and let u ∈ H1

0 (Ω) be the solution of the equation
−△u+ au+ (1−Λ)u = f in H−1(Ω). Let us set u = Kf . By Theorem 2.1.4, K is
bounded H−1(Ω) → H1

0 (Ω), hence L
2(Ω) → H1

0 (Ω). Therefore, by Theorem 5.5.4,
K is compact L2(Ω) → L2(Ω). We claim that K is self adjoint. Indeed, let
f, g ∈ L2(Ω) and let u = Kf , v = Kg. We have

(u, g)L2 − (f, v)L2 = (−△v + av + (1 − Λ)v, u)H−1,H1
0

− (−△u+ au+ (1− Λ)u, v)H−1,H1
0
= 0,
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by (5.1.5). It is clear that K−1(0) = {0}. Moreover, if f ∈ L2(Ω) and u = Kf ,
then

(Kf, f)L2 = (u,−∆u+ au+ (1− Λ)u)H1
0 ,H

−1

=

∫

Ω

(|∇u|2 + au2 + (1 − Λ)u2),

so that by (2.1.6),

(Kf, f)L2 ≥
∫

Ω

u2 ≥ 0.

Therefore (see Brezis [11], Theorem VI.11), L2(Ω) possesses a Hilbert basis (ϕn)n≥1

made of eigenvectors of K, and the eigenvalues of K consist of a nonincreasing
sequence (σn)n≥1 ⊂ (0,∞) converging to 0, as n → ∞. We observe that ϕn =
σ−1
n Kϕn, so that ϕn ∈ H1

0 (Ω) and ϕn satisfies the equation (3.2.1) with

λn =
1

σn
− 1 + Λ. (3.2.6)

This proves the first statement, and we now prove properties (i), (ii) and (iii).
(i) This follows from Corollary 4.4.3.
(ii) By formula (3.2.6), this amounts in showing that σ1 = 1. We first observe

that if ϕ is as in Proposition 3.2.2, then Kϕ = ϕ. Thus 1 is an eigenvalue of K,
so that σ1 ≥ 1. Next, we see that −∆ϕ1 + aϕ1 = (σ−1

1 − 1 + Λ)ϕ1. Taking the
H−1 −H1

0 duality product of the equation with ϕ1, we deduce that
∫

Ω

{|∇ϕ1|2 + aϕ2
1} = σ−1

1 − 1 + Λ.

Using (2.1.5), we deduce that σ−1
1 − 1 + Λ ≥ Λ. Thus σ1 ≤ 1, which proves (ii).

(iii) This follows from Proposition 3.2.2. �

Remark 3.2.3. Connectedness of Ω is required only for property (iii) of The-
orem 3.2.1. Without Connectedness, these two properties may not hold, as shows
the following example. Let Ω = (0, π) ∪ (π, 2π). Then λ1 = 1, and the correspond-
ing eigenspace is two-dimensional. More precisely, it is the spaces spanned by the
two functions ϕ1 and ϕ̃1 defined by

ϕ1(x) =

{
sinx if 0 < x < π,

0 if π < x < 2π,
ϕ̃1(x) =

{
0 if 0 < x < π,

− sinx if π < x < 2π.

In particular, both ϕ1 and ϕ̃1 vanish on a connected component of Ω.

We end this section with a useful characterization of H1
0 (Ω) in terms of the

spectral decomposition.

Proposition 3.2.4. Assume Ω is a bounded, connected domain of RN , let
a ∈ L∞(Ω) and let (λn)n≥1 ⊂ R and (ϕn)n≥1 ⊂ H1

0 (Ω) be as in Theorem 3.2.1.
Given any u ∈ L2(Ω), let αj = (u, ϕj)L2 for all j ≥ 1 so that u =

∑
αjϕj. It

follows that u ∈ H1
0 (Ω) if and only if

∑
λjα

2
j <∞. Moreover,

∑
λjα

2
j = ‖∇u‖2L2.

Proof. Since (ϕj)j≥1 is a Hilbert basis of L2(Ω), we may consider the isomet-
ric isomorphism T : ℓ2(N) → L2(Ω) defined by

TA =

∞∑

j=1

αjϕj ,

if A = (αj)j≥1. Let now

V = {A ∈ ℓ2(N);
∑

λjα
2
j <∞},
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equipped with the norm

‖A‖V =
( ∞∑

j=1

λjα
2
j

) 1
2

,

so that V is a Banach (in fact, Hilbert) space. We first claim that T (V) ⊂ H1
0 (Ω)

and

‖A‖V = ‖∇TA‖L2, (3.2.7)

for all A ∈ V . Indeed, let A ∈ V and consider the sequence (An)n≥0 ⊂ V defined
by αn,j = αj if j ≤ n and αn,j = 0 if j > n. It follows that An → A in V (hence in
ℓ2(N)). Moreover,

‖∇TAn‖2L2 = (−∆TAn, TAn)H−1,H1
0

=
( n∑

j=1

λjαjϕj ,

n∑

j=1

αjϕj

)
H−1,H1

0

=
( n∑

j=1

λjαjϕj ,

n∑

j=1

αjϕj

)
L2

=

n∑

j=1

λjα
2
j = ‖An‖2V .

(3.2.8)

A similar calculation shows that if m > n ≥ 1, then

‖∇(TAm − TAn)‖2L2 =

m∑

j=n+1

λjα
2
j −→
n→∞

0. (3.2.9)

We deduce in particular from (3.2.9) that (TAn)n≥1 is a Cauchy sequence in H1
0 (Ω).

Since TAn → TA in L2(Ω) (because An → A in ℓ2(N)), we deduce that TA ∈
H1

0 (Ω) and TAn → TA in V . Thus (3.2.7) follows by letting n → ∞ in (3.2.8). It
now remains to show that TV = H1

0 (Ω). Since V is a Banach space and T : V →
H1

0 (Ω) is isometric, we see that TV is a closed subspace of H1
0 (Ω). Suppose by

contradiction that V 6= H1
0 (Ω). It follows that there exists w ∈ H1

0 (Ω), w 6= 0 such
that (TA,w)H1

0
= 0 for all A ∈ V . Fix n ≥ 1, and define A ∈ V by αj = 1 if j = n

and αj = 0 if j 6= n. It follows that TA = ϕn, so that (ϕn, w)H1
0
= 0. Since

(ϕn, w)H1
0
= (∇ϕn,∇w)L2 = (−∆ϕn, w)H−1,H1

0

= λn(ϕn, w)H−1,H1
0
= λn(ϕn, w)L2 ,

and n ≥ 1 is arbitrary, we conclude that w = 0, which is a contradiction. �

3.3. The iteration method

Throughout this section, we assume that Ω is a bounded domain of RN and we
consider the problem {

−△u = g(u) in Ω,

u = 0 on ∂Ω,
(3.3.1)

where g ∈ C1(R) is a given nonlinearity. The method we will use relies on the
notion of sub- and supersolutions, which are defined as follows.

Definition 3.3.1. A function u ∈ H1(Ω) ∩ L∞(Ω) is called a supersolution
of (3.3.1) if the following properties hold.

(i) −△u ≥ g(u) in H−1(Ω);
(ii) u− ∈ H1

0 (Ω).
Similarly, a function u ∈ H1(Ω)∩L∞(Ω) is called a subsolution of (3.3.1)

if the following properties hold.
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(iii) −△u ≤ g(u) in H−1(Ω);
(iv) u+ ∈ H1

0 (Ω).

In particular, a solution u ∈ H1
0 (Ω) of (3.3.1) is a both a supersolution and a

subsolution.

Remark 3.3.2. Here are some comments on Definition 3.3.1.

(i) As observed in Section 3.1, the property −△u ≥ g(u) in H−1(Ω) is equivalent
to saying that −△u ≥ g(u) in D′(Ω), i.e. that (−△u − g(u), ϕ)D′,D ≥ 0 for
all ϕ ∈ C∞

c (Ω), ϕ ≥ 0.
(ii) It follows from (i) above that if u ∈ L∞(Ω)∩H2(Ω) satisfies −△u ≥ g(u) a.e.

in Ω, then −△u ≥ g(u) in H−1(Ω).
(iii) Property (ii) of Definition 3.3.1 is a weak way of saying “u ≥ 0 on ∂Ω”.

Indeed, if u ∈ C(Ω), then u ≥ 0 on ∂Ω implies that u− ∈ H1
0 (Ω) (see

Remark 5.1.10 (ii)). Conversely, if Ω is of class C1, if u ∈ C(Ω) and if
u− ∈ H1

0 (Ω), then u ≥ 0 on ∂Ω (see Remark 5.1.10 (iii)). (A similar observa-
tion holds for property (iv).)

Our main result of this section is the following.

Theorem 3.3.3. Assume that Ω is a bounded domain of RN and let g ∈ C1(R).
Suppose that there exist a subsolution u and a supersolution u of (3.3.1). If u ≤ u
a.e. in Ω, then the following properties hold.

(i) There exists a solution ũ ∈ H1
0 (Ω) ∩ L∞(Ω) of (3.3.1) which is minimal with

respect to u, in the sense that if w is any supersolution of (3.3.1) with w ≥ u,
then w ≥ ũ.

(ii) Similarly, there exists a solution û ∈ H1
0 (Ω) ∩ L∞(Ω) of (3.3.1) which is

maximal with respect to u, in the sense that if z is any subsolution of (3.3.1)
with z ≤ u, then z ≤ û.

(iii) In particular, u ≤ ũ ≤ û ≤ u. (Note that ũ and û may coincide.)

Remark 3.3.4. Here are some comments on Theorem 3.3.3.

(i) The main conclusion of Theorem 3.3.3 is the existence of a solution of (3.3.1).
On the other hand, the maximal and minimal solutions can be useful.

(ii) Theorem 3.3.3 is somewhat surprising because no assumption is made on the
behavior of g. Of course, in practice the behavior of g will be important for
the construction of sub- and supersolutions.

(iii) The assumption u ≤ u is absolutely essential in Theorem 3.3.3. This can be
seen on a quite elementary example: consider for example the equation

{
−u′′ = 2 + 9u,

u|∂Ω = 0,
(3.3.2)

in Ω = (0, π). It is clear that u(x) ≡ 0 is a subsolution. Furthermore,
u(x) = − sin(x)2 is a supersolution. Indeed,

−u′′ − 9u = 2 + 5 sin(x)2 ≥ 2.

Next, we claim that there is no solution of (3.3.2). Indeed, suppose u satis-
fies (3.3.2). Multiplying the equation by sin(3x) and integrating by parts, we
obtain

9

∫ π

0

u(x) sin(3x) = 2

∫ π

0

sin(3x) + 9

∫ π

0

u(x) sin(3x),

which is absurd since ∫ π

0

sin(3x) =
2

3
6= 0.
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Thus we have an example where there is a subsolution, there is a supersolution,
but there is no solution. Obviously, Theorem 3.3.3 does not apply because
u 6≤ u.

Proof of Theorem 3.3.3. We use an iteration technique. Set

M = max{‖u‖L∞ , ‖u‖L∞},
let

λ ≥ ‖g′‖L∞(−M,M), (3.3.3)

and set
gλ(u) = g(u) + λu, (3.3.4)

for all u ∈ R. Finally, we set u0 = u and u0 = u and we define the sequences
(un)n≥0 and (un)n≥0 by induction as follows.

{
−△un+1 + λun+1 = gλ(un),

un+1|∂Ω = 0,
{
−△un+1 + λun+1 = gλ(u

n),

un+1
|∂Ω = 0,

(3.3.5)

We will show that the sequences are well defined, that

u0 ≤ u1 ≤ u2 ≤ · · · ≤ u2 ≤ u1 ≤ u0,

and that ũ = lim
n→∞

un and û = lim
n→∞

un have the desired properties. We proceed in

five steps.
Step 1. u0 ≤ u1 ≤ u1 ≤ u0. Since u0, u

0 ∈ L∞(Ω), we see that
gλ(u0), gλ(u

0) ∈ L∞(Ω). Therefore, we may apply Theorem 2.1.4, from which
it follows that u1, u

1 ∈ H1
0 (Ω) are well-defined. (Note that λ ≥ 0 and, since Ω is

bounded, λ1(−∆) > 0, see Remark 2.1.5.) Furthermore,

−△u1 + λu1 = gλ(u0) ≥ −△u0 + λu0,

since u0 is a subsolution. It follows from the maximum principle that u1 ≥ u0. One
shows similarly that u1 ≤ u0. Next, observe that gλ is nondecreasing on [−M,M ];
and so,

−△u1 + λu1 = gλ(u0) ≤ gλ(u
0) = −△u1 + λu1.

Applying again the maximum principle, we deduce that u1 ≤ u1. Hence the result.
Step 2. For all n ≥ 1, un and un are well-defined, and un−1 ≤ un ≤ un ≤

un−1. We argue by induction. It follows from Step 1 that the property holds
for n = 1. Suppose it holds up to some n ≥ 1. In particular, un, u

n ∈ L∞(Ω),
so that un+1, u

n+1 ∈ H1
0 (Ω) are well-defined by Theorem 2.1.4. Next, since gλ is

nondecreasing on [−M,M ], it follows that

−△un+1 + λun+1 = gλ(un) ≥ gλ(un−1) = −△un + λun;

and so, un+1 ≥ un by the maximum principle. One shows as well that un+1 ≤ un.
Finally, using again the nondecreaing character of gλ, we see that

−△un+1 + λun+1 = gλ(un) ≤ gλ(u
n) = −△un+1 + λun+1;

and so, un+1 ≤ un+1 by the maximum principle. Thus un ≤ un+1 ≤ un+1 ≤ un,
which proves the result.

Step 3. If ũ = limun and û = limun as n → ∞, then ũ, û ∈ H1
0 (Ω) ∩

L∞(Ω) are solutions of (3.3.1). Indeed, it follows from Step 2 that (un)n≥0 is
nondecreasing and bounded in L∞(Ω). Thus ũ = limun as n → ∞ is well-defined
as a limit a.e. in Ω. Since gλ is continuous, it follows that gλ(un) → gλ(ũ) a.e. in
Ω. Since (un)n≥0 is bounded in L∞(Ω), (gλ(un))n≥0 is also bounded in L∞(Ω),
and by the dominated convergence theorem it follows that g(un) → gλ(ũ) in L

2(Ω).
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Finally, since (−△+ λI)−1 is continuous L2(Ω) → H1
0 (Ω) (see Theorem 2.1.4), we

deduce that un converges in H1
0 (Ω) as n→ ∞ to the solution v ∈ H1

0 (Ω) of
{
−△v + λv = gλ(ũ),

v|∂Ω = 0.

Since un → ũ a.e., we see that v = ũ and the result follows for ũ. A similar
argument applies to û.

Step 4. The solutions ũ and û are independent of λ satisfying (3.3.3). We
show the result for ũ, and the same argument applies to û. Let λ, λ′ satisfy (3.3.3)
and let ũ = lim

n→∞
un and ũ′ = lim

n→∞
u′n be the corresponding solutions of (3.3.1)

constructed as above. Since λ and λ′ play a similar role, we need only show that
We first show that ũ ≤ ũ′. Assume for definiteness that λ ≥ λ′. We claim that
ũ′ ≥ un for all n ≥ 0. We argue by induction. This is clear for n = 0. Assuming it
holds for some n ≥ 0, we have

−△ũ′ + λũ′ = gλ(ũ
′) ≥ gλ(un) = −△un+1 + λun+1.

It follows from the maximum principle that ũ′ ≥ un+1, which proves the claim.
Letting n→ ∞, we deduce that ũ ≤ ũ′.

Step 5. Minimality of ũ and maximality of û. We only show the minimality
of ũ, the other argument being similar. Let w be a supersolution of (3.3.1), w ≥ u0.

Let M̃ = max{‖u‖L∞ , ‖u‖L∞ , ‖w‖L∞} and let

λ ≥ ‖g′‖
L∞(−M̃,M̃)

.

Let (un)n≥0 be the corresponding sequence defined by (3.3.5), so that ũ = lim
n→∞

un

by Steps 3 and 4. We claim that w ≥ un for all n ≥ 0. We argue by induction.
This is true by assumption for n = 0. Assuming this holds up to some n ≥ 0, we
have

−△w + λw ≥ gλ(w) ≥ gλ(un) = −△un+1 + λun+1.

It follows from the maximum principle that w ≥ un+1, which proves the claim. We
deduce the result by letting n→ ∞. This completes the proof. �

We now give applications of Theorem 3.3.3 in elementary cases where sub- and
supersolutions are trivially constructed. We will consider more delicate cases in the
next section.

Corollary 3.3.5. Assume that Ω is a bounded domain of RN and let g ∈
C1(R). If there exist a ≤ 0 ≤ b such that g(a) = g(b) = 0, then there exists a
solution u ∈ H1

0 (Ω) ∩ L∞(Ω) of (3.3.1), with a ≤ u ≤ b.

Proof. u ≡ a is clearly a subsolution and u ≡ b is clearly a supersolution. �

Corollary 3.3.6. If Ω is a bounded domain of RN and if g ∈ C1(R), then the
following properties hold.

(i) If g(0) < 0 and if there exists a < 0 such that g(a) = 0, then there exists a
solution u ∈ H1

0 (Ω) ∩ L∞(Ω) of (3.3.1), with a ≤ u ≤ 0.
(ii) If g(0) > 0 and if there exists b > 0 such that g(b) = 0, then there exists a

solution u ∈ H1
0 (Ω) ∩ L∞(Ω) of (3.3.1), with 0 ≤ u ≤ b.

Proof. Suppose for example g(0) < 0, the other case being similar. Then
u ≡ a is clearly a subsolution and u ≡ 0 is clearly a supersolution. �
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3.4. The equation −△u = λg(u)

In this section, we consider a function g ∈ C1(R) and we study the problem
{
−△u = λg(u) in Ω,

u = 0 on ∂Ω,
(3.4.1)

where λ is a nonnegative parameter. We will apply Theorem 3.3.3 in order to
determine the set of λ’s such that (3.4.1) has a solution in an appropriate sense.

We observe that we may assume g(0) 6= 0, since otherwise there is always the
trivial solution u = 0. Next, by possibly changing g to −g, we may assume g(0) > 0.
Finally, if g(b) = 0 for some b > 0, then the existence of a solution for every λ > 0
follows from Corollary 3.3.6 (ii). Therefore, we need only consider the case g(u) > 0
for all u ≥ 0. Our first result is the following.

Theorem 3.4.1. Let Ω be a bounded, connected, open subset of RN . Let g ∈
C1(R) and assume g(u) > 0 for all u ≥ 0. There exists 0 < λ∗ ≤ ∞ with the
following properties.

(i) For every λ ∈ [0, λ∗), there exists a (unique) minimal solution uλ ≥ 0, uλ ∈
H1

0 (Ω)∩L∞(Ω) of (3.4.1). uλ is minimal in the sense that any supersolution
v ≥ 0 of (3.4.1) satisfies v ≥ uλ. In addition, uλ ∈ C(Ω).

(ii) The map u 7→ uλ is increasing (0,∞) → H1
0 (Ω) ∩ L∞(Ω).

(iii) If λ∗ < ∞ and if λ > λ∗, then there is no solution u ∈ H1
0 (Ω) ∩ L∞(Ω)

of (3.4.1).

Proof. The proof relies on the results of Sections 3.1 and 3.3. We proceed in
three steps.

Step 1. If λ > 0 is sufficiently small, then the equation (3.4.1) has a minimal
solution uλ ≥ 0, uλ ∈ H1

0 (Ω) ∩ L∞(Ω). We first note that, since g(0) > 0, 0 is
a subsolution of (3.4.1) for all λ ≥ 0. Next, let R > 0 be sufficiently large so
that Ω ⊂ B(0, R) and set w(x) = coshR − coshx1. It follows that w > 0 on Ω,
w ∈ C∞(Ω) ⊂ H1(Ω) and −∆w = coshx1 ≥ 1. Therefore, if λ > 0 is sufficiently
small so that 1/λ ≥ sup{g(s); 0 ≤ s ≤ coshR}, then −∆w ≥ λg(w), so that w is a
supersolution of (3.4.1). The result now follows from Theorem 3.3.3.

Step 2. Construction of λ∗ and proof of (i) and (iii). We set

Λ = {λ ≥ 0; (3.4.1) has a nonnegative solution in

H1
0 (Ω) ∩ L∞(Ω)}, (3.4.2)

and

λ∗ = supΛ. (3.4.3)

It follows from Step 1 that Λ 6= ∅, so that 0 < λ∗ ≤ ∞. Consider now 0 ≤ λ < λ∗.
It follows from (3.4.3) that there exists λ ≥ λ such that λ ∈ Λ. Let u ∈ H1

0 (Ω) ∩
L∞(Ω), u ≥ 0 be a solution of (3.4.1) with λ. It follows that −∆u = λg(u) ≥ λg(u),
so that u is a supersolution of (3.4.1). Since, as abserved above, 0 is a subsolution
of (3.4.1), it follows from Theorem 3.3.3 that the equation (3.4.1) has a minimal
solution uλ ≥ 0, uλ ∈ H1

0 (Ω)∩L∞(Ω). In addition, since −∆uλ = λg(uλ) ∈ L∞(Ω),
we see that uλ ∈ C(Ω) by Corollary 4.2.7. This proves part (i), and part (iii) follows
from (3.4.2)-(3.4.3).

Step 3. Proof of (ii). Let 0 ≤ λ < µ < λ∗. It is clear that uµ is a
supersolution of (3.4.1). Since uµ ≥ 0, we deduce from part (i) that uµ ≥ uλ. On
the other hand, since g > 0 and λ > µ, it is clear that uµ 6≡ uλ. Let

γ = max{|g′(s)|; 0 ≤ s ≤ ‖uµ‖L∞}.
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Setting w = uµ − uλ, it follows that

−∆w + λγw = λγw + µg(uµ)− λg(uλ)

≥ λ[γ(uµ − uλ) + g(uµ)− g(uλ)] ≥ 0.

By the strong maximum principle (Theorem 3.1.2), we deduce that w > 0, i.e.
uµ > uλ in Ω. This completes the proof. �

Remark 3.4.2. Here are some comments on Theorem 3.4.1.

(i) The mapping λ 7→ uλ can have discontinuities, even for a smooth nonlinearity
g. On the other hand, if g is convex (or concave) on [0,∞), then the mapping
λ 7→ uλ is smooth. On these questions, see for example [18].

(ii) The conclusion of Theorem 3.4.1 can be strengthened. In particular, for λ =
λ∗, there always exists a solution of (3.4.1) in an appropriate weak sense.
That solution is unique. Moreover, if λ∗ < ∞ and λ > λ∗, then there is no
solution of (3.4.1), even in a weak sense. See in particular [12, 36] .

The parameter λ∗ introduced in Theorem 3.4.1 can be finite or infinite, de-
pending on the behavior of g(u) as u→ ∞, as shows the following result.

Proposition 3.4.3. Let Ω be a bounded, connected, open subset of RN . Let
g ∈ C1(R) and assume g(u) > 0 for all u ≥ 0. With the notation of Theorem 3.4.1,
the following properties hold.

(i) If
g(u)

u
−→
u→∞

0, then λ∗ = ∞.

(ii) If lim inf
u→∞

g(u)

u
> 0, then λ∗ <∞.

Proof. (i) By Theorem 3.3.3, we need only construct a nonnegative, bound-
ed supersolution of (3.4.1) for every λ > 0. (Recall that 0 is always a subsolution.)
To do this, we consider the function w(x) = coshR − coshx1 introduced in the
Step 1 of the proof of Theorem 3.4.1. Fix λ > 0 and let k > 0 to be chosen later.
If u = kw, then −∆u = k coshx1 ≥ k. Since w ≤ coshR, we deduce that

−∆u ≥ k

2
+
k

2
≥ kw

2 coshR
+
k

2
=

1

2 coshR
u+

k

2
. (3.4.4)

Since g(u)/u→ 0 as u→ ∞, we see that for every ε > 0, there exists Cε such that
g(u) ≤ εu+ Cε for all u ≥ 0. In particular, there exists K such that

λg(u) ≤ 1

2 coshR
u+K,

for all u ≥ 0. Applying (3.4.4), we deduce that

−∆u ≥ λg(u) +
k

2
−K.

Thus if we choose k ≥ 2K, then u is a supersolution of (3.4.1). This proves part (i).
(ii) Let ϕ1 > 0 be the first eigenfunction of −∆ (see Section 3.2). It follows

from (3.4.1) that

λ1

∫

Ω

uλϕ1 = λ

∫

Ω

g(uλ)ϕ1, (3.4.5)

for all 0 ≤ λ < λ∗. By assumption, there exist η,K > 0 such that g(u) ≥ ηu −K
for all u ≥ 0; and so,

λ

∫

Ω

uλϕ1 ≤ λ1
η

∫

Ω

g(uλ)ϕ1 +
Kλ1
η

‖ϕ1‖L1 . (3.4.6)



66 3. METHODS OF SUPER- AND SUBSOLUTIONS

On the other hand, g is clearly bounded from below on [0,∞), i.e. there exists
ε > 0 such that g(u) ≥ ε for all u > 0. It then follows from (3.4.5) and (3.4.6) that

(
λ− λ1

η

)
ε‖ϕ‖L1 ≤

(
λ− λ1

η

)∫

Ω

g(uλ)ϕ1 ≤ Kλ1
η

‖ϕ1‖L1,

for 0 ≤ λ < λ∗, which implies λ∗ ≤ (K + ε)λ1/ηε <∞. �

Assuming Ω is sufficiently smooth, we study the “stability” of the solutions uλ.

Proposition 3.4.4. Let Ω be a bounded, connected, open subset of RN . Let
g ∈ C1(R) and assume g(u) > 0 for all u ≥ 0. If ∂Ω is of class C2 then, with the
notation of Theorem 3.4.1, the following properties hold.

(i) λ1(−∆− λg′(uλ)) ≥ 0 for every 0 ≤ λ < λ∗, where λ1 is defined by (2.1.5).
(ii) If g is convex or concave on [0,∞), then λ1(−∆ − λg′(uλ)) > 0 for every

0 ≤ λ < λ∗.

Proof. Let λ1 = λ1(−∆−λg′(uλ)) be as defined by (2.1.5) and let ϕ1 > 0 be
the corresponding first eigenvector (see Section 3.2). It follows that

−∆ϕ1 = λg′(uλ)ϕ1 + λ1ϕ1. (3.4.7)

We observe that, by Theorem 3.1.4 and Remark 3.1.5 (for the lower estimate) and
Theorem 4.3.1 and Remark 4.3.2 (i) (for the upper estimate), there exist 0 < k < K
such that

kd(x, ∂Ω) ≤ ϕ1(x) ≤ Kd(x, ∂Ω), (3.4.8)

for all x ∈ Ω. As well, it follows that for every 0 ≤ λ < λ∗ there exist 0 < cλ < Cλ

such that

cλd(x, ∂Ω) ≤ uλ(x) ≤ Cλd(x, ∂Ω), (3.4.9)

for all x ∈ Ω. We now proceed in two steps.
Step 1. Proof of (i). Assume by contradiction that λ1(−∆− λg′(uλ)) < 0.

Let ε > 0 and let wε = uλ − εϕ1. It follows from (3.4.1) and (3.4.7) that

−∆wε − λg(wε) = −λ(g(uλ − εϕ1)− g(uλ)

+ εϕ1[g
′(uλ) + (λ1/λ)]). (3.4.10)

On the other hand, since g is C1 and uλ, ϕ1 ∈ L∞(Ω), we see that

g(uλ − εϕ1)− g(uλ) + εϕ1g
′(uλ) = o(εϕ1). (3.4.11)

Since λ1 < 0, we deduce from (3.4.10)-(3.4.11) that −∆wε ≥ λg(wε) for all suf-
ficiently small ε > 0, which implies that wε is a supersolution of (3.4.1). Note
that 0 is a subsolution and that by (3.4.8)-(3.4.9) , 0 ≤ wε < uλ if ε > 0 is suf-
ficiently small. It then follows from Theorem 3.3.3 that there exists a solution
0 ≤ w ≤ wε < uλ of (3.4.1), which contradicts the minimality of uλ.

Step 2. Proof of (ii). The result is clear if λ = 0, so we consider λ > 0.
Assume by contradiction that λ1(−∆ − λg′(uλ)) = 0 and let 0 < µ < λ∗ to be
chosen later. It then follows from (3.4.7) and (3.4.1) (for λ and µ) that

∫

Ω

∇ϕ1 · ∇uλ = λ

∫

Ω

g′(uλ)ϕ1uλ,

∫

Ω

∇ϕ1 · ∇uµ = λ

∫

Ω

g′(uλ)ϕ1uµ,

and ∫

Ω

∇ϕ1 · ∇uλ = λ

∫

Ω

g(uλ)ϕ1,

∫

Ω

∇ϕ1 · ∇uµ = µ

∫

Ω

g(uµ)ϕ1.

It follows that

λ

∫

Ω

g′(uλ)ϕ1uλ = λ

∫

Ω

g(uλ)ϕ1, λ

∫

Ω

g′(uλ)ϕ1uµ = µ

∫

Ω

g(uµ)ϕ1,
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from which we deduce that∫

Ω

[g(uµ)− g(uλ)− (uµ − uλ)g
′(uλ)]ϕ1 =

λ− µ

λ

∫

Ω

g(uµ)ϕ1. (3.4.12)

Next, we observe that by (3.4.8),
∫

Ω

g(uµ)ϕ1 > 0. (3.4.13)

We now argue as follows. If g is convex, then the integrand in the left-hand side
of (3.4.12) is nonnegative. We then chose µ > λ so that by (3.4.13) the right-hand
side of (3.4.12) is negative, yielding a contradiction. If g is concave, then the inte-
grand in the left-hand side of (3.4.12) is nonpositive and we obtain a contradiction
by choosing λ < µ. �

Remark 3.4.5. We give an explicit characterization of all solutions of (3.4.1)
in a model case. Let Ω = (0, ℓ) and g(u) = eu, i.e. consider the problem

− u′′ = λeu, u(0) = u(ℓ) = 0. (3.4.14)

Note first that by any solution of (3.4.14) is positive in Ω. Applying Theorem 1.2.3,
we see that there exists a solution of (3.4.14) every time there exists x > 0 such
that ∫ x

0

ds√
ex − es

= ℓ
√
λ/2. (3.4.15)

Let H(x) be the left-hand side of (3.4.15). Setting successively σ = es, τ = ex − σ
and θ = e−xτ , we find

H(x) =

∫ ex

1

dσ

σ
√
ex − σ

=

∫ ex−1

0

dτ

(ex − τ)
√
τ

=
1√
ex

∫ 1−e−x

0

dθ

(1− θ)
√
θ
.

Since
1

(1 − θ)
√
θ
=

d

dθ
log

1 +
√
θ

1−
√
θ
,

we deduce that

H(x) = F (1− e−x),

where

F (y) =
√
1− y log

1 +
√
y

1−√
y
,

for y ∈ [0, 1). We note that F (0) = 0 = lim
y↑1

F (y), and that

F ′(y) =
1

2
√
y
√
1− y

(
2−√

y log
1 +

√
y

1−√
y

)
.

Since the function y 7→ √
y log

1 +
√
y

1−√
y
is increasing, there exists a unique y0 ∈ (0, 1)

such that
√
y0 log

1 +
√
y0

1−√
y0

= 2.

Thus F is increasing on (0, y0) and decreasing on (y0, 1). If

λ∗ =
2

ℓ2

(
max

y∈(0,1)
F (y)

)2

,
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then it follows that if 0 < λ < λ∗, then there exist exactly two solutions of (3.4.14);
if λ = λ∗, then there exists exactly one solution of (3.4.14); if λ > λ∗, then there is
no solution of (3.4.14).



CHAPTER 4

Regularity and qualitative properties

In this section, we study the regularity and symmetry properties of the solutions
of nonlinear elliptic equations. We begin by studying the regularity for linear
equations, then use bootstrap arguments in the nonlinear case. For the symmetry
properties, we use the “moving planes” technique, based on the maximum principle.

4.1. Interior regularity for linear equations

In this section, we study the interior regularity of the solutions of the equation

−∆u+ λu = f, (4.1.1)

in D′(Ω). Our first result concerns the case where the equation holds in the whole
space RN .

Proposition 4.1.1. Let m ∈ Z and 1 < p < ∞. Suppose λ > 0 and let
v, h ∈ S ′(RN ) satisfy (4.1.1) in S ′(RN ). If h ∈Wm,p(RN ), then v ∈ Wm+2,p(RN ),
and there exists a constant C such that ‖v‖Wm+2,p ≤ C‖h‖Wm,p .

Proof. Taking the Fourier transform of (4.1.1), we obtain (λ+ 4π2|ξ|2)v̂ = ĥ

in S ′(RN ), so that (λ + 4π2|ξ|2)m+2
2 v̂ = (λ + 4π2|ξ|2)m

2 f̂ , and the result follows
from Theorem 5.2.3. �

We now consider the case of a general domain Ω.

Proposition 4.1.2. Let λ ∈ R and let u, f ∈ D′(Ω) satisfy the equation (4.1.1)
in D′(Ω).

(i) If f ∈ Wm,p
loc (Ω) and u ∈ Wn,p

loc (Ω) for some m ≥ 0, n ∈ Z and 1 < p < ∞,

then u ∈ Wm+2,p
loc (Ω). In addition, for every Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω, there exists

a constant C (depending only on m, Ω′ and Ω′′) such that ‖u‖Wm+2,p(Ω′′) ≤
C(‖f‖Wm,p(Ω′) + ‖u‖Wn,p(Ω′)).

(ii) If f ∈ C∞(Ω) and u ∈ Wn,p
loc (Ω) for some n ∈ Z and 1 < p < ∞, then

u ∈ C∞(Ω).

Proof. We proceed in two steps.
Step 1. Consider ω′′ ⊂⊂ ω′ ⊂⊂ Ω, k ∈ Z and 1 < p < ∞. If u ∈ W k,p(ω′)

and f ∈ W k−1,p(ω′) solve the equation (4.1.1) in D′(ω′), then u ∈ W k+1,p(ω′′)
and there exists C such that ‖u‖Wk+1,p(ω′′) ≤ C(‖f‖Wk−1,p(ω′) + ‖u‖Wk,p(ω′)). To

show this, consider ρ ∈ C∞
c (RN ) such that ρ ≡ 1 on ω′′ and supp ρ ⊂ ω′ and define

v ∈ D′(RN ) by v = ρu, i.e.

(v, ϕ)D′(RN ),D(RN ) = (u, ρϕ)D′(ω′),D(ω′).

It is not difficult to show that v ∈W k,p(RN ) and that ‖v‖Wk,p(RN ) ≤ C‖u‖Wk,p(ω′).
An easy calculation shows that v solves the equation

−△v + v = T1 + T2 + T3, (4.1.2)

69
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in D′(RN ), where the distributions T1, T2 and T3 are defined by

(T1, ϕ)D′(RN ),D(RN) = (f + (1− λ)u, ρϕ)D′(ω′),D(ω′),

(T2, ϕ)D′(RN ),D(RN) = −(u, ϕ△ρ)D′(ω′),D(ω′),

(T3, ϕ)D′(RN ),D(RN) = −2(∇u, ϕ∇ρ)D′(ω′),D(ω′),

for every ϕ ∈ C∞
c (RN ). It follows easily that Tj ∈W k−1,p(RN ) and that

‖Tj‖Wk−1,p(RN ) ≤ C(‖f‖Wk−1,p(ω′) + ‖u‖Wk,p(ω′)),

for j = 1, 2, 3. Applying (4.1.2) and Proposition 4.1.1, we deduce v ∈W k+1,p(RN )
and ‖v‖Wk+1,p(RN ) ≤ C(‖f‖Wk−1,p(ω′) + ‖u‖Wk,p(ω′)). The result follows, since the
restrictions of u and v to ω′′ coincide.

Step 2. Conclusion. Without loss of generality, we may assume n = −ℓ ≤ 0.
Let Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω. Consider now a family (ωj)0≤j≤m+ℓ+1 of open subsets of Ω,
such that

Ω′′ = ωm+ℓ+1 ⊂⊂ · · · ⊂⊂ ω0 ⊂⊂ Ω′

(one constructs easily such a family). It follows from Step 1 that u ∈W−ℓ+1,p(ω0)
and that

‖u‖W−ℓ+1,p(ω0) ≤ C(‖f‖W−ℓ−1,p(Ω′) + ‖u‖W−ℓ,p(Ω′))

≤ C(‖f‖Wm,p(Ω′) + ‖u‖Wn,p(Ω′)).
(4.1.3)

We deduce from (4.1.3) and Proposition 4.1.1 that u ∈W−ℓ+2,p(ω1) and

‖u‖W−ℓ+2,p(ω1) ≤ C(‖f‖W−ℓ,p(ω0) + ‖u‖W−ℓ+1,p(ω0))

≤ C(‖f‖Wm,p(Ω′) + ‖u‖Wn,p(Ω′)).

Iterating the above argument, one shows that u ∈ Wm+2,p(ωm+ℓ+1) =Wm+2,p(Ω′′)
and that there exists C such that ‖u‖Wm+2,p(Ω′′) ≤ C(‖f‖Wm,p(Ω′) + ‖u‖Wn,p(Ω′)).
Hence property (i), since Ω′ and Ω′′ are arbitrary. Property (ii) follows from Prop-
erty (i) and the fact that C∞(Ω) = ∩m≥0W

m,p
loc (Ω) (see Corollary 5.4.17). �

4.2. Lp regularity for linear equations

In this section, we consider an open subset Ω ⊂ RN and we study the Lp

regularity for solutions of the linear equation
{
−△u+ λu = f in Ω,

u = 0 in ∂Ω.
(4.2.1)

It follows from Theorem 2.1.4 that if λ > −λ1 with λ1 = λ1(−∆) defined by (2.1.5),
then for every f ∈ H−1(Ω), the equation (4.2.1) has a unique weak solution u ∈
H1

0 (Ω). We begin with the following result.

Theorem 4.2.1. Let λ > 0, let f ∈ H−1(Ω) and let u ∈ H1
0 (Ω) be the solution

of (4.2.1). If f ∈ Lp(Ω) for some p ∈ [1,∞], then u ∈ Lp(Ω) and λ‖u‖Lp ≤ ‖f‖Lp.

Proof. Let ϕ ∈ C1(R,R). Assume that ϕ(0) = 0, ϕ′ ≥ 0 and ϕ′ ∈ L∞(R).
It follows from Proposition 5.3.1 that ϕ(u) ∈ H1

0 (Ω) and that ∇ϕ(u) = ϕ′(u)∇u
a.e. in Ω. Therefore, taking the H−1 − H1

0 duality product of (4.2.1) with ϕ(u),
we obtain ∫

Ω

ϕ′(u)|∇u|2 dx+ λ

∫

Ω

uϕ(u) dx =

∫

Ω

fϕ(u) dx;

and so

λ

∫

Ω

uϕ(u) dx ≤
∫

Ω

fϕ(u) dx.
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Assume that |ϕ(u)| ≤ |u|p−1. It follows that |ϕ(u)| ≤ (uϕ(u))
p−1
p ; and so

λ

∫

Ω

uϕ(u) dx ≤ ‖f‖Lp

(∫

Ω

uϕ(u) dx
) p−1

p

.

We deduce that

λ
(∫

Ω

uϕ(u) dx
) 1

p ≤ ‖f‖Lp, (4.2.2)

and we consider separately two cases.

Case 1: p ≤ 2 Given ε > 0, let ϕ(u) = u(ε+ u2)
p−2
2 . It follows from (4.2.2)

that

λ
(∫

Ω

u2(ε+ u2)
p−2
2 dx

) 1
p ≤ ‖f‖Lp.

Letting ε ↓ 0 and applying Fatou’s Lemma yields the desired result.
Case 2: 2 < p ≤ ∞ We use a duality argument. Given h ∈ C∞

c (Ω), let
v ∈ H1

0 (Ω) be the solution of (4.2.1) with f replaced by h. We have
∫

Ω

uh = (u,−△v + λv)H1
0 ,H

−1 = (−△u+ λu, v)H−1,H1
0

= (f, v)H−1,H1
0
=

∫

Ω

fv.

Therefore, ∣∣∣
∫

Ω

uh
∣∣∣ ≤ ‖f‖Lp‖v‖Lp′ ≤ 1

λ
‖f‖Lp‖h‖Lp′ ,

by the result of Case 1 (since p′ < 2). Since h ∈ C∞
c (Ω) is arbitrary, we deduce

that ‖u‖Lp ≤ λ−1‖f‖Lp. �

For some λ < 0, one can still obtain L∞ regularity results. More precisely, we
have the following.

Theorem 4.2.2. Let λ1 = λ1(−∆) be defined by (2.1.5) and let λ > −λ1. Let
f ∈ H−1(Ω) and let u ∈ H1

0 (Ω) be the solution of (4.2.1). If f ∈ Lp(Ω) + L∞(Ω)
for some p > 1, p > N/2, then u ∈ L∞(Ω). Moreover, given 1 ≤ r < ∞, there
exists a constant C independent of f such that

‖u‖L∞ ≤ C(‖f‖Lp+L∞ + ‖u‖Lr).

In particular, ‖u‖L∞ ≤ C(‖f‖Lp+L∞ + ‖f‖H−1).

Proof. The proof we follow is adapted from Hartman and Stampacchia [25]
(see also Brezis and Lions [13]). By homogeneity, we may assume that ‖u‖Lr +
‖f‖Lp+L∞ ≤ 1. In particular, f = f1 + f2 with ‖f1‖Lp ≤ 1 and ‖f2‖L∞ ≤ 1. Since
−u solves the same equation as u, with f replaced by −f (which satisfies the same
assumptions), it is sufficient to estimate ‖u+‖L∞ . Set T = ‖u+‖L∞ ∈ [0,∞] and
assume that T > 0. For t ∈ (0, T ), set v(t) = (u − t)+. We have v(t) ∈ H1

0 (Ω) by
Corollary 5.3.6. Let now α(t) = |{x ∈ Ω, u(x) > t}| for all t > 0. Note that α(t) is
always finite. In particular, since v(t) ∈ L2(Ω) is supported in {x ∈ Ω, u(x) > t},
we have v(t) ∈ L1(Ω). We set

β(t) =

∫

Ω

v(t) dx.

Integrating the function 1{u>s}(x) on (t,∞) × Ω and applying Fubini’s Theorem,
we obtain

β(t) =

∫ ∞

t

α(s) ds,

so that β ∈ W 1,1
loc (0,∞) and

β′(t) = −α(t), (4.2.3)
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for almost all t > 0. The idea of the proof is to obtain a differential inequality on
β(t) which implies that β(t) must vanish for t large enough. Taking the H−1 −H1

0

duality product of (4.2.1) with v(t), we obtain
∫

Ω

∇u · ∇v(t) + λ

∫

Ω

uv(t) = (f, v(t))H−1 ,H1
0
,

for every t > 0. Therefore, by applying formula (5.3.3) and the property v(t) ∈
L1(Ω), we deduce that

∫

Ω

{|∇v(t)|2 + λ|v(t)|2} dx =

∫

Ω

(f − tλ)v(t) dx.

Since λ > −λ1, we deduce by applying (2.1.8) that

‖v(t)‖2H1 ≤ C

∫

Ω

(f − tλ)v(t) dx ≤ C

∫

Ω

(|f |+ t|λ|)v(t) dx. (4.2.4)

We observe that∫

Ω

|f |v(t) ≤
∫

Ω

(|f1|+ |f2|)v(t) ≤ ‖f1‖Lp‖v(t)‖Lp′ + ‖f2‖L∞‖v(t)‖L1

≤ ‖v(t)‖Lp′ + ‖v(t)‖L1 ,

and we deduce from (4.2.4) that

‖v(t)‖2H1 ≤ C(1 + t)(‖v(t)‖Lp′ + ‖v(t)‖L1). (4.2.5)

Fix now ρ > 2p′ such that ρ < 2N/(N − 2) (ρ < ∞ if N = 1). (Note that this is
possible since p > min{1, N/2}.) We have in particular H1

0 (Ω) →֒ Lρ(Ω). Also, it

follows from Hölder’s inequality that ‖v(t)‖L1 ≤ α(t)1−
1
ρ ‖v(t)‖Lρ and ‖v(t)‖Lp′ ≤

α(t)
1
p′

− 1
ρ ‖v(t)‖Lρ . Thus we deduce from (4.2.5) that

‖v(t)‖2Lρ ≤ C(1 + t)(α(t)
1
p′

− 1
ρ + α(t)1−

1
ρ )‖v(t)‖Lρ .

Finally, since β(t) = ‖v(t)‖L1 ≤ α(t)1−
1
ρ ‖v(t)‖Lρ , we obtain

β(t) ≤ C(1 + t)(α(t)
1+ 1

p′
− 2

ρ + α(t)2−
2
ρ ),

which we can write as

β(t) ≤ C(1 + t)F (α(t)),

with F (s) = s
1+ 1

p′
− 2

ρ + s2−
2
ρ . It follows that

− α(t) + F−1
( β(t)

C(1 + t)

)
≤ 0. (4.2.6)

Setting z(t) =
β(t)

C(1 + t)
, we deduce from (4.2.3) and (4.2.6) that

z′ +
ψ(z(t))

C(1 + t)
≤ 0,

with ψ(s) = F−1(s) + Cs. Integrating the above differential inequality yields
∫ t

s

dσ

C(1 + σ)
≤

∫ z(s)

z(t)

dσ

ψ(σ)
,

for all 0 < s < t < T . If T ≤ 1, then by definition ‖u+‖L∞ ≤ 1. Otherwise, we
obtain ∫ t

1

dσ

C(1 + σ)
≤

∫ z(1)

z(t)

dσ

ψ(σ)
,
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for all 1 < t < T , which implies in particular that
∫ T

1

dσ

C(1 + σ)
≤

∫ z(1)

0

dσ

ψ(σ)
.

Note that F (s) ≈ s
1+ 1

p′
− 2

ρ as s ↓ 0 and 1 + 1/p′ − 2/ρ > 1, so that 1/ψ is
integrable near zero. Since 1/(1 + σ) is not integrable at ∞, this implies that
T = ‖u+‖L∞ <∞. Moreover, ‖u+‖L∞ is estimated in terms of z(1), and

z(1) =
1

C

∫

Ω

(u− 1)+ ≤ 1

C

∫

{u>1}
u ≤ 1

C

∫

{u>1}
ur ≤ 1

C
.

This completes the proof. �

One can improve the Lp estimates by using Sobolev’s inequalities. In particular,
we have the following result.

Theorem 4.2.3. Let λ > 0, f ∈ H−1(Ω) and let u ∈ H1
0 (Ω) be the solution

of (4.2.1). If f ∈ Lp(Ω) for some p ∈ (1,∞], then the following properties hold.

(i) If p > N/2, then u ∈ Lp(Ω) ∩ L∞(Ω), and there exists a constant C indepen-
dent of f such that ‖u‖Lr ≤ C‖f‖Lp for all r ∈ [p,∞].

(ii) If p = N/2 and N ≥ 3, then u ∈ Lr(Ω) for all r ∈ [p,∞), and there exist
constants C(r) independent of f such that ‖u‖Lr ≤ C(r)‖f‖Lp .

(iii) If 1 < p < N/2 and N ≥ 3, then u ∈ Lp(Ω) ∩ L
Np

N−2p (Ω), and there ex-
ists a constant C independent of f such that ‖u‖Lr ≤ C‖f‖Lp for all r ∈
[p,Np/(N − 2p)].

Proof. Property (i) follows from Theorems 4.2.1 and 4.2.2 and Hölder’s in-
equality. It remains to establish properties (ii) and (iii). Note that in this case
N ≥ 3. By density, it is sufficient to establish these properties for f ∈ C∞

c (Ω).
In this case, we have u ∈ L1(Ω) ∩ L∞(Ω) by Theorem 4.2.1. Consider an odd,
increasing function ϕ : R → R such that ϕ′ is bounded and define

ψ(x) =

∫ x

0

√
ϕ′(s) ds. (4.2.7)

It follows that ψ is odd, nondecreasing, and that ψ′ is bounded. By Proposi-
tion 5.3.1, ϕ(u) and ψ(u) both belong to H1

0 (Ω), and

|∇ψ(u)|2 = ϕ′(u)|∇u|2 = ∇u · ∇(ϕ(u)), (4.2.8)

a.e. Taking theH−1−H1
0 duality product of (4.2.1) with ϕ(u), it follows from (4.2.8)

that ∫

Ω

(|∇(ψ(u))|2 + λuϕ(u)) dx = (f, ϕ(u))H−1 ,H1
0
.

In addition, xϕ(x) ≥ 0, and it follows from (4.2.7) and Cauchy-Schwarz inequality
that xϕ(x) ≥ |ψ(x)|2. Therefore, there exists a constant C such that

‖ψ(u)‖2H1 ≤ C(f, ϕ(u))H−1 ,H1
0
.

We deduce that, given any p ∈ [1,∞],

‖ψ(u)‖2H1 ≤ C‖f‖Lp‖ϕ(u)‖Lp′ .

Since H1
0 (Ω) →֒ L

2N
N−2 (Ω), it follows that

‖ψ(u)‖2
L

2N
N−2

≤ C‖f‖Lp‖ϕ(u)‖Lp′ . (4.2.9)

Consider now 1 < q <∞ such that (q−1)p′ ≥ 1. If q ≤ 2, let ϕε(x) = x(ε+x2)
q−2
2 .

If q > 2, take ϕε(x) = x|x|q−2(1 + εx2)
2−q
2 . It follows that |ϕε(x)| ≤ C|x|q−1 and

that |ϕε(x)| → |x|q−1 as ε ↓ 0. One verifies easily that |ψε(x)|2 ≤ C|x|q and that
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|ψε(x)|2 → (4(q − 1)/q2)|x|q. Applying (4.2.9), then letting ε ↓ 0 and applying the
dominated convergence theorem, it follows that

‖u‖q
L

Nq
N−2

≤ C
q2

q − 1
‖f‖Lp‖u‖q−1

L(q−1)p′ , (4.2.10)

for all 1 < q < ∞ such that (q − 1)p′ ≥ 1. We now prove property (ii). Suppose
that N ≥ 3 and that p = N/2. Apply (4.2.10) with q > N/2. It follows that

‖u‖q
L

Nq
N−2

≤ C
q2

q − 1
‖f‖LN/2‖u‖q−1

L
N(q−1)
N−2

. (4.2.11)

On the other hand, it follows from Hölder’s inequality and Theorem 4.2.1 that

‖u‖q−1

L
N(q−1)
N−2

≤ ‖u‖
(2q−N)q
2q−N+2

L
Nq

N−2

‖u‖
N−2

2q−N+2

L
N
2

≤ ‖u‖
(2q−N)q
2q−N+2

L
Nq

N−2

‖f‖
N−2

2q−N+2

L
N
2

.

Substitution in (4.2.11) yields

‖u‖
L

Nq
N−2

≤ C(q)‖f‖
L

N
2
.

Property (ii) follows from the above estimate and Theorem 4.2.1, since q is arbitrary.
Finally, we prove property (iii). We set q = (N − 2)p/(N − 2p). It follows in
particular that Nq/(N − 2) = (q − 1)p′ = Np/(N − 2p), so that by (4.2.10)

‖u‖
L

Np
N−2p

≤ C′‖f‖Lp.

Property (iii) follows from the above estimate and Theorem 4.2.1. �

Corollary 4.2.4. Let λ > 0, let f ∈ H−1(Ω) and let u ∈ H1
0 (Ω) be the

solution of (4.2.1). If f ∈ L1(Ω), then the following properties hold.

(i) If N = 1, then u ∈ L1(Ω)∩L∞(Ω), and there exists a constant C independent
of f and r such that ‖u‖Lr ≤ C‖f‖L1 for all r ∈ [1,∞].

(ii) If N ≥ 2, then u ∈ Lr(Ω) for all r ∈ [1, N/(N−2)) and there exists a constant
C(r) independent of f such that ‖u‖Lr ≤ C(r)‖f‖L1 .

Proof. If N = 1, then u ∈ H1
0 (Ω) →֒ L∞(Ω). Taking the H−1 −H1

0 duality
product of (4.2.1) with u, we deduce easily that there exists µ > 0 such that

µ‖u‖2H1 ≤ (f, u)H−1,H1
0
≤ ‖f‖L1‖u‖L∞ ≤ C‖f‖L1‖u‖H1 .

Therefore, µ‖u‖H1 ≤ C‖f‖L1, and (i) follows. In the case N ≥ 2, we use a duality
argument. Let u and f be as in the statement of the theorem. It follows from
Theorem 4.2.1 that u ∈ L1(Ω) and

‖u‖L1 ≤ C‖f‖L1. (4.2.12)

Fix q > N/2. Let h ∈ C∞
c (Ω), and let ϕ ∈ H1

0 (Ω) be the solution of the equation
−△ϕ+ λϕ = h. It follows from Theorem 4.2.3 that

‖ϕ‖L∞ ≤ C‖h‖Lq . (4.2.13)

Since

(f, ϕ)H−1,H1
0
= (−△u+ λu, ϕ)H−1,H1

0

= (u,−△ϕ+ λϕ)H1
0 ,H

−1 = (u, h)H1
0 ,H

−1 ,

we deduce from (4.2.12)-(4.2.13) that
∣∣∣
∫

Ω

uh
∣∣∣ ≤ ‖f‖L1‖ϕ‖L∞ ≤ C‖f‖L1‖h‖Lq .

Since ϕ ∈ C∞
c (Ω) is arbitrary, we obtain ‖u‖Lq′ ≤ C‖f‖L1. Since N/2 < q ≤ ∞ is

arbitrary, 1 ≤ q′ < N/(N − 2) is arbitrary and the result follows. �
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Remark 4.2.5. Note that the estimates of Theorem 4.2.3 and Corollary 4.2.4
are optimal in the following sense.

(i) If N ≥ 2 and f ∈ L
N
2 (Ω), then u is not necessarily in L∞(Ω). For example, let

Ω be the unit ball, and let u(x) = (− log |x|)γ with γ > 0. Then u 6∈ L∞(Ω).
On the other hand, one verifies easily that if 0 < γ < 1/2 in the caseN = 2 and

0 < γ < 1− 2/N in the case N ≥ 3, then u ∈ H1
0 (Ω) and −△u+ u ∈ L

N
2 (Ω).

(ii) If N ≥ 3 and f ∈ L1(Ω), then there is no estimate of the form ‖u‖
L

N
N−2

≤
C‖f‖L1. (Note that since u ∈ H1

0 (Ω), we always have u ∈ L
N

N−2 (Ω).) One
constructs easily a counter example as follows. Let Ω be the unit ball, and
let u = zϕ with ϕ ∈ C∞

c (Ω), ϕ(0) 6= 0, and z(x) = |x|2−N (− log |x|)γ with

γ < 0. Then −△u + u ∈ L1(Ω) and u 6∈ L
N

N−2 (Ω). By approximating
u by smooth functions, one deduces that there is no estimate of the form
‖u‖

L
N

N−2
≤ C‖f‖L1.

(iii) If N ≥ 3 and 1 < p < N/2, then by arguing as above one shows the fol-
lowing properties. There is no estimate of the form ‖u‖Lq ≤ C‖f‖L1 for
q > Np/(N − 2p). Moreover, if f ∈ Lp(Ω), then in general u 6∈ Lq(Ω) for
q > Np/(N − 2p), q > 2N/(N − 2).

Remark 4.2.6. Under some smoothness assumptions on Ω, one can establish
higher order Lp estimates. However, the proof of these estimates is considerably
more delicate. In particular, one has the following results.

(i) If Ω has a bounded boundary of class C2 (in fact, C1,1 is enough) and if
1 < p < ∞, then one can show that for every λ > 0 and f ∈ Lp(Ω), there

exists a unique solution u ∈W 1,p
0 (Ω) ∩W 2,p(Ω) of equation (4.2.1), and that

‖u‖W 2,p ≤ C(‖u‖Lp + ‖f‖Lp),

for some constant C independent of f (see e.g. Theorem 9.15, p.241 in Gilbarg
and Trudinger [23]). One shows as well that for every f ∈ W−1,p(Ω), there

exists a unique solution u ∈W 1,p
0 (Ω) of equation (4.2.1) (see Agmon, Douglis

and Nirenberg [3]).
(ii) One has partial results in the cases p = 1 and p = ∞. In particular, if Ω is

bounded and smooth enough, then for every λ > 0 and f ∈ L1(Ω), there exists

a unique solution u ∈ W 1,1
0 (Ω), such that △u ∈ L1(Ω), of equation (4.2.1) (see

Pazy [39], Theorem 3.10, p.218). It follows that λ‖u‖L1 ≤ ‖f‖L1. In general,
u 6∈W 2,1(Ω). If Ω is bounded, it follows from Theorems 2.1.4 and 4.2.1 that for
every λ > 0 and f ∈ L∞(Ω), there exists a unique solution u ∈ H1

0 (Ω)∩L∞(Ω),
such that △u ∈ L∞(Ω), of equation (4.2.1). In general, u 6∈ W 2,∞(Ω), even
if Ω is smooth. On the other hand, it follows from property (i) above that

u ∈W 1,p
0 (Ω) ∩W 2,p(Ω), for every p <∞.

Corollary 4.2.7. Let λ > 0, f ∈ H−1(Ω) and let u ∈ H1
0 (Ω) be the solution

of (4.2.1). If f ∈ Lp(Ω) for some 1 ≤ p < ∞ with p > N/2, or if f ∈ C0(Ω), then
u ∈ L∞(Ω) ∩ C(Ω).

Proof. Let (fn)n≥0 ⊂ C∞
c (Ω) such that fn → f in Lp(Ω) as n → ∞ (we let

p = ∞ in the case f ∈ C0(Ω)), and let (un)n≥0 be the corresponding solutions
of (4.2.1). It follows from Proposition 4.1.2 (ii) that un ∈ C(Ω). Moreover, un → u
in L∞(Ω) by Theorem 4.2.3 (i) (or Corollary 4.2.4 (i) in the case p = 1 = N), and
the result follows. �
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4.3. C0 regularity for linear equations

In this section we show that if Ω satisfies certain geometric assumptions, then
the solution of (4.2.1) with sufficiently smooth right-hand side is continuous at ∂Ω.

Theorem 4.3.1. If N ≥ 2 suppose that there exists ρ > 0 such that for every
x0 ∈ ∂Ω there exists y(x0) ∈ R

N with |x0 − y(x0)| = ρ and B(y0, ρ) ∩ Ω = ∅. Let
λ > 0, f ∈ H−1(Ω) ∩ L∞(Ω) and let u ∈ H1

0 (Ω) be the solution of (4.2.1). It
follows that

|u(x)| ≤ C‖f‖L∞d(x, ∂Ω), (4.3.1)

for all x ∈ Ω, where C is independent of f .

Proof. We may assume without loss of generality that |f | ≤ 1, so that |u| ≤
λ−1 by Theorem 4.2.1. We may also suppose N ≥ 2, for the case N = 1 is
immediate. We construct a local barrier at every point of ∂Ω. Given c > 0, set

w(x) =

{
1
4 (ρ

2 − |x|2) + c log(|x|/ρ) if N = 2,
1
2N (ρ2 − |x|2) + c(ρ2−N − |x|2−N ) if N ≥ 3.

(4.3.2)

It follows that −△w = 1 in RN \{0}. Furthermore, we see that if c is large enough,
then there exist ρ1 > ρ0 > ρ such that

w(x) > 0 for ρ < |x| ≤ ρ1, w(x) ≥ λ−1 for ρ0 ≤ |x| ≤ ρ1. (4.3.3)

Given c as above, we observe that there exists a constant K such that

w(x) ≤ K(|x| − ρ) for ρ ≤ |x| ≤ ρ1. (4.3.4)

Let now x̃ ∈ Ω such that 2d(x̃, ∂Ω) < ρ1 − ρ, and let x0 ∈ ∂Ω be such that

|x̃−x0| ≤ 2d(x̃, ∂Ω). Set Ω̃ = {x ∈ Ω; ρ < |x−y(x0)| < ρ1} and v(x) = w(x−y(x0))
for x ∈ Ω̃. We note that |x̃− y(x0)| > ρ by the geometric assumption. Moreover,

|x̃− y(x0)| ≤ |x̃− x0|+ |x0 − y(x0)| < ρ1 − ρ+ ρ = ρ1,

so that x̃ ∈ Ω̃. Next, it follows from (4.3.3)-(4.3.4) that v > 0 on Ω̃ and that

0 ≤ v(x̃) ≤ K(|x̃− y(x0)| − ρ) ≤ K(|x̃− x0|+ |x0 − y(x0)| − ρ)

= K|x̃− x0| ≤ 2Kd(x̃, ∂Ω).

On the other hand,

−△(u− v) + λ(u − v) = f − (1 + λv) ≤ f − 1 ≤ 0,

in Ω̃. We claim that

(u − v)+ ∈ H1
0 (Ω̃). (4.3.5)

It then follows from the maximum principle that u ≤ v in Ω̃. In particular, u(x̃) ≤
v(x̃) ≤ 2Kd(x̃, ∂Ω). Changing u to −u, one obtains as well that −u ≤ v, so

that |u(x̃)| ≤ 2Kd(x̃, ∂Ω) for a.a. x ∈ Ω̃. In particular, |u(x̃)| ≤ 2Kd(x̃, ∂Ω).
Since x̃ is arbitrary, we deduce that if x ∈ Ω such that 2d(x, ∂Ω) < ρ1 − ρ, then
|u(x)| ≤ 2Kd(x, ∂Ω). For x ∈ Ω such that 2d(x, ∂Ω) ≥ ρ1 − ρ, we have u(x) ≤
λ−1 ≤ 2λ−1(ρ1 − ρ)−1d(x, ∂Ω), and the result follows.

It now remains to establish the claim (4.3.5). Let ϕ ∈ C∞
c (RN ) satisfy 0 ≤ ϕ ≤

1, ϕ ≡ 1 on the set {|x− y(x0)| ≤ ρ0} and ϕ ≡ 0 on the set {|x− y(x0)| ≥ ρ1}. We

note that by (4.3.3), u ≤ λ−1 ≤ v, thus ϕu − v ≤ u − v ≤ 0 on Ω̃ ∩ {|x− y(x0)| ≥
ρ0}. Therefore, (ϕu − v)+ = (u − v)+ = 0 on Ω̃ ∩ {|x − y(x0)| ≥ ρ0}. On

Ω̃ ∩ {|x − y(x0)| ≤ ρ0}, ϕu − v = u − v, so that (u − v)+ = (ϕu − v)+ in Ω̃.
Let now (un)n≥0 ⊂ C∞

c (Ω) satisfy un → u in H1(Ω) as n → ∞. It follows (see

Proposition 5.3.3) that (ϕun − v)+ → (ϕu − v)+ = (u − v)+ in H1(Ω̃). Thus, we
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need only verify that (ϕun − v)+ ∈ H1
0 (Ω̃). This follows from Remark 5.1.10 (i),

because ϕun = 0 and v ≥ 0 on ∂Ω̃. �

Remark 4.3.2. Here are some comments on Theorem 4.3.1.

(i) One verifies easily that it ∂Ω is uniformly of class C2, then the geometric
assumption of Theorem 4.3.1 is satisfied.

(ii) One can weaken the regularity assumption on Ω and still obtain the continuity
of u at ∂Ω. However, one does not obtain in general the estimate (4.3.1).

(iii) Without any regularity assumption, it can happen that u 6∈ C0(Ω) even for
some f ∈ C∞

c (Ω). For example, let Ω = RN \ {0} with N ≥ 2 and set
ϕ(x) = coshx1 for x ∈ Ω. It follows that ϕ ∈ C∞(RN ), and −△ϕ + ϕ = 0.
Let now ψ ∈ C∞

c (RN ) satisfy ψ ≡ 1, for |x| ≤ 1 and ψ ≡ 0, for |x| ≥ 2. Set
u = ϕψ, so that u ∈ C∞

c (RN ). It is not difficult to verify that u ∈ H1
0 (Ω)

(see Remark 5.1.10 iii). On the other hand, −△u + u = 0 for |x| ≤ 1 and
for |x| ≥ 2. In particular, if we set f = −△u+ u, then f ∈ C∞

c (Ω). Finally,
u 6∈ C0(Ω), since u = 1 on ∂Ω.

Corollary 4.3.3. Suppose Ω satisfies the assumption of Theorem 4.3.1. Let
λ > 0, f ∈ H−1(Ω) ∩ L∞(Ω) and let u ∈ H1

0 (Ω) be the solution of (4.2.1). If
f ∈ Lp(Ω) for some 1 ≤ p <∞ with p > N/2, or if f ∈ C0(Ω), then u ∈ C0(Ω).

Proof. By Corollary 4.2.7, u ∈ C(Ω). Continuity at ∂Ω follows from Theo-
rem 4.3.1. �

4.4. Bootstrap methods

In this section, we consider an arbitrary open domain Ω ⊂ RN and we study
the regularity of the solutions of the equation

{
−∆u = g(u) in Ω,

u = 0 on ∂Ω,

where g is a given nonlinearity. We use the regularity properties of the linear
equation (Sections 4.1, 4.2 and 4.3 above) and bootstarp arguments. We prove
two kind of results. We establish sufficient conditions (on g and u) so that u ∈
L∞(Ω). We also prove interior regularity, assuming u is (locally) bounded and g is
sufficiently smooth. Our first result is the following.

Theorem 4.4.1. Let g(x, t) : Ω× R → R be measurable in x ∈ Ω for all t ∈ R

and continuous in t ∈ R for a.a. x ∈ Ω. Assume further that there exist p ≥ 1 and
a constant C such that

|g(x, t)| ≤ C(|t|+ |t|p), (4.4.1)

for a.a. x ∈ Ω and all t ∈ R. Let u ∈ H1
0 (Ω) satisfy g(·, u(·)) ∈ H−1(Ω) and

assume that

−∆u = g(·, u(·)), (4.4.2)

in H−1(Ω). If N ≥ 3, suppose that u ∈ Lq(Ω) for some

q ≥ p, q >
N(p− 1)

2
. (4.4.3)

It follows that u ∈ L∞(Ω) ∩C(Ω).
Proof. If N = 1, then the result follows from the embedding H1

0 (Ω) →֒ C0(Ω).
If N = 2, H1

0 (Ω) →֒ Lr(Ω) for all 2 ≤ r < ∞. In particular, it follows from (4.4.1)
that g(·, u) ∈ LN(Ω), and the result follows from Corollary 4.2.7. Therefore, we
may now suppose that N ≥ 3. We first proceed to a reduction in order to eliminate
the first term in the right-hand side of (4.4.1). Let η ∈ C∞

c (R) satisfy η(t) = 0
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for |t| ≤ 1. Set g1(x, t) = η(t)(t + g(x, t)) and g2(x, t) = (1 − η(t))(t + g(x, t)). It
follows from (4.4.1) that

|g1(x, t)| ≤ Cmin{1, |t|}, (4.4.4)

|g2(x, t)| ≤ C|t|p, (4.4.5)

for a.e. x ∈ Ω and all t ∈ R. It follows from (4.4.4) that g1(·, u) ∈ L2(Ω) ∩ L∞(Ω).
Therefore, if we denote by u1 ∈ H1

0 (Ω) the solution of the equation

−∆u1 + u1 = g1(·, u), (4.4.6)

then it follows from Corollary 4.2.7 that

u1 ∈ L2(Ω) ∩ L∞(Ω) ∩ C(Ω). (4.4.7)

Therefore, we need only show that u2 = u − u1 ∈ L∞(Ω) ∩ C(Ω). We note that
by (4.4.2) and (4.4.6), u2 ∈ H1

0 (Ω) satisfies the equation

−∆u2 + u2 = g2(·, u). (4.4.8)

We now note that, since u ∈ L2(Ω), we may assume that

q ≥ 2, (4.4.9)

and we proceed in three steps.

Step 1. The case q > Np/2. It follows from (4.4.5) that g2(·, u) ∈ L
q
p (Ω).

Since q/p > N/2 > 1, we deduce from Corollary 4.2.7 that u2 ∈ L∞(Ω) ∩ C(Ω),
and the result follows by applying (4.4.7).

Step 2. The case p < q ≤ Np/2. Let

θ =
N

Np− 2q
> 1, (4.4.10)

by (4.4.3). Suppose u ∈ Lr(Ω) for some q ≤ r < Np/2. It follows from (4.4.5)

that g2(·, u) ∈ L
r
p (Ω). Since r/p ≥ q/p > 1 and r/p < N/2, it follows from (4.4.8)

and Theorem 4.2.3 (iii) that u2 ∈ Lθr(Ω). We note that by (4.4.9) and (4.4.10),
θr > r ≥ 2, so that u1 ∈ Lθr(Ω) by (4.4.7). Therefore, u ∈ Lθr(Ω). Let now k
be an integer such that θkq ≤ Np/2 < θk+1q. Using successively r = θjq with

j = 0, · · · , k in the argument just above, we deduce that u ∈ Lθk+1q(Ω). Since
θk+1q > Np/2, the result now follows by Step 1.

Step 3. The case p = q (≤ Np/2). It follows from (4.4.5) that g2(·, u) ∈
L1(Ω). By (4.4.8) and Corollary 4.2.4 (ii), we deduce that u2 ∈ Lr(Ω) for all
r ∈ [1, N/(N − 2)). Finally, we note that

N

N − 2
=

N

Np− 2q
q > q,

by (4.4.10). In particular, N/(N − 2) > 2, so that u ∈ Lr(Ω) for all r ∈ [2, N/(N −
2)). Thus we are reduced to the case of Step 2. �

If |Ω| <∞, then one can weaken the assumption (4.4.1), as shows the following
result.

Corollary 4.4.2. Assume |Ω| <∞. Let g(x, t) : Ω×R → R be measurable in
x ∈ Ω for all t ∈ R and continuous in t ∈ R for a.a. x ∈ Ω. Assume further that
there exist p ≥ 1 and a constant C such that

|g(x, t)| ≤ C(1 + |t|p), (4.4.11)

for a.a. x ∈ Ω and all t ∈ R. Let u ∈ H1
0 (Ω) satisfy g(·, u(·)) ∈ H−1(Ω) and (4.4.2)

in H−1(Ω). If N ≥ 3, assume further (4.4.3). It follows that u ∈ L∞(Ω) ∩ C(Ω).
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Proof. The proof of Theorem 4.4.1 applies, except for the beginning which
requires a minor modification. Instead of (4.4.4), the function g1 satisfies |g1(x, t)| ≤
C; and so, g1(·, u) ∈ L∞(Ω) →֒ L2(Ω), since |Ω| < ∞. The remaining of the proof
is then unchanged. �

Corollary 4.4.3. Let g(x, t) : Ω×R → R be measurable in x ∈ Ω for all t ∈ R

and continuous in t ∈ R for a.a. x ∈ Ω. Assume further (4.4.10) (or (4.4.11) if
|Ω| < ∞). Let u ∈ H1

0 (Ω) satisfy g(·, u(·)) ∈ H−1(Ω) and (4.4.2) in H−1(Ω). If
N ≥ 3, assume further that

p <
N + 2

N − 2
. (4.4.12)

It follows that u ∈ L∞(Ω) ∩C(Ω).
Proof. If N ≥ 3, then, since u ∈ H1

0 (Ω), we have u ∈ Lq(Ω) with q =
2N/(N − 2). We deduce from (4.4.12) that q satisfies (4.4.3). The result now
follows from Theorem 4.4.1 (or Corollary 4.4.2 if |Ω| <∞). �

Remark 4.4.4. Under the assumptions of Theorem 4.4.1 (or those of Corol-
lary 4.4.2 if |Ω| < ∞), we have g(·, u) ∈ L2(Ω) ∩ L∞(Ω). Therefore, if Ω has a
bounded boundary of class C2 (or, more generally, if Ω satisfies the assumptions
of Theorem 4.3.1), then it follows from Corollary 4.3.3 and Remark 4.3.2 (i) that
u ∈ C0(Ω).

We now study higher order interior regularity.

Theorem 4.4.5. Let m ≥ 0 and g ∈ Cm(R,R). If u ∈ L∞
loc(Ω) satisfies −∆u =

g(u) in D′(Ω), then u ∈ Wm+2,p
loc (Ω) ∩ Cm+1,α

loc (Ω) for all 1 < p < ∞ and all
0 ≤ α < 1. In particular, if g ∈ C∞(R,R), then u ∈ C∞(Ω).

For the proof of Theorem 4.4.5, we will use the following estimate.

Proposition 4.4.6. Let m ≥ 1 and g ∈ Cm(R,R) such that g(0) = 0. Let
1 ≤ p < ∞. It follows that g(u) ∈ Wm,p(RN ) for all u ∈ Wm,p(RN ) ∩ L∞(RN ).
Moreover, given any M > 0, there exists a constant C(M) such that

‖g(u)‖Wm,p ≤ C(M)‖u‖Wm,p , (4.4.13)

for all u ∈Wm,p(RN ) ∩ L∞(RN ) such that ‖u‖L∞ ≤M .

Proof. We fix M > 0, so that we may without loss of generality modify g(t)
for |t| > M . Considering for example a function η ∈ C∞

c (R) such that η(t) = 1 for
|t| ≤M , we may replace g(t) by η(t)g(t), so that we may assume

sup
t∈R

sup
0≤j≤m

|g(j)(t)| <∞. (4.4.14)

Next, we observe that if 0 ≤ |β| ≤ ℓ, then it follows from Gagliardo-Nirenberg’s
inequality (5.4.2) (in fact, the simpler interpolation inequality (5.4.25) is sufficient)
that there exists a constant C such that

|u||β|, ℓp
|β|

≤ C|u|
|β|
ℓ

ℓ,p ‖u‖
ℓ−|β|

ℓ

L∞ , (4.4.15)

for all u ∈ Cℓ
c(R

N ). We now proceed in three steps.
Step 1. Lp estimates. It follows from (4.4.14) that |g(t)| ≤ C|t|, from which

we deduce that

‖g(u)‖Lp ≤ C‖u‖Lp, (4.4.16)

for all u ∈ Lp(RN ). Next, since |g(t)− g(s)| ≤ C|t− s| by (4.4.14), we see that

‖g(u)− g(v)‖Lp ≤ C‖u− v‖Lp , (4.4.17)

for all u ∈ Lp(RN ).
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Step 2. The case u ∈ C∞
c (RN ). Let u ∈ C∞

c (RN ) with ‖u‖L∞ ≤ M . Let
1 ≤ ℓ ≤ m and consider a multi-index α with |α| = ℓ. It is not difficult to show
that Dαg(u) is a sum of terms of the form

g(k)(u)

k∏

j=1

Dβju, (4.4.18)

where k ∈ {1, . . . , ℓ} and the βj ’s are multi-indices such that α = β1 + · · ·+ βk and
|βj | ≥ 1. Let pj = ℓp/|βj|, so that

k∑

j=1

1

pj
=

1

p
. (4.4.19)

It follows from (4.4.19), Hölder’s inequality and (4.4.15) that

‖
k∏

j=1

Dβju‖Lp ≤
k∏

j=1

‖Dβju‖Lpj ≤ C(M)‖u‖W ℓ,p . (4.4.20)

We deduce from (4.4.16), (4.4.18) and (4.4.20) that (4.4.13) holds for all u ∈
C∞

c (RN ).
Step 3. Conclusion. Let u ∈Wm,p(RN ) with ‖u‖L∞ ≤M and let (un)n≥0 ⊂

C∞
c (RN ) with un → u in Wm,p(RN ). We note that one can construct the se-

quence (un)n≥0 by truncation and regularization, so that we may also assume that
‖un‖L∞ ≤M . Therefore, it follows from Step 2 that

‖g(un)‖Wm,p ≤ C(M)‖un‖Wm,p . (4.4.21)

Since g(un) → g(u) in Lp(RN ) by (4.4.17), it follows from (4.4.21) that g(u) ∈
Wm,p(RN ) and that g(un) ⇀ g(u) in Wm,p(RN ). (See Lemma 5.5.3.) Letting
n→ ∞ in (4.4.21), we obtain (4.4.13). �

Corollary 4.4.7. Let m ≥ 0 and g ∈ Cm(R,R). Let Ω be an open domain of
RN . If u ∈ Wm,p

loc (Ω) ∩ L∞
loc(Ω) for some 1 ≤ p <∞, then g(u) ∈ Wm,p

loc (Ω).

Proof. The result is immediate for m = 0, so we assume m ≥ 1. Let ω ⊂⊂ Ω
and let ϕ ∈ C∞

c (Ω) satisfy ϕ(x) = 1 for all x ∈ ω. Set

v(x) =

{
ϕ(x)u(x) if x ∈ Ω,

0 if x ∈ RN \ Ω,

so that v ∈ Wm,p(RN ) ∩ L∞(RN ). Letting h(t) = g(t) − g(0), we deduce from
Proposition 4.4.6 that h(v) ∈ Wm,p(RN ). Since h(v) = h(u) = g(u)− g(0) in ω, we
deduce that g(u) ∈ Wm,p(ω). Hence the result, since ω ⊂⊂ Ω is arbitrary. �

Proof of Theorem 4.4.5. Fix 1 < p <∞. Let 0 ≤ j ≤ m and assume that
u ∈W j,p

loc (Ω). (This is certainly true for j = 0.) It follows from Corollary 4.4.7 that

g(u) ∈W j,p
loc (Ω), so that u ∈W j+2,p

loc (Ω) by Proposition 4.1.2 (i). By induction on j,

we deduce that u ∈ Wm+2,p
loc (Ω) for all 1 < p < ∞. Let now ω ⊂⊂ Ω and consider

a function ϕ ∈ C∞
c (Ω) such that ϕ = 1 on ω. It follows that v = ϕu ∈ Wm+2,p

0 (Ω)

for all 1 < p <∞. Applying Theorem 5.4.16, we deduce that v ∈ Cm+1, p−N
p (Ω) for

all N < p <∞. Since v = u in ω and ω ⊂⊂ Ω is arbitrary, the result follows. �

We end this section with two results concerning the case Ω = RN . One is the an
higher-order global regularity result, and the other an exponential decay property.
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Theorem 4.4.8. Let m ≥ 1 and g ∈ Cm(R,R) satisfy g(0) = 0. Let u ∈
Lr(RN )∩L∞(RN ) for some 1 < r <∞. If u satisfies −∆u = g(u) in D′(RN ), then
u ∈ Wm+2,p(RN ) for all r ≤ p < ∞. In particular, u ∈ Cm+1

0 (RN ) ∩ Cm+1,α(RN )
for all 0 < α < 1.

Proof. Fix r ≤ p < ∞. Let 0 ≤ j ≤ m and assume that u ∈ W j,p(RN ).
(This is certainly true for j = 0.) It follows from Proposition 4.4.6 (if j ≥ 1; or
a direct calculation based on the property g ∈ C1 and g(0) = 0 if j = 0) that
g(u) ∈ W j,p(RN ), so that u ∈ W j+2,p(RN ) by Proposition 4.1.1. By induction on
j, we deduce that u ∈ Wm+2,p(RN ) for all r ≤ p < ∞. The last property follows
from Theorem 5.4.16. �

Proposition 4.4.9. Let g ∈ C1(R,R). Assume g(0) = 0, g′(0) < 0 and let
u ∈ Lr(RN )∩L∞(RN ) for some 1 < r <∞. If u satisfies −∆u = g(u) in D′(RN ),

then there exists ε > 0 such that sup
x∈RN

eε|x|(|u(x)|+ |∇u(x)|) <∞.

Proof. We set δ =
√
−g′(0) > 0 and h(t) = g(t) + δ2t, so that

h(t)

t
−→
t→0

0, (4.4.22)

and

−∆u+ δ2u = h(u). (4.4.23)

Given ε > 0, we set ϕε(x) = e
δ|x|

1+ε|x| . One verifies easily that ϕε ∈ W 1,∞(RN ) and
that

|∇ϕε| ≤ δϕε. (4.4.24)

Next, we note that u ∈ W 3,q(RN ) for all p ≤ q < ∞ by Theorem 4.4.8. In
particular, u and ∇u are globally Lipschitz continuous and |u(x)| + |∇u(x)| →
0 as |x| → ∞. Moreover, the equation (4.4.23) makes sense in Lp(RN ). Since

ϕεu ∈ W 1,1(RN ) ∩W 1,∞(RN ), and in particular ϕεu ∈ W 1,p′

(RN ), we obtain by
multiplying the equation by ϕεu and integrating by parts (see formula (5.1.5))

∫

RN

ϕε|∇u|2+δ2
∫

RN

ϕεu
2 =

∫

RN

ϕεuh(u)−
∫

RN

u∇u · ∇ϕε

≤
∫

RN

ϕεuh(u) +
1

2

∫

RN

ϕε|∇u|2 +
δ2

2

∫

RN

ϕεu
2,

where we used (4.4.24) and Cauchy-Schwarz in the last inequality. Thus we see
that ∫

RN

ϕε|∇u|2 + δ2
∫

RN

ϕεu
2 ≤ 2

∫

RN

ϕεuh(u). (4.4.25)

Next, we deduce from (4.4.22) that there exists η > 0 such that 4th(t) ≤ δ2t2 for all
|t| ≤ η. Also, since u(x) → 0 as |x| → ∞, there exists R > 0 such that |u(x)| ≤ η
for |x| ≥ R. Thus we see that 2uh(u) ≤ (δ2/2)u2 for |x| ≥ R, so that

2

∫

RN

ϕεuh(u) ≤ 2

∫

{|x|<R}
ϕεuh(u) +

δ2

2

∫

{|x|>R}
ϕεu

2.

Applying now (4.4.25), it follows that
∫

RN

ϕε|∇u|2 + δ2
∫

RN

ϕεu
2 ≤ 4

∫

{|x|<R}
ϕεuh(u)

≤ 4

∫

{|x|<R}
eδ|x||u| |h(u)| <∞.
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Finally, letting ε ↓ 0, we deduce that
∫

RN

eδ|x||∇u|2 + δ2
∫

RN

eδ|x|u2 <∞.

Since both u and ∇u are globally Lipschitz continuous, the exponential decay easily
follows. �

4.5. Symmetry of positive solutions

In this section, we show that if u ∈ H1
0 (Ω) is a solution of the equation −∆u =

g(u) inH−1(Ω), then u inherits some of the symmetry properties of Ω, under certain
assumptions on g and u. The main result of this section is the following theorem,
due to Gidas, Ni and Nirenberg [22].

Theorem 4.5.1. Let Ω be the unit ball of R
N . Let g : R → R be locally

Lipschitz continuous and let u ∈ H1
0 (Ω) ∩ L∞(Ω) satisfy −∆u = g(u) in H−1(Ω).

If u > 0 in Ω, then u is radially symmetric and decreasing in r.

Since Ω is symmetric about every hyperplane of RN containing 0, Theorem 4.5.1
is a consequence of the following more general result (and Remark 4.5.3 (ii)).

Theorem 4.5.2. Let Ω be an open, bounded, connected domain of RN . Let
g : R → R be locally Lipschitz continuous and let u ∈ H1

0 (Ω) ∩ L∞(Ω) satisfy
−∆u = g(u) in H−1(Ω). Suppose further that

Ω is convex in the x1 direction, (4.5.1)

and

Ω is symmetric about the hyperplane x1 = 0. (4.5.2)

If u > 0 in Ω, then u is symmetric with respect to x1 and decreasing in x1 > 0.

Remark 4.5.3. Here are some comments on Theorem 4.5.2.

(i) The assumption (4.5.1) means that, given any y ∈ R
N−1, the set {x1 ∈

R; (x1, y) ∈ Ω} is convex (i.e. is an interval). The assumption (4.5.2) means
that, given any x1 ∈ R and y ∈ RN−1, if (x1, y) ∈ Ω, then (−x1, y) ∈ Ω.

(ii) Clearly, one can replace the direction x1 by any arbitrary direction in SN−1.
(iii) If g(0) ≥ 0 and if u ≥ 0 in Ω, then it follows from the strong maximum

principle that if u 6≡ 0, then u > 0 in Ω. Thus if g(0) ≥ 0, the assumptions of
Theorem 4.5.2 can be weakened in the sense that we need only assume u 6≡ 0
and u ≥ 0 in Ω.

(iv) The conclusion of Theorem 4.5.2 can be false if Ω is not convex in the x1
direction or if u is not positive in Ω. Here are two simple one-dimensional
examples. Let Ω = (−1, 0) ∪ (0, 1). We see that Ω is symmetric about x = 0
but Ω is not convex. Let u be defined by u(x) = sinπx if 0 < x < 1 and
u(x) = 2 sin(−πx) if −1 < x < 0. It follows that u > 0 in Ω and that
u ∈ H1

0 (Ω) satisfies the equation−∆u = π2u. However, u is not even. Let now
Ω = (−1, 1), so that Ω satisfies both (4.5.1) and (4.5.2). and let u(x) = sinπx.
It follows that u ∈ H1

0 (Ω) and that −∆u = π2u. However, u is neither positive
in Ω nor even.

(v) We note that no regularity assumption is made on the set Ω.

We follow the proof of Berestycki and Nirenberg [9], based on the “moving
planes” technique of Alexandroff. We begin with the following lemma, which gives
a lower estimate of λ1(−∆;Ω) in terms of |Ω|.

Lemma 4.5.4. There exists a constant α(N) > 0 such that

λ1(−∆;Ω) ≥ α(N)|Ω|− 2
N , (4.5.3)
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for every open domain Ω ⊂ RN with finite measure, where λ1(−∆;Ω) is defined
by (2.1.5).

Proof. It follows from Poincaré’s inequality (5.4.73) that

‖u‖2L2 ≤ C(N)|Ω| 2
N ‖∇u‖2L2,

which implies (4.5.3) with α(N) = 1/C(N). �

Lemma 4.5.5. Let Ω ⊂ RN be an open domain and let g : R → R be globally
Lipschitz continuous. If u, v ∈ L1

loc(Ω), then there exists a ∈ L∞(Ω) such that
g(u)− g(v) = a(u− v) a.e. in Ω and ‖a‖L∞ ≤ L where L is the Lipschitz constant
of g.

Proof. Let a be defined a.e. by

a(x) =

{
g(u(x))−g(v(x))

u(x)−v(x) if u(x) 6= v(x),

0 if u(x) = v(x),

and, given any ε > 0, let

aε =
(u− v)(g(u)− g(v))

ε+ (u− v)2
.

It is clear that aε is measurable and that |aε| ≤ L where L is the Lipschitz constant
of g. Moreover, aε → a a.e. as ε ↓ 0, so that a ∈ L∞(Ω). Finally, (u−v)aε(u−v) →
g(u)− g(v) a.e. as ε ↓ 0, so that g(u)− g(v) = a(u− v). �

Proof of Theorem 4.5.2. We note that in dimension N = 1, the result
follows from Remark 1.2.1. Thus we now assumeN ≥ 2. We first observe that, since
u ∈ L∞(Ω), we may change without loss of generality g(t) for all sufficiently large
values of |t|. In particular, we may assume that g is globally Lipschitz continuous
and we denote by L the Lipschitz constant of g. Next, we note that u + g(u) ∈
L∞(Ω), so that u ∈ C(Ω) by Corollary 4.2.7. We now introduce some notation.
We denote by P the orthogonal projection on RN−1, i.e. if x = (x1, y) ∈ RN , then

Px = y.

Let

U = PΩ = {y ∈ R
N−1; ∃x1 ∈ R, (x1, y) ∈ Ω}.

Given y ∈ U , let
ρ(y) = sup{x1 ∈ R; (x1, y) ∈ Ω}.

It follows from the assumptions (4.5.1)-(4.5.2) that

Ω = ∪
y∈U

(−ρ(y), ρ(y))× {y}. (4.5.4)

In particular, we see that y ∈ U if and only if (0, y) ∈ Ω, so that U is an open,
bounded, connected subset of RN−1. Set

R = sup{ρ(y); y ∈ U}. (4.5.5)

Given 0 ≤ λ ≤ R, we define the open set

Ωλ = {(x1, y) ∈ Ω; x1 > λ} = ∪
y∈Uλ

(λ, ρ(y))× {y}, (4.5.6)

where

Uλ = PΩλ = {y ∈ U ; ρ(y) > λ}.
We see that Ωλ 6= ∅ for 0 ≤ λ < R, that Ωλ is decreasing in λ ∈ [0, R], that ΩR = ∅
and that

|Ωλ| −→
λ↑R

0. (4.5.7)
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Moreover, it follows from (4.5.4)-(4.5.6) that, given any (x1, y) ∈ R× RN−1,

(x1, y) ∈ Ωλ ⇒ (2λ− x1, y) ∈ Ω.

Given 0 ≤ λ < R, we define the function uλ on Ωλ by

uλ(x1, y) = u(2λ− x1, y)− u(x1, y), for all (x1, y) ∈ Ωλ. (4.5.8)

We then see that

uλ ∈ H1(Ωλ) ∩ C(Ωλ),

and that −∆uλ = fλ in H−1(Ωλ), where fλ(x1, y) = g(u(2λ− x1, y)− g(u(x1, y))
for all (x1, y) ∈ Ωλ. Applying Lemma 4.5.5, we deduce that there exists a function
aλ ∈ L∞(Ωλ) such that

‖aλ‖L∞ ≤ L, (4.5.9)

and fλ = aλuλ. Therefore,

−∆uλ = aλuλ, (4.5.10)

in H−1(Ωλ). We now proceed in nine steps.
Step 1. If ω is an open subset of Ω, then Pω is an open subset of U . Indeed,

let y0 ∈ Pω and fix x01 ∈ R such that (x01, y
0) ∈ ω. ω being open, there exists ε > 0

such that if |(x1 − x01, y − y0)| < ε then (x1, y) ∈ ω. In particular, if |y − y0| < ε
(where the norm is in RN−1), then (x01, y) ∈ ω, so that y ∈ Pω. Thus Pω is an
open subset of U .

Step 2. If 0 < λ < R and if ω ⊂ Ωλ is a connected component of Ωλ, then

ω = ∪
y∈O

(λ, ρ(y)) × {y}, (4.5.11)

where O = Pω. Indeed, let (x01, y
0) ∈ ω. It follows from (4.5.6) that λ < x01 <

ρ(y0) and that (λ, ρ(y)) × {y0} ⊂ Ωλ. Since (λ, ρ(y)) × {y0} is a closed, connected
subset of Ωλ, ω is a connected component of Ωλ, and (λ, ρ(y)) × {y0} ∩ ω 6= ∅, we
see that (λ, ρ(y)) × {y0} ⊂ ω. In particular, ω is given by (4.5.11).

Step 3. For almost all y ∈ U , u(x1, y) → 0 as x1 ↑ ρ(y). Indeed, let
(un)n≥0 ⊂ C∞

c (Ω) satisfy un → u in H1
0 (Ω). In particular, un(·, y) − u(·, y) ∈

H1(−ρ(y), ρ(y)) for a.a. y ∈ U and

‖∂1un − ∂1u‖2L2(Ω) =

∫

U
‖un(·, y)− u(·, y)‖2H1(−ρ(y),ρ(y)) dy −→

n→∞
0.

Therefore, up to a subsequence, un(·, y) → u(·, y) in H1(−ρ(y), ρ(y)) for a.a. y ∈ U .
Since clearly un(·, y) ∈ H1

0 (−ρ(y), ρ(y)) for all y ∈ U , we deduce that u(·, y) ∈
H1

0 (−ρ(y), ρ(y)) for a.a. y ∈ U , and the result follows.
Step 4. If 0 < λ < R and ω ⊂ Ωλ is a connected component of Ωλ, then

uλ 6≡ 0 in ω. Indeed, let O = P(ω) so that O is an open subset of U by Step 1.
It follows from Step 3 that there exists y ∈ O such that u(x1, y) → 0 as x1 ↑ ρ(y).
We note that −ρ(y) < 2λ− ρ(y) < ρ(y), so that (2λ − ρ(y), y) ∈ Ω. In particular,
u(2λ− ρ(y), y) > 0 and u(2λ− x1, y) → u(2λ− ρ(y), y) as x1 ↑ ρ(y). Thus we see
that uλ(x1, y) → u(2λ − ρ(y), y) > 0 as x1 ↑ ρ(y). Since (x1, y) ∈ ω for ρ(y) − x1
sufficiently small by (4.5.11), the result follows.

Step 5. If 0 < λ < R, then u−λ ∈ H1
0 (Ωλ). Indeed, let (un)n≥0 ⊂ C∞

c (Ω)
satisfy un ≥ 0 and un → u in H1

0 (Ω) (see the beginning of Section 3.1). It follows
easily that (un)λ → uλ in H1(Ωλ), so that (un)

−
λ → u−λ in H1(Ωλ). It thus suffices

to show that (un)
−
λ ∈ H1

0 (Ωλ) for all n ≥ 0. Since (un)
−
λ ∈ C(Ωλ), we need only

show that (un)
−
λ vanishes on ∂Ωλ (see Remark 5.1.10 (ii)). It is not difficult to

show that

∂Ωλ =
(
∂Ω ∩ {(x1, y) ∈ R

N ; x1 > λ}
)
∪
(

∪
y∈Uλ

{(λ, y)}
)

=: A∪B.
(4.5.12)
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If x ∈ A, then un(x) = 0 since x ∈ ∂Ω, so that (un)λ(x) ≥ 0. Thus (un)
−
λ (x) = 0.

If x ∈ B, then (un)λ(x) = u(x)−u(x) = 0, so that (un)
−
λ (x) = 0. Thus we see that

(un)
−
λ (x) = 0 for all x ∈ ∂Ωλ, which proves the desired result.
Step 6. If 0 < λ < R and uλ ≥ 0 in Ωλ, then uλ > 0 in Ωλ. Indeed, it

follows from (4.5.9)-(4.5.10) that −∆uλ + Luλ ≥ 0 in H−1(Ωλ). Using Steps 4
and 5, we may apply the strong maximum principle in every connected component
of Ωλ and the result follows.

Step 7. There exists 0 < δ < R such that if R − δ < λ < R, then uλ > 0 in
Ωλ. Indeed, we observe that

λ1(−∆− aλ; Ωλ) ≥ λ1(−∆;Ωλ)− ‖aλ‖L∞ ≥ α(N)|Ωλ|−
2
N − L,

by Lemma 4.5.4 and (4.5.9). Applying now (4.5.7), we see that there exists δ > 0
such that λ1(−∆− aλ) > 0 for R − δ < λ < R. Therefore, we deduce from Step 5
and the maximum principle that uλ ≥ 0 in Ωλ, and the conclusion follows from
Step 6.

Step 8. uλ > 0 in Ωλ for all 0 < λ < R. To see this, we set

µ = inf{0 < σ < R; uλ > 0 in Ωλ for all σ < λ < R},
so that 0 ≤ µ < R by Step 7. The conclusion follows if we show that µ = 0.
Suppose by contradiction that µ > 0. Since u ∈ C(Ω), we see by letting λ ↓ µ that
uµ ≥ 0 in Ωµ, and it follows from Step 6 that uµ > 0 in Ωµ. Let K ⊂ Ωµ be a
closed set such that

α(N)|Ωµ \K|− 2
N ≥ 2L, (4.5.13)

where α(N) is given by Lemma 4.5.4. Since uµ ≥ η > 0 on K by compactness, we
see that there exists 0 < δ < µ such that

uν > 0 on K, (4.5.14)

for µ − δ ≤ ν ≤ µ. On the other hand, by choosing δ > 0 possibly smaller, we
deduce from (4.5.13) that

α(N)|Ων \K|− 2
N > L, (4.5.15)

for µ− δ ≤ ν ≤ µ. In particular,

λ1(−∆+ aν ; Ων \K) ≥ λ1(−∆;Ων \K)− ‖aν‖L∞

≥ α(N)|Ων \K|− 2
N − L > 0,

(4.5.16)

by Lemma 4.5.4, (4.5.9) and (4.5.15). We claim that

u−ν ∈ H1
0 (Ων \K). (4.5.17)

To see this, we observe that by (4.5.14), u−ν vanishes in a neighborhood of K.
Therefore, there exists a function θ ∈ C∞

c (RN \K) such that θu−ν = u−ν . Consider a
sequence (ϕn)n≥0 ⊂ C∞

c (Ων) such that ϕn → u−ν inH1
0 (Ων). Since θϕn is supported

in a compact subset of Ων \K, we see that θϕn ∈ H1
0 (Ων \K); and since θϕn →

θu−ν = u−ν in H1(Ων \K), the claim (4.5.17) follows. It now follows from (4.5.16),
(4.5.17) and the maximum principle that uν ≥ 0 in Ων \K. Applying (4.5.14), we
deduce that uν ≥ 0 in Ων , so that uν > 0 in Ων by Step 6. This contradicts the
definition of µ.

Step 9. Conclusion. We deduce in particular from Step 8 (by letting λ ↓ 0)
that u(x1, y) ≥ u(−x1, y) for all (x1, y) ∈ Ω with x1 ≥ 0. Changing u(x1, y) to
u(−x1, y), we also have the reverse inequality, so that u is symmetric with respect
to x1. Moreover, we deduce from Step 8 that if (x1, y) ∈ Ω with x1 > 0, then
u(2λ − x1, y) > u(x1, y) for all 0 < λ < x1. In particular, if 0 < x′1 < x1, then
letting λ = (x1 + x′1)/2 < x1 we obtain u(x1, y) < u(x′1, y). This proves that u is
decreasing in x1 > 0. �
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Remark 4.5.6. Part of the technicalities in the proof of Theorem 4.5.2 come
from the fact that we do not assume that u ∈ C0(Ω). Indeed, if u ∈ C0(Ω), then
Steps 3, 4, 5 and the end of Step 8 are trivial. However, since we did not make any
smoothness assumption on Ω, it is not clear how one could deduce the property
u ∈ C0(Ω) from standard regularity results.



CHAPTER 5

Appendix: Sobolev spaces

Throughout this section, Ω is an open subset of RN . We study the basic
properties of the Sobolev spacesWm,p(Ω) andWm,p

0 (Ω), and particularly the spaces
H1(Ω) and H1

0 (Ω) (which correspond to m = 1 and p = 2). For a more detailed
study, see for example Adams [1] .

5.1. Definitions and basic properties

We begin with the definition of “weak” derivatives. Let u ∈ Cm(Ω), m ≥ 1. If
α ∈ N

N is a multi-index such that |α| ≤ m, it follows from Green’s formula that
∫

Ω

Dαuϕ = (−1)|α|
∫

Ω

uDαϕ, (5.1.1)

for all ϕ ∈ Cm
c (Ω). We note that both integrals in (5.1.1) make sense since Dαuϕ ∈

Cc(Ω) and uD
αϕ ∈ Cc(Ω). As a matter of fact, the right-hand side makes sense as

soon as u ∈ L1
loc(Ω) and the left-hand side makes sense as soon as Dαu ∈ L1

loc(Ω).
This motivates the following definition.

Definition 5.1.1. Let u ∈ L1
loc(Ω) and let α ∈ NN . We say that Dαu ∈

L1
loc(Ω) if there exists uα ∈ L1

loc(Ω) such that
∫

Ω

uαϕ = (−1)|α|
∫

Ω

uDαϕ, (5.1.2)

for all ϕ ∈ C
|α|
c (Ω). Such a function uα is then unique and we set Dαu = uα.

If uα ∈ Lp
loc(Ω) (respectively, u ∈ Lp(Ω)) for some 1 ≤ p ≤ ∞, we say that

Dαu ∈ Lp
loc(Ω) (respectively, D

αu ∈ Lp(Ω)).

The Sobolev spaces Wm,p(Ω) are defined as follows.

Definition 5.1.2. Let m ∈ N and p ∈ [1,∞]. We set

Wm,p(Ω) = {u ∈ Lp(Ω); Dαu ∈ Lp(Ω) for |α| ≤ m}.
For u ∈ Wm,p(Ω), we set

‖u‖Wm,p =
∑

|α|≤m

‖Dαu‖Lp ,

which defines a norm on Wm,p(Ω). We set

Hm(Ω) =Wm,2(Ω),

and we equip Hm(Ω) with the scalar product

(u, v)Hm =
∑

|α|≤m

∫

Ω

DαuDαv dx,

which defines on Hm(Ω) the norm

‖u‖Hm =
( ∑

|α|≤m

‖Dαu‖2L2

) 1
2

,

87
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which is equivalent to the norm ‖ · ‖Wm,2 .

Proposition 5.1.3. Wm,p(Ω) is a Banach space and Hm(Ω) is a Hilbert space.
If p <∞, then Wm,p(Ω) is separable, and if 1 < p <∞, then Wm,p(Ω) is reflexive.

Proof. Let k = 1 + N + · · · + Nm = (Nm+1 − 1)/(N − 1) (k = m + 1 if
N = 1), and consider the operator T :Wm,p(Ω) → Lp(Ω)k defined by

Tu = (Dαu)|α|≤m.

It is clear that T is isometric and that T is injective. Therefore, Wm,p(Ω) can be
identified with the subspace T (Wm,p(Ω)) of Lp(Ω)k.

We claim that T (Wm,p(Ω)) is closed. Indeed, suppose (un)n≥0 is such that
un → u in Lp(Ω) and Dαun → uα in Lp(Ω) for 1 ≤ |α| ≤ m. Applying (5.1.1) to
un and letting n → ∞, we deduce that Dαu ∈ Lp(Ω) and that Dαu = uα; and
so, u ∈ Wm,p(Ω). Therefore, T (Wm,p(Ω)) is a Banach space, and so is Wm,p(Ω).
If p < ∞, then Lp(Ω)k is separable. Thus so is T (Wm,p(Ω)), hence Wm,p(Ω).
Finally, if 1 < p < ∞, then Lp(Ω)k is reflexive. Thus so is T (Wm,p(Ω)), hence
Wm,p(Ω). �

Remark 5.1.4. Here are some simple consequences of Definition 5.1.2.

(i) It follows easily that if u ∈ Wm,p(Ω) and if v ∈ Cm(RN ) is such that
sup{‖Dαv‖L∞ ; |α| ≤ m} < ∞, then uv ∈ Wm,p(Ω) and Leibnitz formula
holds.

(ii) If |Ω| <∞, then Lp(Ω) →֒ Lq(Ω) provided p ≥ q. It follows that Wm,p(Ω) →֒
Wm,q(Ω).

Remark 5.1.5. One can show that if p <∞, then Wm,p(Ω) ∩C∞(Ω) is dense
in Wm,p(Ω) (see Adams [1], Theorem 3.16 p. 52).

We now define the subspaces Wm,p
0 (Ω) for p < ∞. Formally, Wm,p

0 (Ω) is the
subspace of functions of Wm,p(Ω) that vanish, as well of their derivatives up to
order m− 1, on ∂Ω.

Definition 5.1.6. Let 1 ≤ p <∞ and let m ∈ N. We denote by Wm,p
0 (Ω) the

closure of C∞
c (Ω) in Wm,p(Ω), and we set Hm

0 (Ω) =Wm,2
0 (Ω).

Remark 5.1.7. It follows from Proposition 5.1.3 that Wm,p
0 (Ω) is a separable

Banach space and that Wm,p
0 (Ω) is reflexive if p > 1. In addition, Hm

0 (Ω) is a
separable Hilbert space.

In general Wm,p
0 (Ω) 6= Wm,p(Ω), however both spaces coincide when ∂Ω is

“small” (see Adams [1], Sections 3.20–3.33). In particular, we have the following
result.

Theorem 5.1.8. If 1 ≤ p <∞ and m ∈ N, then Wm,p
0 (RN ) =Wm,p(RN ).

The proof of Theorem 5.1.8 makes use of the following lemma.

Lemma 5.1.9. Let ρ ∈ C∞
c (RN ), ρ ≥ 0, with supp ρ ⊂ {x ∈ RN ; |x| ≤ 1} and

‖ρ‖L1 = 1. For n ∈ N, n ≥ 1, set ρn(x) = nNρ(nx). ((ρn)n≥1 is called a smoothing
sequence.) Then the following properties hold.

(i) For every u ∈ L1
loc(R

N ), ρn ⋆ u ∈ C∞(RN ).
(ii) If u ∈ Lp(RN ) for some p ∈ [1,∞], then ρn ⋆ u ∈ Lp(RN ) and ‖ρn ⋆ u‖Lp ≤

‖u‖Lp. If p <∞ or if p = ∞ and u ∈ Cb,u(R
N ), then ρn ⋆ u→ u in Lp(RN )

as n→ ∞.
(iii) If u ∈ Wm,p(RN ) for some p ∈ [1,∞] and m ∈ N, then ρn ⋆ u ∈ Wm,p(RN )

and Dα(ρn ⋆ u) = ρn ⋆ D
αu for |α| ≤ m. In particular, if p <∞ or if p = ∞
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and Dαu ∈ Cb,u(R
N ) for all |α| ≤ m, then ρn ⋆ u → u in Wm,p(RN ) as

n→ ∞.

Proof. (i) Since

ρn ⋆ u(x) =

∫

RN

ρn(x− y)u(y) dy,

it is clear that ρn ⋆ u ∈ C(RN ). One deduces easily from the above formula that
Dα(ρn ⋆ u) = (Dαρn) ⋆ u, and the result follows.

(ii) The first part of property (ii) follows from Young’s inequality, since

‖ρn‖L1 =

∫

RN

ρn(x) dx = nN

∫

RN

ρ(nx) dx =

∫

RN

ρ(y) dy = 1.

Consider now u ∈ Cb,u(R
N ) and set un = ρn ⋆ u. We have

un(x) =

∫

RN

ρn(y)u(x− y) dy, u(x) =

∫

RN

ρn(y)u(x) dy;

and so,

un(x)− u(x) =

∫

RN

ρn(y)(u(x− y)− u(x)) dy.

Therefore,

|un(x) − u(x)| ≤
∫

RN

ρn(y)|u(x− y)− u(x)| dy ≤ sup
|y|≤1/n

|u(x− y)− u(x)|,

since supp ρn ⊂ {y; |y| ≤ 1/n}. Since u is uniformly continuous, we have

sup
x∈RN

sup
|y|≤1/n

|u(x− y)− u(x)| −→
n→∞

0;

and so, un → u uniformly. Consider next u ∈ Lp(RN ), with p < ∞, and let ε > 0.
There exists v ∈ Cc(R

N ) such that ‖u− v‖Lp ≤ ε/3. Furthermore, it follows from
what precedes that for n large enough, we have ‖v − ρn ⋆ v‖Lp ≤ ε/3. (Since
ρn ⋆ v → v uniformly and ρn ⋆ v is supported in a fixed compact subset of RN .)
Finally, it follows from the inequality of (ii) that ‖ρn⋆v−ρn⋆u‖Lp ≤ ‖u−v‖Lp ≤ ε/3.
Writing

u− ρn ⋆ u = u− v + v − ρn ⋆ v + ρn ⋆ v − ρn ⋆ u,

we deduce that ‖u − ρn ⋆ u‖Lp ≤ ε. Since ε > 0 is arbitrary, this completes the
proof of property (ii).

(iii) For any v : RN → R, we set ṽ(x) = v(−x). Given u ∈ Wm,p(RN ) and
ϕ ∈ Cm

c (RN ), we have
∫

RN

(ρn ⋆ u)D
αϕ =

∫

RN

u(ρ̃n ⋆ D
αϕ) =

∫

RN

uDα(ρ̃n ⋆ ϕ).

By definition of Dαu, we obtain
∫

RN

(ρn ⋆ u)D
αϕ = (−1)|α|

∫

RN

Dαu(ρ̃n ⋆ ϕ) = (−1)|α|
∫

RN

(ρn ⋆ D
αu)ϕ.

This means that Dα(ρn ⋆ u) ∈ Lp(RN ) and that Dα(ρn ⋆ u) = ρn ⋆ D
αu; and so,

ρn ⋆ u ∈Wm,p(RN ). The convergence property follows from property (ii). �

Proof of Theorem 5.1.8. Let u ∈ Wm,p(RN ) and ε > 0. It follows from
properties (iii) and (i) of Lemma 5.1.9 that there exists v ∈Wm,p(RN ) ∩C∞(RN )
such that ‖u− v‖Wm,p ≤ ε/2. Fix now η ∈ C∞

c (RN ) such that 0 ≤ η ≤ 1, η(x) = 1
for |x| ≤ 1 and η(x) = 0 for |x| ≥ 2. Set ηn(x) = η(x/n) and let vn = ηnv. It is
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clear that vn ∈ C∞
c (RN ), and we claim that ηnv → v in Wm,p(RN ) as n → ∞.

Indeed, it follows from Leibnitz’ formula (see Remark 5.1.4 (i)) that

Dα(ηnv) =
∑

β+γ=α

DβηnD
γu.

Since ‖Dγηn‖L∞ ≤ Cγn
−|γ|, it follows that all the terms with |β| > 0 converge

to 0 as n → ∞. The remaining term in the sum is ηnD
αv which, by dominated

convergence, converges to Dαv in Lp(RN ). We deduce that Dα(ηnv) → Dαv in
Lp(RN ), which proves the claim. Therefore, there exists w ∈ C∞

c (RN ) such that
‖v−w‖Wm,p ≤ ε/2. This implies that ‖u−w‖Wm,p ≤ ε, and the result follows. �

Remark 5.1.10. We describe below some useful properties of the Sobolev space
Wm,p

0 (Ω).

(i) If u ∈ Wm,p(Ω) and if suppu is included in a compact subset of Ω, then
u ∈Wm,p

0 (Ω). This is easily shown by using the regularization and truncation
argument described above.

(ii) If u ∈ W 1,p(Ω) ∩ C(Ω) and if u|∂Ω = 0, then u ∈ W 1,p
0 (Ω). Indeed, if u has

a bounded support, let F ∈ C1(R) satisfy |F (t)| ≤ |t|, F (t) = 0 for |t| ≤ 1
and F (t) = t for |t| ≥ 2. Setting un(x) = n−1F (nu(x)), it follows from
Proposition 5.3.1 below that un ∈ W 1,p(Ω). In addition, one verifies easily
(see (5.3.1) below) that un → u in W 1,p(Ω) as n→ ∞. Since suppun ⊂ {x ∈
Ω; |u(x)| ≥ n−1}, suppun is a compact subset of Ω, thus un ∈ W 1,p

0 (Ω) by (i)

above; and so u ∈ W 1,p
0 (Ω). If suppu is unbounded, we approximate u by ξnu

where ξn ∈ C∞
c (RN ) is such that ξn(x) = 1 for |x| ≤ n.

(iii) If u ∈W 1,p
0 (Ω) ∩C(Ω) and if Ω is of class C1, then u|∂Ω = 0 (see Brezis [11],

Théorème IX.17, p. 171). Note that this property is false if Ω is not smooth
enough. For example, one can show that if Ω = RN \ {0} and N ≥ 2, then
H1

0 (Ω) = H1(Ω). In particular, if u ∈ C∞
c (RN ) and u(0) 6= 0, then u ∈ H1

0 (Ω)
but u 6= 0 on ∂Ω.

(iv) Let u ∈ L1
loc(Ω) and define ũ ∈ L1

loc(R
N ) by

ũ(x) =

{
u(x) if x ∈ Ω,

0 if x 6∈ Ω.

If u ∈ W 1,p
0 (Ω), then ũ ∈ W 1,p(RN ). This is immediate by the definition

of W 1,p
0 (Ω). More generally, if u ∈ Wm,p

0 (Ω), then ũ ∈ Wm,p(RN ). Con-
versely, if ũ ∈ W 1,p(RN ) and if Ω is of class C1 (as in part (iii) above, the

smoothness assumption on Ω is essential), then u ∈W 1,p
0 (Ω) (see Brezis [11],

Proposition IX.18, p. 171).

Proposition 5.1.11. Let 1 ≤ p ≤ ∞ and let u ∈ W 1,p(Ω). Let ω ⊂ Ω be a
connected, open set. If ∇u = 0 a.e. on ω, then there exists a constant c such that
u = c a.e. on ω.

Proof. Let x ∈ ω and let ρ > 0 be such that B(x, ρ) ∈ ω. We claim that
there exists c such that u = c a.e. on B(x, ρ). The result follows by Connectedness.
To prove the claim, we argue as follows. Let 0 < ε < ρ and let η ∈ C∞

c (RN )
satisfy η ≡ 1 on B(x, ρ − ε), supp η ⊂ B(x, ρ), and 0 ≤ η ≤ 1. Setting v = ηu,

we deduce that v ∈ W 1,1
0 (B(x, ρ)) and that ∇v = 0 a.e. on B(x, ρ − ε). We

now extend v by 0 outside B(x, ρ) and we call v the extension. Let (ρn)n≥0 be
a smoothing sequence and fix n > 1/(ρ− ε). We have wn = ρn ⋆ v ∈ C∞

c (RN ).
Furthermore, since ∇wn = ρn ⋆∇v, and since supp ρn ⊂ B(0, 1/n), it follows that
∇wn = 0 on B(x, ρ − ε − 1/n). In particular, there exists cn such that wn ≡ cn
on B(x, ρ − ε − 1/n). Since wn → v in L1(RN ), we deduce in particular that for
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any µ < ρ− ε, there exists c(µ) such that v ≡ c(µ) on B(x, ρ − ε− µ). Therefore,
c(µ) is independent of µ and we have v ≡ c on B(x, ρ− ε). for some constant c. It
follows that c is independent of ε, and the claim follows by letting ε ↓ 0. �

Proposition 5.1.12. Let u ∈ Wm,∞(RN ) for somem ≥ 0. If Dαu ∈ Cb,u(R
N )

for all |α| ≤ m, then u ∈ Cm
b,u(R

N ). In other words, the distributional derivatives
of u are the classical derivatives.

Proof. Let (ρn)n≥0 be a smoothing sequence and set un = ρn ⋆ u. It follows
from Lemma 5.1.9 that un ∈ C∞(RN ) ∩ Wm,∞(RN ). Moreover, it is clear that
Dαun = ρn ⋆ (D

αu) is uniformly continuous on R
N for all |α| ≤ m and n ≥ 0. Thus

(un)n≥0 ⊂ Cm
b,u(R

N ). Moreover, it follows from Lemma 5.1.9 that Dαun → Dαu

in L∞(RN ), i.e. un → u in Wm,∞(RN ). Since Cm
b,u(R

N ) is a Banach space, it is a

closed subset of Wm,∞(RN ), and we deduce that u ∈ Cm
b,u(R

N ). �

We next introduce the local Sobolev spaces.

Definition 5.1.13. Given m ∈ N and 1 ≤ p ≤ ∞, we set Wm,p
loc (Ω) = {u ∈

L1
loc(Ω); D

α ∈ Lp
loc(ω) for all |α| ≤ m}.

Proposition 5.1.14. Let m ∈ N and 1 ≤ p ≤ ∞, let. If u ∈ L1
loc(Ω), then the

following properties are equivalent.

(i) u ∈Wm,p
loc (Ω).

(ii) u|ω ∈ Wm,p(ω) for all ω ⊂⊂ Ω.
(iii) φu ∈Wm,p

0 (Ω) (ϕ ∈Wm,∞(Ω) if p = ∞) for all φ ∈ C∞
c (Ω).

Proof. (i)⇒(ii). This is immediate.
(ii)⇒(iii). Suppose u ∈ Wm,p

loc (Ω) and let φ ∈ C∞
c (Ω). If ω ⊂⊂ Ω contains

suppφ, then φu has compact support in ω. Since u ∈ Wm,p(ω), we know (see
Remark 5.1.4 (i)) that φu ∈ Wm,p(ω). If p < ∞, then φu ∈ Wm,p

0 (Ω) by Re-
mark 5.1.10 (i).

(iii)⇒(i). Suppose φu ∈ Wm,p(Ω) for all φ ∈ C∞
c (Ω). Given |α| ≤ m, we

define uα ∈ Lp
loc(Ω) as follows. Let ω ⊂⊂ Ω and let φ ∈ C∞

c (Ω) satisfy φ(x) = 1
for all x ∈ ω. We set (uα)|ω = Dα(φu)|ω and we claim that (uα)|ω is independent
of the choice of φ, so that uα is well-defined. Indeed, if ψ ∈ C∞

c (Ω) is such that
ψ(x) = 1 on ω, then for all ϕ ∈ C∞

c (ω),
∫

ω

Dα(ψu − φu)ϕ = (−1)|α|
∫

ω

(ψ − φ)uDαϕ = 0,

so that Dαψu = Dαφu a.e. in ω. It remains to show that uα = Dαu. Indeed, let

|α| ≤ m and ϕ ∈ C
|α|
c (Ω). Let φ ∈ C∞

c (Ω) satisfy φ(x) = 1 on suppϕ. We have

(−1)|α|
∫

Ω

uαϕ =

∫

Ω

φuDαϕ =

∫

Ω

uDαϕ,

and the result follows. �

We now introduce the Sobolev spaces of negative index.

Definition 5.1.15. Given m ∈ N and 1 ≤ p < ∞, we define W−m,p′

(Ω) =
(Wm,p

0 (Ω))⋆. For p = 2, we set H−m(Ω) =W−m,2(Ω) = (Hm
0 (Ω))⋆.

Remark 5.1.16. Here are some comments on Definition 5.1.15.

(i) It follows from Remark 5.1.7 that W−m,p′

(Ω) is a Banach space. If p > 1,

then W−m,p′

(Ω) is reflexive and separable. H−m(Ω) is a separable Hilbert
space.
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(ii) It follows from the dense embedding C∞
c (Ω) →֒ Wm,p

0 (Ω) that W−m,p′

(Ω) is
a space of distributions on Ω. In particular, we see that (u, ϕ)W−m,p′ ,Wm,p

0
=

(u, ϕ)D′,D for every u ∈ W−m,p′

(Ω) and ϕ ∈ C∞
c (Ω). Like any distribution, an

element ofW−m,p′

(Ω) can be localized. Indeed, if u ∈ D′(Ω) and Ω′ is an open
subset of Ω, then one defines u|Ω′ as follows. Given any ϕ ∈ C∞

c (Ω′), let ϕ̃ ∈
C∞

c (Ω) be equal to ϕ on Ω′ and to 0 on Ω \Ω′. Then Ψ(ϕ) = (u, ϕ̃)D′(Ω),D(Ω)

defines a distribution Ψ ∈ D′(Ω′), and one sets u|Ω′ = Ψ. Note that this
is consistent with the usual restriction of functions. Since ‖ϕ̃‖Wm,p

0 (Ω′) ≤
‖ϕ‖Wm,p

0 (Ω), we see that if u ∈ W−m,p′

(Ω), then u|Ω′ ∈ W−m,p′

(Ω′) and

‖u|Ω′‖W−m,p′(Ω′) ≤ ‖u‖W−m,p′(Ω).

Definition 5.1.17. Given m ∈ N and 1 ≤ p < ∞, we define W−m,p′

loc (Ω) =

{u ∈ D′(Ω); u|ω ∈ W−m,p′

(ω) for all ω ⊂⊂ Ω}. (See Remark 5.1.16 (ii) for the

definition of u|ω.) For p = 2, we set H−m
loc (Ω) =W−m,2

loc (Ω).

Proposition 5.1.18. If 1 < p < ∞, then W 1,p
0 (Ω) →֒ Lp(Ω) →֒ W−1,p(Ω),

with dense embeddings, where the embedding e : Lp(Ω) →W−1,p(Ω) is defined by

eu(ϕ) =

∫

Ω

u(x)ϕ(x) dx, (5.1.3)

for all ϕ ∈W 1,p′

0 (Ω) and all u ∈ Lp(Ω).

Proposition 5.1.18 is an immediate application of the following useful abstract
result.

Proposition 5.1.19. If X and Y are two Banach spaces such that X →֒ Y
with dense embedding, then, the following properties hold.

(i) Y ⋆ →֒ X⋆, where the embedding e is defined by (ef, x)X⋆,X = (f, x)Y ⋆,Y , for
all x ∈ X and f ∈ Y ⋆.

(ii) If X is reflexive, then the embedding Y ⋆ →֒ X⋆ is dense.
(iii) If the embedding X →֒ Y is compact and X is separable, then the embedding

Y ⋆ →֒ X⋆ is compact. More precisely, if (y′n)n≥0 ⊂ Y ⋆ and ‖y′n‖Y ⋆ ≤ M ,
then there exist a subsequence (nk)k≥0 and y′ ∈ Y ⋆ with ‖y′‖Y ⋆ ≤ M such
that y′nk

→ y′ in X⋆ as k → ∞.

Proof. (i) Consider y′ ∈ Y ⋆ and x ∈ X →֒ Y . Let ey′(x) = (y′, x)Y ⋆,Y .
Since

|ey′(x)| ≤ ‖y′‖Y ⋆‖x‖Y ≤ C‖y′‖Y ⋆‖x‖X ,
we see that e ∈ L(Y ⋆, X⋆). Suppose that ey′ = ez′, for some y′, z′ ∈ Y ⋆. It
follows that (y′ − z′, x)Y ⋆,Y = 0, for every x ∈ X . By density, we deduce that
(y′ − z′, y)Y ⋆,Y = 0, for every y ∈ Y ; and so y′ = z′. Thus e is injective and (i)
follows.

(ii) Assume to the contrary that Y ⋆ 6= X⋆. Then there exists x0 ∈ X⋆⋆ = X
such that (y′, x0)X⋆,X = 0, for every y′ ∈ Y ⋆ (see e.g. Brezis [11], Corollary I.8).
Let E = Rx0 ⊂ Y , and let f ∈ E⋆ be defined by f(λx0) = λ, for λ ∈ R. We
have ‖f‖E⋆ = 1, and by the Hahn-Banach theorem (see e.g. Brezis [11], Corol-
lary I.2) there exists y′ ∈ Y ⋆ such that ‖y′‖Y ⋆ = 1 and (y′, x0)Y ⋆,Y = 1, which is a
contradiction, since (y′, x0)Y ⋆,Y = (y′, x0)X⋆,X = 0.

(iii) Let BX⋆ (respectively, BX , BY ⋆ , BY ) be the unit ball ofX
⋆ (respectively,

X , Y ⋆, Y ). Consider a sequence (y′n)n≥0 ⊂ BY ⋆ . Since Y ⋆ is the dual of a separable
Banach space, it follows (see e.g. Brezis [11], Corollary III.26) that there exist a
subsequence, which we still denote by (y′n)n≥0, and an element y′ ∈ BY ⋆ such that
y′n → y′ in Y ⋆ weak⋆. We show that ‖y′n − y′‖X⋆ → 0, which proves the desired
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result. We note that

‖y′n − y′‖X⋆ = sup
x∈BX

|(y′n − y′, x)X⋆,X |

= sup
x∈BX

|(y′n − y′, x)Y ⋆,Y |,
(5.1.4)

by (i). Let ε > 0. Since BX is a relatively compact subset of Y , we see that there
exists a (finite) sequence (xj)1≤j≤ℓ ⊂ BX such that for every x ∈ BX , there exists
1 ≤ j ≤ ℓ such that ‖x − xj‖Y ≤ ε. Given x ∈ BX and 1 ≤ j ≤ ℓ as above, we
deduce that

|(y′n − y′, x)Y ⋆,Y | ≤ |(y′n − y′, x− xj)Y ⋆,Y |+ |(y′n − y′, xj)Y ⋆,Y |
≤ ε‖y′n − y′‖Y ⋆ + |(y′n − y′, xj)Y ⋆,Y |
≤ 2ε+ |(y′n − y′, xj)Y ⋆,Y |.

Aplying now (5.1.4), we deduce that

‖y′n − y′‖X⋆ ≤ 2ε+ sup
1≤j≤ℓ

|(y′n − y′, xj)Y ⋆,Y |.

Since y′n → y′ in Y ⋆ weak⋆, we conclude that

lim sup
n→∞

‖y′n − y′‖X⋆ ≤ 2ε.

Since ε > 0 is arbitrary, the result follows. �

Remark 5.1.20. Proposition 5.1.18 calls for the following comments.

(i) Note that any Hilbert space can be identified, via the Riesz representation
theorem, with its dual. By defining the embedding e : L2(Ω) → H−1(Ω)
by (5.1.3), we implicitely identified L2(Ω) with its dual. If we identify H1

0 (Ω)
with its dual, so that H−1(Ω) = H1

0 (Ω), then Proposition 5.1.18 becomes
absurd. This means that we cannot, at the same time, identify L2(Ω) with
its dual and H1

0 (Ω) with its dual, and use the canonical embedding H1
0 (Ω) →֒

L2(Ω).

(ii) Note that the density of the embeddingW 1,p
0 (Ω) →֒ Lp(Ω) can be viewed by a

constructive argument (truncation and regularization). As well, any element

ϕ ∈ W−1,p
0 (Ω) with compact support (in the sense that there exists a compact

set K of Ω such that (ϕ, u)
W−1,p,W 1,p′

0

= 0 for all u ∈ W 1,p′

0 (Ω) supported in

Ω \K) can be approximated by convolution by elements of C∞
c (Ω). However,

it is not clear how to approximate explicitly an element ϕ ∈ W−1,p
0 (Ω) by

elements of W−1,p
0 (Ω) with compact support.

Proposition 5.1.21. If 1 < p <∞ and −△ is defined by

(−△u, ϕ)
W−1,p,W 1,p′

0

=

∫

Ω

∇u · ∇ϕ, (5.1.5)

for all ϕ ∈W 1,p′

0 (Ω), then −△ ∈ L(W 1,p(Ω),W−1,p(Ω)).

Proof. We note that
∣∣∣
∫

Ω

∇u · ∇ϕ
∣∣∣ ≤ ‖∇u‖Lp‖∇ϕ‖Lp′ ≤ ‖u‖W 1,p‖ϕ‖

W 1,p′

0

,

for all u ∈ W 1,p
0 (Ω), ϕ ∈ W 1,p′

0 (Ω). It follows that (5.1.5) defines an element of
W−1,p(Ω) (note also that this definition is consistent with the classical definition)
and that ‖ −△u‖W−1,p ≤ ‖u‖W 1,p , i.e. −△ ∈ L(W 1,p(Ω),W−1,p(Ω)). �
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Corollary 5.1.22. Let

J(u) =
1

2

∫

Ω

|∇u|2, (5.1.6)

for u ∈ H1
0 (Ω). Then J ∈ C1(H1

0 (Ω),R) and

J ′(u) = −△u, (5.1.7)

for all u ∈ H1
0 (Ω).

Proof. We have

J(u + v)− J(u)− (−△u, v)H−1,H1
0
=

1

2

∫

Ω

|∇v|2,

from which the result follows. �

5.2. Sobolev spaces and Fourier transform

When Ω = RN , one can characterize the space Wm,p(RN ) in terms of the
Fourier transform. For that purpose, it is convenient in this section to consider the
Sobolev spaces of complex-valued functions. The case p = 2 is especially simple,
by using Plancherel’s formula. We begin with the following lemma.

Lemma 5.2.1. Let u ∈ L2(RN ) and α a multi-index. Then Dαu ∈ L2(RN )
if and only if | · ||α|û ∈ L2(RN ). Moreover, F(Dαu)(ξ) = (2πi)|α|ξαû(ξ), where
ξα = ξα1

1 · · · ξαN
n . In particular ‖Dαu‖L2 = (2π)|α|‖ | · ||α|û‖L2.

Proof. Suppose Dαu ∈ L2(RN ), which means that

Re

∫

RN

uDαϕ = (−1)|α|Re

∫

RN

Dαuϕ, (5.2.1)

for all ϕ ∈ C∞
c (RN ). By density, (5.2.1) holds for all ϕ ∈ S(RN ). By Plancherel’s

formula, (5.2.1) is equivalent to

Re

∫

RN

ûF(Dαϕ) = (−1)|α|Re

∫

RN

F(Dαu)ϕ̂.

Since F(Dαϕ) = (2πi)|α|ξαϕ̂, we deduce that

(−2πi)|α|Re

∫

RN

ξαûϕ̂ = (−1)|α|Re

∫

RN

F(Dαu)ϕ̂,

for all ϕ ∈ S(RN ), which means that F(Dαu) = (2πi)|α|ξαû. Conversely, suppose
| · ||α|û ∈ L2(RN ) and let uα ∈ L2(RN ) be defined by ûα = (2πi)|α|ξαû. Given
ϕ ∈ S(RN ),

Re

∫

RN

uαϕ = Re

∫

RN

ûαϕ̂ = (−1)|α|Re

∫

RN

û(2πi)|α|ξαϕ̂

= (−1)|α|Re

∫

RN

ûF(Dαϕ) = (−1)|α|Re

∫

RN

uDαϕ,

so that Dαu = uα. This completes the proof. �

Proposition 5.2.2. Given any m ∈ Z,

Hm(RN ) = {u ∈ S ′(RN ); (1 + | · |2)m
2 û ∈ L2(RN )},

and ‖u‖Hm ≈ ‖(1 + | · |2)m
2 û‖L2 .

Proof. Ifm ≥ 0, then the result easily follows from Lemma 5.2.1. Next, ifm ≥
0, then it is clear that the dual of the space {u ∈ S ′(RN ); (1 + | · |2)m

2 û ∈ L2(RN )}
with the norm ‖(1+ | · |2)m

2 û‖L2 is the space {u ∈ S ′(RN ); (1+ | · |2)−m
2 û ∈ L2(RN )}

with the norm ‖(1 + | · |2)−m
2 û‖L2. The result in the case m ≤ 0 follows. �
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Proposition 5.2.2 can be extended to Wm,p(RN ) with p 6= 2. More precisely,
we have the following result.

Theorem 5.2.3. Given any m ∈ Z, a, b > 0 and 1 < p <∞,

Wm,p(RN ) = {u ∈ S ′(RN ); F−1[(a+ b| · |2)m
2 û] ∈ Lp(RN )},

and ‖u‖Wm,p ≈ ‖F−1[(a+ b| · |2)m
2 û]‖Lp.

The proof of Theorem 5.2.3 is, as opposed to the proof of Proposition 5.2.2,
fairly delicate. It is based on a Fourier multiplier theorem, which is a deep result
in Fourier analysis. A typical such theorem that can be used is the following. (See
Bergh and Löfström [10], Theorem 6.1.6, p. 135.)

Theorem 5.2.4. Let ρ ∈ L∞(RN ) and let ℓ > N/2 be an integer. Suppose

ρ ∈W ℓ,∞
loc (RN \ {0}) and

sup
|α|≤ℓ

ess sup
ξ 6=0

|ξ||α||∂αρ(ξ)| <∞.

It follows that for every 1 < p <∞, there exists a constant Cp such that

‖F−1(ρv̂)‖Lp ≤ Cp‖v‖Lp , (5.2.2)

for all v ∈ S(RN ).

Proof. We refer the reader to Bergh and Löfström [10] for the proof. Note
that an essential ingredient in the proof is the Marcinkiewicz interpolation theorem.
In fact, only a simplified form of this theorem is needed, namely the form stated in
Stein [41], §4.2, Theorem 5, p. 21. A very simple proof of this (simplified version
of the) Marcinkiewicz interpolation theorem is given in Stein [41], pp. 21–22. �

Proof of Theorem 5.2.3. Without loss of generality, we may assume a =
b = 1. We only prove the result for m ≥ 0, the case m < 0 following easily by
duality (see the proof of Proposition 5.2.2). The case m = 0 being trivial, we
assume m ≥ 1. We set V = {u ∈ S ′(RN ); F−1[(1 + | · |2)m

2 û] ∈ Lp(RN )} 1 and
‖u‖V = ‖F−1[(1 + | · |2)m

2 û]‖Lp for all u ∈ V . It is not difficult to show that
(V, ‖ · ‖V ) is a Banach space. We now proceed in three steps.

Step 1. S(RN ) is dense in V . Let u ∈ V and set w = F−1[(1 + | · |2)m
2 û] ∈

Lp(RN ). S(RN ) being dense in Lp(RN ), there exists (wn)n≥0 ⊂ S(RN ) such that
wn → w in Lp(RN ). Setting un = F−1[(1 + | · |2)−m

2 ŵn] ∈ S(RN ), this means that
un → u in V .

Step 2. V →֒ Wm,p(RN ). By Step 1, it suffices to show that ‖u‖Wm,p ≤
C‖u‖V for all u ∈ S(RN ). Let α be a multi-index with |α| ≤ m and let ρ(ξ) =
ξα(1 + |ξ|2)−m

2 . It easily follows that ρ satisfies the assumptions of Theorem 5.2.4.
Applying (5.2.2) with v = F−1[(1 + | · |2)m

2 û], we deduce that ‖F−1(ξαû)‖Lp ≤
C‖u‖V . Since F−1(ξαû) = (2πi)−|α|Dαu, we deduce that ‖Dαu‖Lp ≤ C‖u‖V .
The result follows, since α with |α| ≤ m is arbitrary.

Step 3. Wm,p(RN ) →֒ V . By density of S(RN ) in Wm,p(RN ), it suffices to
show that ‖u‖V ≤ C‖u‖Wm,p for all u ∈ S(RN ). Fix a function θ ∈ C∞(R), θ ≥ 0,
such that θ(t) = 0 for |t| ≤ 1 and θ(t) = 1 for |t| ≥ 2. Set

ρ(ξ) = (1 + |ξ|2)m
2

(
1 +

N∑

j=1

θ(ξj)|ξj |m
)−1

.

1Note that (1 + | · |2)
m
2 is a C∞ function with polynomial growth, so that (1 + | · |2)

m
2 û is a

well-defined element of S′(RN ) for all u ∈ S′(RN ).
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It is not difficult to show that ρ satisfies the assumptions of Theorem 5.2.4. Apply-

ing (5.2.2) with v = F−1[(1 +
∑N

j=1 θ(ξj)|ξj |m)û], we deduce that

‖u‖V ≤ C
∥∥∥F−1

[(
1 +

N∑

j=1

θ(ξj)|ξj |m
)
û
]∥∥∥

Lp

≤ C
(
‖u‖Lp +

N∑

j=1

‖F−1(θ(ξj)|ξj |mû)‖Lp

)
.

(5.2.3)

Next, we observe that ρj(ξ) = θ(ξj)|ξj |mξ−m
j satisfies the assumptions of Theo-

rem 5.2.4. Applying (5.2.2) with ρ = ρj and v = u, successively for j = 1, · · · , N ,
we deduce from (5.2.3) that

‖u‖V ≤ C
(
‖u‖Lp +

N∑

j=1

‖F−1(ξmj û)‖Lp

)

= C
(
‖u‖Lp + (2π)−m

N∑

j=1

‖∂mj u‖Lp

)
≤ C‖u‖Wm,p ,

which completes the proof. �

5.3. The chain rule and applications

We now study the chain rule, and we begin with a simple result.

Proposition 5.3.1. Let F ∈ C1(R,R) satisfy F (0) = 0 and ‖F ′‖L∞ = L <∞,
and consider 1 ≤ p ≤ ∞. If u ∈W 1,p(Ω), then F (u) ∈W 1,p(Ω) and

∇F (u) = F ′(u)∇u, (5.3.1)

a.e. in Ω. Moreover, if p < ∞, then the mapping u 7→ F (u) is continuous

W 1,p(Ω) → W 1,p(Ω). Furthermore, if p < ∞ and u ∈ W 1,p
0 (Ω), then F (u) ∈

W 1,p
0 (Ω).

Proof. We proceed in three steps.
Step 1. The case u ∈ C1

c (Ω). It is immediate that F (u) ∈ C1
c (Ω) and

that (5.3.1) holds.

Step 2. The case u ∈ W 1,p
0 (Ω). Suppose p < ∞, let u ∈ W 1,p

0 (Ω) and let

(un)n≥0 ⊂ C∞
c (Ω) satisfy un → u in W 1,p

0 (Ω) as n → ∞. By possibly extracting a
subsequence, we may assume that

|un|+ |∇un| ≤ f ∈ Lp(Ω),

and that

un → u, ∇un → ∇u,
a.e. in Ω. It follows from Step 1 that F (un) ∈ C1

c (Ω) ⊂ W 1,p
0 (Ω) and that

∇F (un) = F ′(un)∇un. In particular,

|∇F (un)| ≤ L|∇un| ≤ Lf.

Since F ′(un)∇un → F ′(u)∇u a.e., we obtain ∇F (un) → F ′(u)∇u in Lp(Ω). More-
over, since |F (un) − F (u)| ≤ L|un − u|, we have F (un) → F (u) in Lp(Ω). This

implies that F (un) → F (u) in W 1,p
0 (Ω) and that (5.3.1) holds.

Step 3. The case u ∈ W 1,p(Ω). We have F (u) ∈ Lp(Ω). Furthermore,
given ϕ ∈ C1

c (Ω), let ξ ∈ C1
c (Ω) satisfy ξ = 1 on suppϕ. By Remark 5.1.4 (i) and
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Remark 5.1.10 (i), we have ξu ∈ W 1,q
0 (Ω) for all 1 ≤ q < ∞ such that q ≤ p. It

follows from Step 2 that∫

Ω

F (u)∇ϕ =

∫

Ω

F (ξu)∇ϕ = −
∫

Ω

ϕF ′(ξu)∇(ξu) = −
∫

Ω

ϕF ′(u)∇u.

Since clearly F ′(u)∇u ∈ Lp(Ω), we deduce that F (u) ∈ W 1,p(Ω) and that (5.3.1)
holds.

Step 4. Continuity. Suppose p < ∞ and un → u in W 1,p(Ω). We show
that F (un) → F (u) in W 1,p(Ω) by contradiction. Thus we assume that ‖F (un) −
F (u)‖W 1,p ≥ ε > 0. We have F (un) → F (u) in Lp(Ω). By possibly extracting
a subsequence, we may assume that un → u and ∇un → ∇u a.e. It follows by
dominated convergence that F ′(un)∇un → F ′(u)∇u in Lp(Ω). Thus F (un) → F (u)
in W 1,p(Ω), which is absurd. �

Remark 5.3.2. One can prove the following stronger result. If F : R → R

is (globally) Lipschitz continuous and if F (0) = 0, then for every u ∈ W 1,p(Ω),
we have F (u) ∈ W 1,p(Ω). Moreover, ∇F (u) = F ′(u)∇u a.e. This formula makes
sense, since F ′ exists a.e. and ∇u = 0 a.e. on the set {x ∈ Ω; u(x) ∈ A} where
A ⊂ R is any set of measure 0. Furthermore, the mapping u→ F (u) is continuous

W 1,p(Ω) → W 1,p(Ω) if p < ∞. Finally, if p < ∞ and u ∈ W 1,p
0 (Ω), then F (u) ∈

W 1,p
0 (Ω). The proof is rather delicate and makes use in particular of Lebesgue’s

points theory. (See Marcus and Mizel [35]). We will establish below a particular
case of that result.

Proposition 5.3.3. Set u+ = max{u, 0} for all u ∈ R and let 1 ≤ p ≤ ∞. If
u ∈W 1,p(Ω), then u+ ∈W 1,p(Ω). Moreover,

∇u+ =

{
∇u if u > 0,

0 if u ≤ 0,
(5.3.2)

a.e. If p < ∞, then the mapping u 7→ u+ is continuous W 1,p(Ω) → W 1,p(Ω).

Furthermore, if u ∈ W 1,p
0 (Ω), then u+ ∈W 1,p

0 (Ω)

Proof. We proceed in four steps.
Step 1. If p < ∞ and u ∈ W 1,p

0 (Ω), then u+ ∈ W 1,p
0 (Ω) and (5.3.2) holds.

Given ε > 0, let

ϕε(u) =

{√
ε2 + u2 − ε if u ≥ 0,

0 if u ≤ 0.

It follows from Proposition 5.3.1 that ϕε(u) ∈W 1,p
0 (Ω) and that∇ϕε(u) = ϕ′

ε(u)∇u
a.e. We deduce easily that ϕε(u) → u+ and that ∇ϕε(u) converges to the right-

hand side of (5.3.2) in Lp(Ω) as ε ↓ 0. Thus u+ ∈W 1,p
0 (Ω) and (5.3.2) holds.

Step 2. If u ∈W 1,p(Ω), then u+ ∈W 1,p(Ω) and (5.3.2) holds. Using Step 1,
this is proved by the argument in Step 3 of the proof of Proposition 5.3.1.

Step 3. If a ∈ R and u ∈ W 1,p(Ω), then ∇u = 0 a.e. on the set {x ∈
Ω; u(x) = a}. Consider a function η ∈ C∞

c (R) such that η(x) = 1 for |x| ≤ 1,
η(x) = 0 for |x| ≥ 2 and 0 ≤ η ≤ 1. For n ∈ N, n ≥ 1, set

gn(x) = η(n(x− a)),

and

hn(x) =

∫ x

0

gn(s) ds.

It follows from Proposition 5.3.1 that hn(u) ∈W 1,p(Ω) and that∇hn(u) = gn(u)∇u
a.e. Therefore,

−
∫

R

hn(u)∇ϕ =

∫

R

gn(u)ϕ∇u,



98 5. APPENDIX: SOBOLEV SPACES

for all ϕ ∈ C1
c (Ω). Since |hn| ≤ n−1‖η‖L1, the left-hand side of the above inequality

tends to 0 as n→ ∞. Therefore,
∫

R

gn(u)ϕ∇u −→
n→∞

0.

Note that gn(u) → 1{x∈Ω;u(x)=a}. Since 0 ≤ gn ≤ 1, we deduce that
∫

R

1{x∈Ω;u(x)=a}ϕ∇u = 0,

for all ϕ ∈ C1
c (Ω); and so, 1{x∈Ω;u(x)=a}∇u = 0 a.e. The result follows.

Step 4. Continuity. Suppose p <∞ and let un → u in W 1,p(Ω) as n→ ∞.
We have |u+ − u+n | ≤ |u − un|, so that u+n → u+ in Lp(Ω). Therefore, we need
only show that for any subsequence, which we still denote by (un)n≥0, there exists
a subsequence (unk

)k≥0 such that ∇u+nk
→ ∇u+ in Lp(Ω) as k → ∞. We may

extract a subsequence (unk
)k≥0 such that unk

→ u and ∇unk
→ ∇u a.e., and such

that

|unk
|+ |∇unk

| ≤ f ∈ Lp(Ω).

Set

A0 = {x ∈ Ω; u(x) = 0},
A+ = {x ∈ Ω; u(x) > 0}, A+

k = {x ∈ Ω; unk
(x) > 0},

A− = {x ∈ Ω; u(x) < 0}, A−
k = {x ∈ Ω; unk

(x) < 0}.
For a.a. x ∈ A+, we have x ∈ A+

k for k large, thus ∇u+nk
(x) = ∇unk

(x) → ∇u(x) =
∇u+(x). For a.a. x ∈ A−, we have x ∈ A−

k for k large, hence ∇u+nk
(x) = 0 =

∇u+(x). For x ∈ A0, we have u(x) = 0, so that by Step 3, ∇u(x) = 0 a.e. Since
∇unk

→ ∇u = 0 a.e. on A0, we deduce in particular that |∇u+nk
| ≤ |∇unk

| → 0

a.e. in A0. Thus ∇u+nk
→ 0 = ∇u+ a.e. on A0. It follows that

∇u+nk
→

{
∇u if u > 0,

0 if u ≤ 0,

a.e., and the result follows by dominated convergence. This completes the proof. �

Remark 5.3.4. Let u− = max{0,−u}. Since u− = (−u)+, we may draw
similar conclusions for u−. In particular, if u ∈ W 1,p(Ω), then u− ∈ W 1,p(Ω).
Moreover,

∇u− =

{
−∇u if u < 0,

0 if u ≥ 0,

a.e. If p < ∞, then the mapping u → u− is continuous W 1,p(Ω) → W 1,p(Ω).

Furthermore, if u ∈W 1,p
0 (Ω), then u− ∈ W 1,p

0 (Ω). Since |u| = u+ + u−, we deduce
the following properties. If u ∈W 1,p(Ω), then |u| ∈W 1,p(Ω). Moreover,

∇|u| =





∇u if u > 0,

−∇u if u < 0,

0 if u = 0,

a.e. Note in particular that

|∇|u| | = |∇u|,
a.e. If p < ∞, then the mapping u → |u| is continuous W 1,p(Ω) → W 1,p(Ω).

Furthermore, if u ∈ W 1,p
0 (Ω), then |u| ∈W 1,p

0 (Ω).

Corollary 5.3.5. Let 1 ≤ p < ∞, let u ∈ W 1,p(Ω) and v ∈ W 1,p
0 (Ω). If

|u| ≤ |v| a.e., then u ∈ W 1,p
0 (Ω).
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Proof. It follows from Remark 5.3.4 that |v| ∈ W 1,p
0 (Ω). Let (wn)n≥0 ⊂

C∞
c (Ω) satisfy wn → |v| in W 1,p(Ω) as n→ ∞. It follows that wn − u+ → |v| − u+

in W 1,p(Ω), so that (wn − u+)+ → (|v| − u+)+ in W 1,p(Ω) by Proposition 5.3.3.
Since (wn − u+)+ ≤ w+

n , we see that (wn − u+)+ has compact support; and so

(wn−u+)+ ∈ W 1,p
0 (Ω). We deduce that (|v|−u+)+ ∈ W 1,p

0 (Ω). Since (|v|−u+)+ =

|v| − u+, we see that u+ ∈ W 1,p
0 (Ω). One shows as well that u− ∈ W 1,p

0 (Ω), and
the result follows. �

Corollary 5.3.6. Let 1 ≤ p ≤ ∞ and let M ≥ 0. If u ∈ W 1,p(Ω), then
(u−M)+ ∈ u ∈ W 1,p(Ω) and

∇(u−M)+ =

{
∇u if u(x) > M,

0 if u(x) ≤M,
(5.3.3)

a.e. in Ω. If p < ∞, then the mapping u 7→ (u −M)+ is continuous W 1,p(Ω) →
W 1,p(Ω). Moreover, if u ∈W 1,p

0 (Ω), then (u−M)+ ∈ W 1,p
0 (Ω).

Proof. The last property is a consequence of Corollary 5.3.5, since (u−M)+ ≤
u+ ∈ W 1,p

0 (Ω). Next, observe that if Ω is bounded, then the conclusions are a
consequence of Proposition 5.3.3, because u−M ∈W 1,p(Ω) whenever u ∈W 1,p(Ω).
In particular, we see that for an arbitrary Ω, if u ∈ W 1,p(Ω), then (u −M)+ ∈
W 1,p

loc (Ω) and (5.3.3) holds. In particular, |∇(u − M)+| ≤ |∇u| ∈ Lp(Ω). Since
(u−M)+ ≤ u+ ∈ Lp(Ω), we see that (u−M)+ ∈ W 1,p(Ω) and that (5.3.3) holds.

It now remains to show the continuity of the mapping u 7→ (u −M)+ when
p < ∞. By the above observation, we may assume that Ω is unbounded. Given
R > 0, let ΩR = {x ∈ Ω; |x| < R} and UR = Ω\ΩR. We argue by contradiction, and
we consider a sequence (un)n≥0 ⊂ W 1,p(Ω) and u ∈ W 1,p(Ω) such that un −→

n→∞
u

in W 1,p(Ω) and ‖(un −M)+ − (u−M)+‖W 1,p ≥ ε > 0. Note that

|(un −M)+ − (u−M)+| ≤ |un − u| −→
n→∞

0,

in Lp(Ω), so that we may assume ‖∇(un −M)+ − ∇(u −M)+‖Lp ≥ ε > 0. By
possibly extracting a subsequence, we may also assume that there exists f ∈ Lp(Ω)
such that |∇un|+ |∇u| ≤ f a.e. In particular, it follows from (5.3.3) that |∇(un −
M)+−∇(u−M)+| ≤ |∇un|+ |∇u| ≤ f a.e. Therefore, by dominated convergence,
we may choose R large enough so that

‖∇(un −M)+ −∇(u−M)+‖Lp(UR) ≤
ε

4
.

Finally, since ΩR is bounded, it follows that ‖∇(un−M)+−∇(u−M)+‖Lp(ΩR) → 0
as n→ ∞. Therefore, for n large enough,

‖∇(un −M)+ −∇(u−M)+‖Lp(ΩR) ≤
ε

4
.

We deduce that ‖∇(un −M)+ − ∇(u −M)+‖Lp(Ω) ≤ ε/2, which yields a contra-
diction. This completes the proof. �

Corollary 5.3.7. Let 1 ≤ p ≤ ∞, (un)n≥0 ⊂ W 1,p(Ω) and u ∈ W 1,p(Ω).
If un → u in W 1,p(Ω) as n → ∞, then there exist a subsequence (unk

)k≥0 and
v ∈ W 1,p(Ω) such that |unk

| ≤ v a.e. in Ω for all k ≥ 0. If, in addition, p < ∞
and (un)n≥0 ⊂W 1,p

0 (Ω), then one can choose v ∈W 1,p
0 (Ω).

Proof. Let the subsequence (unk
)k≥0 satisfy ‖unk

− u‖W 1,p ≤ 2−k−1, so that
‖unk+1

−unk
‖W 1,p ≤ 2−k. It follows from Remark 5.3.4 that |unk+1

−unk
| ∈W 1,p(Ω)
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and that ‖ |unk+1
− unk

| ‖W 1,p ≤ 2−k. Thus, the series

v = |un0 |+
∑

j≥0

|unj+1 − unj |,

is normally convergent in W 1,p(Ω). Since

unk+1
= un0 +

k∑

j=0

(unj+1 − unj),

we see that |unk+1
| ≤ v. The result follows, using again Remark 5.3.4 in the case

p <∞ and (un)n≥0 ⊂W 1,p
0 (Ω). �

Corollary 5.3.8. Let 1 ≤ p <∞, 0 ≤ A,B ≤ ∞ and set

E = {u ∈W 1,p
0 (Ω); −A ≤ u ≤ B a.e.},

F = {u ∈ C∞
c (Ω); −A ≤ u ≤ B}.

It follows that E = F , where the closure is in W 1,p
0 (Ω). In particular, {u ∈

W 1,p
0 (Ω); u ≥ 0 a.e.} is the closure in W 1,p

0 (Ω) of {u ∈ C∞
c (Ω); u ≥ 0}.

Proof. We have F ⊂ E. Since E is clearly closed in W 1,p
0 (Ω), we deduce that

F ⊂ E. We now show the converse inclusion. Let u ∈ E and let (un)n≥0 ⊂ C∞
c (Ω)

be such that un → u in W 1,p
0 (Ω). Set

vn = max{−A,min{un, B}} = un + (un +A)− − (un −B)+.

It follows from Corollary 5.3.6 that vn ∈W 1,p
0 (Ω) and that

vn −→
n→∞

u+ (u+A)− − (u−B)+ = u,

in W 1,p
0 (Ω). Thus if (vn)n≥0 ⊂ F , then the conclusion follows. Since clearly

vn ∈ Cc(Ω), we need only show the following property: if w ∈ E ∩ Cc(Ω), then
w ∈ F . To see this, let (ρn)n≥0 be a smoothing sequence and set w̃n = ρn ⋆ w̃,
where w̃ is the extension of w by 0 outside Ω. Since w has compact support in Ω, we
see that if n is sufficiently large, then w̃n also has compact support in Ω. Moreover,
w̃n ∈ C∞

c (Ω), so that if wn = (w̃n)|Ω, then wn ∈ C∞
c (Ω). In addition, w̃n → w̃ in

W 1,p(RN ), so that wn → w in W 1,p
0 (Ω). It remains to show that −A ≤ w̃n ≤ B,

which is immediate since −A ≤ w̃ ≤ B. This completes the proof. �

5.4. Sobolev’s inequalities

In this section, we establish some Sobolev-type inequalities and embeddings. It
is convenient to make the following definition.

Definition 5.4.1. Given an integer m ≥ 0, 1 ≤ p ≤ ∞ and Ω and open subset
of RN , we set

|u|m,p,Ω =
∑

|α|=m

‖Dαu‖Lp(Ω).

When there is no risk of confusion, we set

|u|m,p = |u|m,p,Ω,

i.e. we omit the dependence on Ω.

We begin with inequalities for smooth functions on RN . The following result
is the main inequality of this section.
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Theorem 5.4.2 (Gagliardo-Nirenberg’s inequality). Consider
1 ≤ p, q, r ≤ ∞ and let j,m be two integers, 0 ≤ j < m. If

1

p
− j

N
= a

(1
r
− m

N

)
+

1− a

q
, (5.4.1)

for some a ∈ [j/m, 1] (a < 1 if r = N/(m − j) > 1), then there exists a constant
C = C(N,m, j, a, q, r) such that

|u|j,p ≤ C|u|am,r‖u‖1−a
Lq , (5.4.2)

for all u ∈ Cm
c (RN ).

The proof of Theorem 5.4.2 uses various important inequalities. The funda-
mental ingredients are Sobolev’s inequality (Theorem 5.4.5), Morrey’s inequality
(Theorem 5.4.8), and an inequality for intermediate derivatives (Theorem 5.4.10).
We begin with the following first-order Sobolev inequality.

Theorem 5.4.3. Let N ≥ 1. For every u ∈ C1
c (R

N ), we have

‖u‖
L

N
N−1

≤ 1

2

N∏

j=1

∥∥∥ ∂u
∂xj

∥∥∥
1
N

L1
. (5.4.3)

In particular,

‖u‖
L

N
N−1

≤ 1

2N
|u|1,1, (5.4.4)

for all u ∈ C1
c (R

N ).

Proof. We proceed in three steps.
Step 1. The case N = 1. Given x ∈ R, we have

u(x) =

∫ x

−∞
u′(s) ds;

and so,

|u(x)| ≤
∫ x

−∞
|u′(s)| ds.

As well,

|u(x)| ≤
∫ +∞

x

|u′(s)| ds,

so that by summing up the two above inequalities,

|u(x)| ≤ 1

2

∫ +∞

−∞
|u′(s)| ds,

which yields (5.4.3) (and (5.4.4)) in the case N = 1.
Step 2. Proof of (5.4.3). We assume N ≥ 2. For any 1 ≤ j ≤ N , it follows

from Step 1 that

|u(x)| ≤ 1

2

∫

R

|∂ju(x1, . . . , xj−1, s, xj+1, . . . , xN )| ds;

and so,

|u(x)|N ≤ 2−N
N∏

j=1

∫

R

|∂ju(x1, . . . , xj−1, s, xj+1, . . . , xN )| ds.

Taking the (N − 1)th root and integrating on RN , we obtain
∫

RN

|u(x)| N
N−1 dx ≤
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2−
N

N−1

∫

RN

N∏

j=1

(∫

R

|∂ju(x1, . . . , xj−1, s, xj+1, . . . , xN )| ds
) 1

N−1

.

We observe that the right-hand side is the product of N functions, each of which
depends only on N−1 of the variables x1, . . . , xN (with a permutation). Therefore,
integrating in each of the variables x1, . . . , xN , we may apply Hölder’s inequality

∫

R

a
1

N−1

1 · · ·a
1

N−1

N−1 ≤
N−1∏

ℓ=1

(∫

R

aℓ

) 1
N−1

.

For example, if we first integrate in x1, we obtain

∫

R

dx1

N∏

j=1

(∫

R

|∂ju(x1, . . . , xj−1, s, xj+1, . . . , xN )| ds
) 1

N−1

=
(∫

R

|∂1u(s, x2, . . . , xN )| ds
) 1

N−1

×
∫

R

N∏

j=2

(∫

R

|∂ju(x1, . . . , xj−1, s, xj+1, . . . , xN )| ds
) 1

N−1

≤
(∫

R

|∂1u(s, x2, . . . , xN )| ds
) 1

N−1

×
N∏

j=2

(∫

R2

|∂ju(x1, . . . , xj−1, s, xj+1, . . . , xN )| dsdx1
) 1

N−1

.

Integrating successively in each of the variables x1, . . . , xN , we obtain finally the
estimate (5.4.3).

Step 3. Proof of (5.4.4). We claim that if (aj)1≤j≤N ∈ RN with aj ≥ 0,
then

( N∏

j=1

aj

) 1
N ≤ 1

N

N∑

j=1

aj . (5.4.5)

The estimate (5.4.4) is a consequence of (5.4.3) and (5.4.5). The claim (5.4.5)
follows if show that

max
|x|2=1

N∏

j=1

x2j = N−N . (5.4.6)

To prove (5.4.6), we observe that if the maximum is achieved at x, then there exists
a Lagrange multiplier λ ∈ R such that F ′(x) = λx, where F (x) = x21 . . . x

2
N . This

implies that

2xi
∑

j 6=i

x2j = λxi,

for all 1 ≤ i ≤ N . Since none of the xi vanishes (for the maximum is clearly
positive), this implies that x21 = · · · = x2N , from which (5.4.6) follows. �

Corollary 5.4.4. Let 1 ≤ r ≤ N (r < N if N ≥ 2). If r∗ > r is defined by

1

r∗
=

1

r
− 1

N
,

then

‖u‖Lr∗ ≤ cN,r|u|1,r, (5.4.7)

for every u ∈ C1
c (R

N ), with cN,r = (N − 1)r/2N(N − r). (We use the convention
that (N − 1)/(N − 1) = 1 if N = 1.)
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Proof. The case N = 1 follows from Theorem 5.4.3, so we assume N ≥ 2.
Let

t =
N − 1

N
r∗ =

(N − 1)r

N − r
.

Since r ≥ 1, we have t ≥ 1. We observe that

Nt

N − 1
= (t− 1)r′ = r∗,

and we apply (5.4.4) with u replaced by |u|t−1u, and we obtain

‖u‖tLr∗ ≤ (2N)−1| |u|t−1u|1,1. (5.4.8)

It follows from (5.3.1) that ∂j(|u|t−1u) = t|u|t−1∂ju for all 1 ≤ j ≤ N . Therefore,
by Hölder’s inequality,

‖∂j(|u|t−1u)‖L1 ≤ t‖u‖t−1
L(t−1)r′ ‖∂ju‖Lr = t‖u‖t−1

Lr∗‖∂ju‖Lr .

Thus | |u|t−1u|1,1 ≤ t‖u‖t−1
Lr∗ |u|1,r, and we deduce from (5.4.8) that

‖u‖tLr∗ ≤ (2N)−1t‖u‖t−1
Lr∗ |u|1,r, (5.4.9)

and (5.4.7) follows. �

The following Sobolev’s inequality is now a consequence of Corollary 5.4.4.

Theorem 5.4.5 (Sobolev’s inequality). Let m ≤ N be an integer, let 1 ≤ r ≤
N/m (r < N/m if N ≥ 2), and let r∗ > r be defined by

1

r∗
=

1

r
− m

N
.

If

cN,m,r =
[(N − 1)r]m

(2N)m
∏

1≤ℓ≤m

(N − ℓr)
, (5.4.10)

then

‖u‖Lr∗ ≤ cN,m,r|u|m,r, (5.4.11)

for all u ∈ Cm
c (RN ). (We use the convention that (N − 1)/(N − 1) = 1 if N = 1.)

Proof. We argue by induction on m. By Corollary 5.4.4, (5.4.11) holds for
m = 1. Suppose it holds up to some m ≥ 1. We suppose that m+ 1 < N and we
show (5.4.11) at the level m+ 1. Let 1 ≤ r < N/(m+ 1) and let r∗ be defined by

1

r∗
=

1

r
− m+ 1

N
.

Define p by
1

p
=

1

r∗
+

1

N
=

1

r
− m

N
, (5.4.12)

so that r < p < r∗. It follows from Corollary 5.4.4 and the first identity in (5.4.12)
that

‖u‖Lr∗ ≤ cN,p|u|1,p.
Next, it follows from the second identity in (5.4.12) and (5.4.11) applied to ∂ju that

‖∂ju‖Lp ≤ cN,m,r|∂ju|m,r,

for all 1 ≤ j ≤ N . We deduce that

|u|1,p ≤ cN,m,r|u|m+1,r,

and (5.4.11) at the level m+1 follows with cN,m+1,r = cN,pcN,m,r, i.e. (5.4.10). �
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Remark 5.4.6. Note that when N ≥ 2, the inequality ‖u‖L∞ ≤ C|u|1,N does
not hold, for any constant C. Indeed, given 0 < θ < 1 − 1/N , let f ∈ C∞(0,∞)
satisfy f(r) = | log r|θ for r ≤ 1/2 and f(r) = 0 for r ≥ 1. Let (fn)n≥1 ⊂
C∞([0,∞)) be such that fn(r) = f(r) for r ≥ 1/n and 0 ≤ fn(r) ≤ f(r) and
|f ′

n(r)| ≤ |f ′(r)| for all r > 0. Setting un(x) = fn(|x|), one verifies easily that
‖un‖L∞ → ∞ and lim sup ‖∇un‖LN < ∞ as n → ∞. More generally, a similar
example with 0 < θ < 1 − m/N shows that the inequality ‖u‖L∞ ≤ C|u|m,N/m

does not hold, for any constant C if 1 ≤ m < N .

The following result, in the same spirit as Theorem 5.4.3 (case N = 1) shows
that the inequality ‖u‖L∞ ≤ C|u|N,1 holds in any dimension.

Theorem 5.4.7. Given any N ≥ 1,

‖u‖L∞ ≤ 2−N |u|N,1, (5.4.13)

for all u ∈ CN
c (RN ).

Proof. Let y ∈ RN Integrating ∂1 · · · ∂Nu in x1 on (−∞, y1) yields

∂2 · · ·∂Nu(y1, x2, . . . , xN ) =

∫ y1

−∞
∂1 · · · ∂Nu dx1.

Integrating successively in the variables x2, . . . , xN , we obtain

u(y) =

∫ y1

−∞
· · ·

∫ yN

−∞
∂1 · · · ∂Nu dx1 · · · dxN .

Therefore,

|u(y)| ≤
∫ y1

−∞

∫ y2

−∞
· · ·

∫ yN

−∞
|∂1 · · ·∂Nu| dx1 · · · dxN . (5.4.14)

We observe that instead on integrating in x1 on (−∞, y1), we might have integrated
on (y1,∞), thus obtaining

|u(y)| ≤
∫ ∞

y1

∫ y2

−∞
· · ·

∫ yN

−∞
|∂1 · · · ∂Nu| dx1 · · · dxN . (5.4.15)

Summing up (5.4.14) and (5.4.15), we obtain

|u(y)| ≤ (1/2)

∫ ∞

−∞

∫ y2

−∞
· · ·

∫ yN

−∞
|∂1 · · · ∂Nu| dx1 · · · dxN .

Rereating this argument for each of the variables, we deduce that

|u(y)| ≤ 2−N

∫

RN

|∂1 · · ·∂Nu| ≤ |u|N,1,

and the result follows since y is arbitrary. �

In the case p > N , we have the following result.

Theorem 5.4.8 (Morrey’s inequality). If r > N ≥ 1, then there exists a con-
stant c(N) such that

|u(x)− u(y)| ≤ c(N)
r

r −N
|x− y|1−N

r |u|1,r, (5.4.16)

for all u ∈ C1
c (R

N ). Moreover, if 1 ≤ q ≤ ∞ and a ∈ [0, 1) is defined by

0 = a
(1
r
− 1

N

)
+

1− a

q
,

then

‖u‖L∞ ≤ c(N)
r

r −N
|u|a1,r‖u‖1−a

Lq , (5.4.17)

for all u ∈ C1
c (R

N ).
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Proof. In the following calculations, we denote by c(N) various constants
that may change from line to line but depend only on N . Let z ∈ RN and ρ > 0,
and set B = B(z, ρ). Consider x ∈ B, and assume for simplicity x = 0. We have

u(y)− u(0) =

∫ 1

0

d

dt
u(ty) dt =

∫ 1

0

y · ∇u(ty) dt,

for all y ∈ B. Integrating on B and dividing by |B|, we obtain

1

|B|

∫

B

u(y) dy − u(0) =
1

|B|

∫ 1

0

∫

B

y · ∇u(ty) dy dt.

Since
∣∣∣
∫

B

y · ∇u(ty) dy
∣∣∣ ≤

(∫

B

|y|r′ dy
) 1

r′
(∫

B

|∇u(ty)|r dy
) 1

r

= (N + r′)−
1
r′ γ

1
r′

N ρ1+
N
r′ t−

N
r

(∫

tB

|∇u(y)|r dy
) 1

r

≤ (N + r′)−
1
r′ γ

1
r′

N ρ1+
N
r′ t−

N
r ‖∇u‖Lr ,

where γN is the measure of the unit sphere, we deduce
∣∣∣ 1

|B|

∫

B

u(y) dy − u(0)
∣∣∣ ≤ Nr

N − r
(N + r′)−

1
r′ γ

− 1
r

N ρ1−
N
r ‖∇u‖Lr .

Since (N + r′)−
1
r′ γ

− 1
r

N is bounded uniformly in r > 1, it follows that if B = B(z, ρ)
and x ∈ B, then

∣∣∣ 1

|B|

∫

B

u(y) dy − u(x)
∣∣∣ ≤ c(N)

r

r −N
ρ1−

N
r |u|1,r. (5.4.18)

Let now x1, x2 ∈ RN , x1 6= x2 and let z = (x1 + x2)/2 and ρ = |x1 − x2|. Ap-
plying (5.4.18) successively with x = x1 and x = x2 and making the sum, we
obtain

|u(x1)− u(x2)| ≤ c(N)
r

r −N
|x1 − x2|1−

N
r ‖∇u‖Lr ,

which proves (5.4.16).
Consider now 1 ≤ q ≤ ∞. We have

∣∣∣
∫

B

u(y) dy
∣∣∣ ≤ |B|

1
q′ ‖u‖Lq ;

and so,

1

|B|
∣∣∣
∫

B

u(y) dy
∣∣∣ ≤ |B|− 1

q ‖u‖Lq = N
1
q γ

− 1
q

N ρ−
N
q ‖u‖Lq

≤ c(N)ρ−
N
q ‖u‖Lq .

Therefore, we deduce from (5.4.18) that

|u(x)| ≤ c(N)ρ−
N
q ‖u‖Lq + c(N)

r

r −N
ρ1−

N
r ‖∇u‖Lr .

We now choose ρ = ‖u‖αLq‖∇u‖−α
Lr , with 1 = α(1 −N/r +N/q), and we obtain

|u(x)| ≤ c(N)
r

r −N
‖∇u‖aLr‖u‖1−a

Lq .

Since x ∈ RN is arbitrary, this proves (5.4.17). �

For the proof of Theorem 5.4.2, we will use the following (first-order) Gagliardo-
Nirenberg’s inequality, which is a consequence of Sobolev and Morrey’s inequalities.
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Theorem 5.4.9. Let 1 ≤ p, q, r ≤ ∞ and assume

1

p
= a

(1
r
− 1

N

)
+

1− a

q
, (5.4.19)

for some a ∈ [0, 1] (a < 1 if r = N ≥ 2). It follows that there exists a constant
C = C(N, p, q, r, a) such that

‖u‖Lp ≤ C|u|a1,r‖u‖1−a
Lq , (5.4.20)

for every u ∈ C1
c (R

N ).

Proof. We consider separately several cases.
The case r > N . Note that in this case, p ≥ q, so that by Hölder’s inequality,

‖u‖Lp ≤ ‖u‖
p−q
p

L∞ ‖u‖
q
p

Lq .

Estimating ‖u‖L∞ by (5.4.17), we deduce (5.4.20).
The case r < N (thus N ≥ 2). Let r∗ = Nr/(N − r). It follows from

Hölder’s inequality that
‖u‖Lp ≤ ‖u‖aLr∗‖u‖1−a

Lq ,

with a given by (5.4.19). (5.4.20) follows, estimating ‖u‖Lr∗ by (5.4.7).
The case r = N . Suppose first N = 1. Then by Hölder’s inequality,

‖u‖Lp ≤ ‖u‖aL∞‖u‖1−a
Lq ,

and the result follows from (5.4.4). In the case N ≥ 2 (thus a < 1) we cannot use
the same argument since ‖u‖L∞ is not estimated in terms of ‖∇u‖LN . Instead, we
apply (5.4.4) with u replaced by |u|t−1u for some t ≥ 1. As in the proof of (5.4.9),
we obtain

‖u‖t
L

tN
N−1

≤ (2N)−1t‖u‖t−1

L
(t−1)N
N−1

|u|1,r. (5.4.21)

Suppose first that p ≥ q +N/(N − 1), and let t ≥ 1 be defined by

tN

N − 1
= p.

It follows that (t− 1)N/(N − 1) ≥ q. By Hölder’s inequality,

‖u‖
L

(t−1)N
N−1

≤ ‖u‖αLp‖u‖1−α
Lq , (5.4.22)

with
N − 1

(t− 1)N
=
α(N − 1)

tN
+

1− α

q
.

It follows from (5.4.21)-(5.4.22) that

‖u‖tLp ≤ (2N)−1t‖u‖(t−1)α
Lp ‖u‖(t−1)(1−α)

Lq |u|1,r;
and so,

‖u‖Lp ≤ (t/2N)
1

t−(t−1)α ‖u‖
(t−1)(1−α)
t−(t−1)α

Lq |u|
1

t−(t−1)α

1,r .

Since one verifies easily that

1

t− (t− 1)α
=
p− q

p
= a,

(t− 1)(1− α)

t− (t− 1)α
=
q

p
= 1− a,

this yields (5.4.20), since t/2N ≤ p. For p < q + N/(N − 1), we apply Hölder’s
inequality

‖u‖Lp ≤ ‖u‖
3(p−q)

2p

L3q ‖u‖
3q−p
2p

Lq .

(Note that 3q ≥ q + 2 ≥ p.) We estimate ‖u‖L3q by applying (5.4.20) with p = 3q,
and the result follows. �

We now study interpolation inequalities for intermediate derivatives.
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Theorem 5.4.10. Given an integer m ≥ 1, there exists a constant Cm with the
following property. If 0 ≤ j ≤ m and if 1 ≤ p, q, r ≤ ∞ satisfy

m

p
=
j

r
+
m− 1

q
, (5.4.23)

then for every i ∈ {1, . . . , N},

‖∂ji u‖Lp ≤ Cm‖u‖
m−j
m

Lq ‖∂mi u‖
j
m

Lr , (5.4.24)

for all u ∈ Cm
c (RN ). Moreover,

|u|j,p ≤ Cm‖u‖
m−j
m

Lq |u|
j
m
m,r, (5.4.25)

for all u ∈ Cm
c (RN ).

The proof of Theorem 5.4.10 is based on the following lemma.

Lemma 5.4.11. If 1 ≤ p, q, r ≤ ∞ satisfy

2

p
=

1

q
+

1

r
, (5.4.26)

then

‖u′‖Lp ≤ 8‖u‖
1
2

Lq‖u′′‖
1
2

Lr , (5.4.27)

for all u ∈ C2
c (R).

Proof. We first observe that we need only prove (5.4.27) for r > 1 and p <∞,
since the general case can then be obtained by letting p ↑ ∞ or r ↓ 1. Thus we now
assume p <∞ and r > 1. Let 0 ≤ γ ≤ 2 be defined by

γ = 1 +
1

p
− 1

r
. (5.4.28)

so that by (5.4.26),

− γ = −1− 1

q
+

1

p
. (5.4.29)

We observe that p ≤ 2r by (5.4.26), so that

γ ≥ 1/2. (5.4.30)

We now fix u ∈ C2
c (R) and, given any interval I ⊂ R, we set

f(I) = |I|−γp‖u‖pLq(I), (5.4.31)

g(I) = |I|γp‖u′′‖pLr(I). (5.4.32)

We now proceed in five steps.
Step 1. The estimate

‖v′‖Lp(0,1) ≤ 4‖v‖Lq(0,1) + 2‖v′′‖Lr(0,1), (5.4.33)

holds for all v ∈ C2([0, 1]). Let ξ(x) = 1 − 2x2 for 0 ≤ x ≤ 1/2, ξ(x) = 2(1− x)2

for 1/2 ≤ x ≤ 1. It follows that ξ ∈ C1([0, 1]) ∩ C2([0, 1] \ {1/2}) and 0 ≤ ξ ≤ 1,
ξ(0) = 1, ξ′(0) = ξ(1) = ξ′(1) = 0. Moreover, ξ′′(x) = −4 for 0 ≤ x ≤ 1/2,
ξ′′(x) = 4 for 1/2 ≤ x ≤ 1. An integration by parts yields

∫ 1

0

ξv′′ = −v′(0)− 4

∫ 1/2

0

v + 4

∫ 1

1/2

v;

and so,
|v′(0)| ≤ 4‖v‖L1(0,1) + ‖v′′‖L1(0,1).

Given 0 ≤ x ≤ 1, we deduce that

|v′(x)| ≤ |v′(0)|+
∫ x

0

|v′′| ≤ 4‖v‖L1(0,1) + 2‖v′′‖L1(0,1).
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x ∈ [0, 1] being arbitrary, we conclude that

‖v′‖L∞(0,1) ≤ 4‖v‖L1(0,1) + 2‖v′′‖L1(0,1).

The estimate (5.4.33) follows by Hölder’s inequality.
Step 2. The estimate

‖u′‖Lp(a,b) ≤ 4(b− a)−γ‖u‖Lq(a,b) + 2(b− a)γ‖u′′‖Lr(a,b), (5.4.34)

holds for all −∞ < a < b <∞. Set v(x) = u(a+ (b− a)x), so that v ∈ C2([0, 1]).
The estimate (5.4.34) follows by applying (5.4.33) to v then using (5.4.28)-(5.4.29).

Step 3. If f and g are defined by (5.4.31)-(5.4.32), then the estimate
∫

I

|u′|p ≤ 22p−1(2pf(I) + g(I)), (5.4.35)

holds for all finite interval I ⊂ R. This follows from (5.4.34) and the elementary
inequality (x+ y)p ≤ 2p−1(xp + yp).

Step 4. Given any δ > 0, there exist a positive integer ℓ and disjoints intervals
I1, . . . , Iℓ such that ∪1≤j≤ℓ Ij ⊃ suppu and with the following properties.

ℓ ≤ 1 + |suppu|/δ, (5.4.36)
{
either |Ij | = δ and f(Ij) ≤ g(Ij)

or else |Ij | > δ and f(Ij) = g(Ij),
(5.4.37)

for all 1 ≤ j ≤ ℓ. Indeed, set x0 = inf suppu and let I = (x0, x0 + δ). If f(I) ≤
g(I), we let I1 = I. If f(I) > g(I), we observe that the functions ϕ(t) = f(x0, x0 +
δ + t), ψ(t) = g(x0, x0 + δ + t) satisfy ϕ(0) > ψ(0) and ϕ(t) → 0, ψ(t) → ∞ as
t → ∞ (we use (5.4.30)). Thus there exists t > 0 such that ϕ(t) = ψ(t) and we
let I1 = (x0, x0 + δ + t). We then see that I1 satisfies (5.4.37). If suppu 6⊂ I1,
we can repeat this construction. Since suppu is compact and |Ij | ≥ δ, we obtain
in a finite number of steps, say ℓ, a collection of disjoint open intervals Ij that all
satisfy (5.4.37) and such that

∪
1≤j≤ℓ−1

Ij ⊂ suppu ⊂ ∪
1≤j≤ℓ

Ij ,

which clearly imply (5.4.36).
Step 5. Conclusion. Fix δ > 0. It follows from Step 4 and (5.4.35) that

∫

R

|u′|p ≤ 22p−1
ℓ∑

j=1

[2pf(Ij) + g(Ij)], (5.4.38)

We let

A1 = {j ∈ {1, · · · , ℓ}; |Ij | = δ},
A2 = {j ∈ {1, · · · , ℓ}; |Ij | > δ},

so that by (5.4.37)
{1, · · · , ℓ} = A1 ∪ A2. (5.4.39)

If j ∈ A1, then f(Ij) ≤ g(Ij) by (5.4.37), so that

2pf(Ij) + g(Ij) ≤ (2p + 1)g(Ij) ≤ (2p + 1)|Ij |γp‖u′′‖pLr(I)

≤ (2p + 1)δγp‖u′′‖pLr(R),
(5.4.40)

where we applied (5.4.32). We deduce from (5.4.40) and (5.4.36) that
∑

j∈A1

[2pf(Ij) + g(Ij)] ≤ (2p + 1)(1 + |suppu|/δ)δγp‖u′′‖pLr(R). (5.4.41)

If j ∈ A2, then f(Ij) = g(Ij) by (5.4.37). Since

f(Ij)g(Ij) = ‖u‖pLq(Ij)
‖u′′‖pLr(Ij)

,
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we see that
f(Ij) = g(Ij) = ‖u‖

p
2

Lq(Ij)
‖u′′‖

p
2

Lr(Ij)
, (5.4.42)

for all j ∈ A2. It follows from (5.4.42) that
∑

j∈A2

[2pf(Ij) + g(Ij)] ≤ (2p + 1)
∑

j∈A2

‖u‖
p
2

Lq(Ij)
‖u′′‖

p
2

Lr(Ij)
. (5.4.43)

Using (5.4.26) and applying Hölder’s inequality for the sum in the right-hand side
of (5.4.43), we deduce that

∑

j∈A2

[2pf(Ij) + g(Ij)] ≤ (2p + 1)
(∑

j∈A2

‖u‖qLq(Ij)

) p
2q
(∑

j∈A2

‖u′′‖rLr(Ij)

) p
2r

,

which implies
∑

j∈A2

[2pf(Ij) + g(Ij)] ≤ (2p + 1)‖u‖
p
2

Lq(R)‖u′′‖
p
2

Lr(R). (5.4.44)

We now deduce from (5.4.38), (5.4.39), (5.4.41) and (5.4.44) that
∫

R

|u′|p ≤ 22p−1(2p + 1)×

[‖u‖
p
2

Lq(R)‖u′′‖
p
2

Lr(R) + (1 + |suppu|/δ)δγp‖u′′‖pLr(R)]. (5.4.45)

Note that by (5.4.28)

γp = 1 + p− p

r
> 1,

since r > 1. Letting δ ↓ 0 in (5.4.45) we obtain
∫

R

|u′|p ≤ 22p−1(2p + 1)‖u‖
p
2

Lq(R)‖u′′‖
p
2

Lr(R).

Since 2p + 1 ≤ 2p+1, we see that 22p−1(2p + 1) ≤ 23p and the estimate (5.4.27)
follows by taking the pth root of the above inequality. �

Remark 5.4.12. The proof of Lemma 5.4.11 is fairly technical. Note, however,
that some special cases of the inequality (5.4.27) can be established very easily. For
example, if p = q = r, then setting f = −u′′ + u, we see that u = (1/2)e−|·| ⋆ f ,
so that u′ = φ ⋆ f , with φ(x) = (x/2|x|)e−|x|. By Young’s inequality, ‖u′‖Lp ≤
‖φ‖L1‖f‖Lp = ‖f‖Lp. Since ‖f‖Lp ≤ ‖u′′‖Lp + ‖u‖Lp, (5.4.27) follows. Another
easy case is p = 2 (so that r = q′). Indeed, u′2 = (uu′)′ − uu′′, so that

∫
u′2 = −

∫
uu′′ ≤ ‖u′′‖Lr‖u‖Lq ,

by Hölder’s inequality, which shows (5.4.27). Note that in both these simple cases,
one obtains (5.4.27) with the (better) constant 1.

Proof of Theorem 5.4.10. The cases j = 0 and j = m being trivial, we
assume 1 ≤ j ≤ m− 1 and we proceed in four steps.

Step 1. If 1 ≤ p, q, r ≤ ∞ satisfy (5.4.26) and i ∈ {1, . . . , N}, then

‖∂iu‖Lp(RN ) ≤ 8‖u‖
1
2

Lq(RN )
‖∂2i u‖

1
2

Lr(RN )
, (5.4.46)

for all u ∈ C2
c (R

N ). Indeed, assume first p < ∞ and let x = (x1, . . . , xN ) ∈ RN .
We apply (5.4.27) to the function

v(t) = u(x1, . . . , xi−1, t, xi+1, . . . , xN ),

and we deduce that∫

R

|v′(t)|p ≤ 8p
(∫

R

|v(t)|q
) p

2q
(∫

R

|v′′(t)|r
) p

2r

.
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Integrating on RN−1 in the variables (x1, . . . , xi−1, xi+1, . . . , xN ) and applying
Hölder’s inequality to the right-hand side (note that 2q/p + 2r/p = 1), we de-
duce (5.4.46). The case p = ∞ follows by letting p ↑ ∞ in (5.4.46).

Step 2. If m ≥ 2 and if 1 ≤ p, q, r ≤ ∞ satisfy

m

p
=

1

r
+
m− 1

q
, (5.4.47)

and i ∈ {1, . . . , N}, then

‖∂iu‖Lp ≤ 82m−3‖u‖
m−1
m

Lq ‖∂mi u‖
1
m

Lr , (5.4.48)

for all u ∈ Cm
c (RN ). We argue by induction on m. By Step 1, (5.4.48) holds for

m = 2. Suppose it holds up to some m ≥ 2. Assume

m+ 1

p
=

1

r
+
m

q
, (5.4.49)

and let t be defined by
m

t
=

1

r
+
m− 1

p
. (5.4.50)

In particular, min{p, r} ≤ t ≤ max{p, r}, so that 1 ≤ t ≤ ∞. Applying (5.4.48) to
∂iu, we obtain

‖∂2i u‖Lt ≤ 82m−3‖∂m+1
i u‖

1
m

Lr‖∂iu‖
m−1
m

Lp . (5.4.51)

Now, we observe that by (5.4.49) and (5.4.50), 2/p = 1/q + 1/t, so it follows
from (5.4.46) that

‖∂iu‖Lp ≤ 8‖∂2i u‖
1
2

Lt‖u‖
1
2

Lq . (5.4.52)

(5.4.51) and (5.4.52) now yield (5.4.48) at the level m+ 1.
Step 3. Proof of (5.4.24). We argue by induction on m ≥ 2. For m = 2,

the result follows from Step 1. Suppose now that up to some m ≥ 2, (5.4.24) holds
for all 1 ≤ j ≤ m− 1. Assume 1 ≤ j ≤ m,

m+ 1

p
=
j

r
+
m+ 1− j

q
, (5.4.53)

and let t be defined by
m

p
=
j − 1

r
+
m+ 1− j

t
. (5.4.54)

We first note that by (5.4.54) and (5.4.53),

m+ 1− j

t
=

m

m+ 1

m+ 1

p
− j − 1

r

=
m

m+ 1

m+ 1− j

q
+
m+ 1− j

(m+ 1)r
≥ 0,

so that 0 ≤ t ≤ ∞. Also, by the above identity, and since q, r ≥ 1,

m+ 1− j

t
=

m

m+ 1

m+ 1− j

q
+
m+ 1− j

(m+ 1)r

≤ m(m+ 1− j)

m+ 1
+
m+ 1− j

m+ 1
= m+ 1− j,

so that t ≥ 1. Applying (5.4.24) (with j replaced by j − 1) to ∂iu, we obtain

‖∂ji u‖Lp ≤ Cm‖∂m+1
i u‖

j−1
m

Lr ‖∂iu‖
m−j+1

m

Lt . (5.4.55)

Now, we observe that by (5.4.53) and (5.4.54), (m+1)/t = 1/r+m/q, so it follows
from (5.4.48) (applied with m replaced by m+ 1) that

‖∂iu‖Lt ≤ 82m−1‖∂m+1
i u‖

1
m+1

Lr ‖u‖
m

m+1

Lq . (5.4.56)

(5.4.55) and (5.4.56) now yield (5.4.24) at the level m+ 1.
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Step 4. Proof of (5.4.25). We note that by (5.4.48),

|u|1,p ≤ 82m−3‖u‖
m−1
m

Lq |u|
1
m
m,r,

whenever (5.4.47) holds. The proof is now parallel to the proof of the estimate (5.4.24)
in Step 3 above. �

Proof of Theorem 5.4.2. We consider several cases, and we proceed in three
steps.

Step 1. The case (m− j)r < N . Let t be defined by

1

t
=

1

r
− m− j

N
, (5.4.57)

so that r < t < ∞. It follows from Sobolev’s inequality (5.4.11) applied to jth

derivatives of u that

|u|j,t ≤ C|u|m,r. (5.4.58)

Next, let s be defined by
m

s
=
j

r
+
m− 1

q
, (5.4.59)

so that min{q, r} ≤ s ≤ max{q, r}. It follows from the interpolation inequal-
ity (5.4.25) that

|u|j,s ≤ C‖u‖
m−j
m

Lq |u|
j
m
m,r. (5.4.60)

It follows from (5.4.1), (5.4.57) and (5.4.59) that

1

p
=
θ

t
+

1− θ

s
,

with

θ =
ma− j

m− j
.

Since j/m ≤ a ≤ 1, we see that 0 ≤ θ ≤ 1, and we deduce from Hölder’s inequality
that

|u|j,p ≤ |u|θj,t|u|1−θ
j,s ≤ C|u|θm,r(‖u‖

m−j
m

Lq |u|
j
m
m,r)

1−θ,

where we used (5.4.58) and (5.4.60). The estimate (5.4.2) follows.
Step 2. The case (m − j)r ≥ N and a = 1. Note that if a = 1, then

by (5.4.1),
1

p
=

1

r
− m− j

N
≤ 0.

The only possibility is (m− j)r = N and p = ∞. This is allowed only if r = 1, and
the result is then a consequence of Theorem 5.4.7.

Step 3. The case (m− j)r ≥ N and a < 1. Let t be defined by

m

t
=
j

r
+
m− 1

q
, (5.4.61)

so that min{q, r} ≤ t ≤ max{q, r}. It follows from the interpolation inequal-
ity (5.4.25) that

|u|j,t ≤ C‖u‖
m−j
m

Lq |u|
j
m
m,r. (5.4.62)

Next, let s be defined by

m− j

s
=

1

r
+
m− j − 1

p
, (5.4.63)

so that min{p, r} ≤ s ≤ max{p, r}. It follows from the interpolation inequal-
ity (5.4.25) applied to jth order derivatives of u that

|u|j+1,s ≤ C|u|
1

m−j
m,r |u|

m−j−1
m−j

j,p . (5.4.64)
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Next, let α ∈ [0, 1) be defined by

α =
(m− j)(a− j/m)

1− a+ (m− j)(a− j/m)
, (5.4.65)

so that by (5.4.61), (5.4.63) and (5.4.1)

1

p
= α

(1
s
− 1

N

)
+

1− α

t
.

It follows from Theorem 5.4.9 applied to jth order derivatives of u that

|u|j,p ≤ C|u|αj+1,s|u|1−α
j,t . (5.4.66)

We deduce from (5.4.66), (5.4.64) and (5.4.62) that

|u|j,p ≤ C|u|
α+(j/m)(1−α)(m−j)

α+(1−α)(m−j)
m,r ‖u‖

(1−j/m)(1−α)(m−j)
α+(1−α)(m−j)

Lq .

Since by (5.4.65),

a =
α+ (j/m)(1− α)(m − j)

α+ (1− α)(m − j)
,

this yields (5.4.2). �

Corollary 5.4.13 (Gagliardo-Nirenberg’s inequality). Let Ω ⊂ RN be an open
subset. Let 1 ≤ p, q, r ≤ ∞ and let j,m be two integers, 0 ≤ j < m. Assume
that (5.4.1) holds for some a ∈ [j/m, 1] (a < 1 if r = N/(m− j) > 1), and suppose
further that r < ∞. It follows that Dαu ∈ Lp(Ω) for all u ∈ Wm,r

0 (Ω) ∩ Lq(Ω) if
|α| = j. Moreover, the inequality (5.4.2) holds for all u ∈ Wm,r

0 (Ω) ∩ Lq(Ω).

Proof. We first consider the case Ω = RN . Let u ∈ Wm,r(RN ) ∩ Lq(RN )
and let (un)n≥0 ⊂ C∞

c (RN ) be the sequence constructed by regularization and
truncation in the proof of Theorem 5.1.8, so that

un −→
n→∞

u in Wm,r(RN ) and ‖un‖Lq ≤ ‖u‖Lq . (5.4.67)

Applying (5.4.2) to un − uℓ, we obtain

|un − uℓ|j,p ≤ C|un − uℓ|am,r‖un − uℓ‖1−a
Lq . (5.4.68)

Let α be a multi-index with |α| = j. It follows from (5.4.67)-(5.4.68) that Dαun is
a Cauchy sequence in Lp(RN ). Thus Dαun has a limit v in Lp(RN ). In particular,

∫

RN

Dαunϕ −→
n→∞

∫

RN

vϕ,

for all ϕ ∈ Cj
c (R

N ). Since
∫

RN

Dαunϕ = (−1)j
∫

RN

unD
αϕ −→

n→∞
(−1)j

∫

RN

uDαϕ,

by (5.4.67), we see that Dαu = v ∈ Lp(RN ) and

|un − u|j,p −→
n→∞

0, (5.4.69)

which proves the first part of the result. Finally, we apply the inequality (5.4.2) to
un. Letting n → ∞ and using (5.4.67) and (5.4.69), we deduce that (5.4.2) holds
for u. �

We are now in a position to state and prove the Sobolev embedding theorems.
We restrict ourselves to functions ofWm,p

0 (Ω). Similar statements hold for functions
of Wm,p(Ω), but they are obtained by using extension operators, so they require a
certain amount of regularity of the domain. For functions of Wm,p

0 (Ω), instead, no
regularity assumption on Ω is necessary. Furthermore, these results are sufficient
for our purpose. Our first result in this direction is the following.
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Theorem 5.4.14. Let Ω ⊂ RN be an open subset, let 1 ≤ r <∞ and let m ∈ N,
m ≥ 1.

(i) Ifmr < N , thenWm,r
0 (Ω) →֒ Lp(Ω) for all p such that r ≤ p ≤ Nr/(N −mr).

(ii) If m = N and r = 1, then Wm,r
0 (Ω) →֒ Lp(Ω) for all p such that r ≤ p ≤ ∞.

Moreover, Wm,r
0 (Ω) →֒ C0(Ω).

(iii) If mr = N and r > 1, then Wm,r
0 (Ω) →֒ Lp(Ω) for all p such that r ≤ p <∞.

(iv) If mr > N , then Wm,r
0 (Ω) →֒ Lp(Ω) for all p such that r ≤ p ≤ ∞. Moreover,

Wm,r
0 (Ω) →֒ C0(Ω).

Proof. The first embeddings of Properties (i)–(iv) follow from Corollary 5.4.13
by taking j = 0, q = r and a = N(p−r)/mpr. The embeddingsWm,r

0 (Ω) →֒ C0(Ω)
in (ii) and (iv) follow from the density of C∞

c (Ω) in Wm,r
0 (Ω) and the embedding

Wm,r
0 (Ω) →֒ L∞(Ω). �

The next result is the general case of Sobolev’s embedding for functions of
Wm,p

0 (Ω).

Theorem 5.4.15. Let Ω ⊂ RN be an open subset, let 1 ≤ r < ∞ and let
m, j ∈ N, m ≥ 1.

(i) If mr < N , then Wm+j,r
0 (Ω) →֒ W j,p

0 (Ω) for all p such that r ≤ p ≤
Nr/(N −mr).

(ii) If m = N and r = 1, then Wm+j,r
0 (Ω) →֒ W j,p

0 (Ω) ∩W j,∞(Ω) for all p such

that r ≤ p <∞. Moreover, Wm+j,r
0 (Ω) →֒ Cj

0(Ω).

(iii) If mr = N and r > 1, then Wm+j,r
0 (Ω) →֒ W j,p

0 (Ω) for all p such that
r ≤ p <∞.

(iv) If mr > N , then Wm+j,r
0 (Ω) →֒ W j,p

0 (Ω) ∩ W j,∞(Ω) for all p such that

r ≤ p <∞. Moreover, Wm+j,r
0 (Ω) →֒ Cj

0(Ω).

Proof. We first prove (iv). Applying Theorem 5.4.14 (iv) toDαu with |α| ≤ j,

we deduce that Wm+j,r
0 (Ω) →֒ W j,p(Ω) for all r ≤ p ≤ ∞. The embedding

Wm+j,r
0 (Ω) →֒ W j,p

0 (Ω) if r ≤ p < ∞ follows from the density of C∞
c (Ω) in

Wm+j,r
0 (Ω) and the embedding Wm+j,r

0 (Ω) →֒ W j,p(Ω). Next, the embedding

Wm+j,r
0 (Ω) →֒ Cj

0(Ω) follows from the density of C∞
c (Ω) in Wm+j,r

0 (Ω) and the

embedding Wm+j,r
0 (Ω) →֒ W j,∞(Ω). The proofs of (i), (ii) and (iii) are similar,

using properties (i), (ii) and (iii) of Theorem 5.4.14, respectively. �

We now apply Morrey’s inequality to obtain embedings in spaces of the type
Cj,α(Ω).

Theorem 5.4.16. Let Ω ⊂ RN be an open subset, let 1 ≤ r < ∞. Let m ≥ 1
be the smallest integer such that mr > N . It follows that for all integers j ≥ 0,
Wm+j,r

0 (Ω) →֒ Cj
0(Ω)∩Cj,α(Ω) with α = m−(N/r) if (m−1)r < N , α any number

in (0, 1) if (m− 1)r = N .

Proof. Let u ∈ C∞
c (Ω). It follows from Theorem 5.4.15 (iv) that

‖u‖W j,∞ ≤ C‖u‖Wm+j,r . (5.4.70)

Let α be a multi-index with |α| = j. Setting v = Dαu, we see that

‖v‖Wm,r ≤ ‖u‖Wm+j,r . (5.4.71)

Let {
p = Nr

N−(m−1)r if (m− 1)r < N,

max{r,N} < p <∞ if (m− 1)r = N,

so that p > N . It follows from Theorem 5.4.15 (i) and (5.4.71) that

‖v‖W 1,p ≤ C‖v‖Wm,r ≤ C‖u‖Wm+j,r . (5.4.72)
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Finally, we deduce from (5.4.72) and Morrey’s inequality (5.4.16) that

|v(x) − v(y)| ≤ C|x− y|1−N
p ‖u‖Wm+j,r ,

for all x, y ∈ RN . Applying (5.4.70), we conclude that ‖u‖Cj,α ≤ C‖u‖Wm+j,r , with
α = 1− (N/p), which is the desired estimate. �

The following two results are applications of Sobolev’s embedding theorems.

Corollary 5.4.17. Given any 1 ≤ r ≤ ∞, ∩
m≥0

Wm,r
loc (Ω) = C∞(Ω).

Proof. It is clear that C∞(Ω) ⊂Wm,r
loc (Ω) for all m ≥ 0. Conversely, suppose

u ∈ Wm,r
loc (Ω) for all m ≥ 0. Let ω ⊂⊂ Ω and let ϕ ∈ C∞

c (Ω) satisfy ϕ(x) = 1 for

x ∈ ω. It follows from Proposition 5.1.14 that v = ϕu ∈Wm,1
0 (Ω) for all m ≥ 0, so

that v ∈ C∞(Ω) by Theorem 5.4.15. Thus u ∈ C∞(ω) and the result follows, since
ω is arbitrary. �

Proposition 5.4.18. Let 1 ≤ p ≤ ∞, m ∈ N, m ≥ 1 and u ∈ Wm,p
loc (Ω). If

Dαu ∈ C(Ω) for all multi-index α with |α| = m, then u ∈ Cm(Ω).

Proof. We proceed in three steps.
Step 1. u ∈ C(Ω). Suppose u ∈ Lq0

loc(Ω) for some q0 ≤ N and let q0 ≤ q1 <
∞ satisfy

1

q1
≥ 1

q0
− 1

N
.

Let ϕ ∈ C∞
c (Ω) and set v = ϕu, so that v ∈ Lq0(Ω). Since ∇v = ϕ∇u + u∇ϕ

, we deduce that ∇v ∈ Lq0(Ω). v being compactly supported in Ω, it follows

that v ∈ W 1,q0
0 (Ω) (see Remark 5.1.10 (i)). Applying Theorem 5.4.14, we see that

v ∈ Lq1(Ω) and, since ϕ is arbitrary, we deduce that u ∈ Lq1
loc(Ω). We now iterate the

above argument and, starting from q0 = 1, we construct q0 < · · · < qk−1 ≤ N < qk
such that u ∈ L

qj
loc(Ω) for 0 ≤ j ≤ k. Finally, let ϕ ∈ C∞

c (Ω) and set v = ϕu. We
see as above that v ∈W 1,qk(Ω), and it follows from Theorem 5.4.14 that v ∈ C(Ω).
Since ϕ is arbitrary, we conclude that u ∈ C(Ω).

Step 2. The case m = 1. It follows from Step 1 that u ∈ C(Ω). Since

∇u ∈ C(Ω) by assumption, we have in particular u ∈ W 1,∞
loc (Ω). Let ω ⊂⊂ Ω and

let ϕ ∈ C∞
c (Ω) satisfy ϕ(x) = 1 for x ∈ ω. Set v = ϕu, so that v ∈ W 1,∞(Ω) by

Proposition 5.1.14. Since v is supported in a compact subset of Ω, it follows that if

w(x) =

{
v(x) if x ∈ Ω,

0 if x ∈ RN \ Ω,

then w ∈W 1,∞(RN ) ∩ C(RN ). Moreover, one verifies easily that

∇w =

{
u∇ϕ+ ϕ∇u in Ω,

0 in RN \ Ω,

so that ∇w ∈ C(RN ). Since w and ∇w have compact support, we see that w,∇w ∈
Cb,u(R

N ). Applying Proposition 5.1.12, we deduce that w ∈ C1(RN ), and since
w = u in ω, it follows that u ∈ C1(ω). Hence the result, since ω is arbitrary.

Step 3. The case m ≥ 2. We proceed by induction on m. By Step 2, the
result holds for m = 1. Suppose it holds up to some m ≥ 1. Let u ∈ Wm+1,p

loc (Ω)
satisfy Dαu ∈ C(Ω) for all multi-index α with |α| = m + 1. Consider 1 ≤ j ≤ N
and set v = ∂ju. It follows that v ∈ Wm,p

loc (Ω) and Dαu ∈ C(Ω) for all multi-index
α with |α| = m. Applying the result at the level m, we deduce that v ∈ Cm(Ω).
Thus ∇u ∈ Cm(Ω). In particular, ∇u ∈ C(Ω) and we deduce from Step 2 that
u ∈ C1(Ω). Since ∇u ∈ Cm(Ω), we conclude that u ∈ Cm+1(Ω). �
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If |Ω| < ∞, then ‖u‖Lr is dominated only in terms of ‖∇u‖Lr for functions of

W 1,r
0 (Ω). This is the object of the following result.

Theorem 5.4.19 (Poincaré’s inequality). If |Ω| < ∞ and 1 ≤ r < ∞, then
there exists a constant C = C(N, r) (independent of u and Ω) such that

‖u‖Lr ≤ C|Ω| 1
N ‖∇u‖Lr , (5.4.73)

for every u ∈W 1,r
0 (Ω).

Proof. Let p = r(N + r)/N , so that by (5.4.20), ‖u‖Lp ≤ C‖∇u‖
N

N+r

Lr ‖u‖
r

N+r

Lr .

Since ‖u‖Lr ≤ |Ω| 1
N+r ‖u‖Lp by Hölder’s inequality, the result follows. �

Corollary 5.4.20. Let 1 ≤ r < ∞, and suppose |Ω| < ∞. Then ‖u‖ =

‖∇u‖Lr defines an equivalent norm on W 1,r
0 (Ω).

We end this section with a result concerning the embedding of Lp spaces in
negative order Sobolev spaces.

Corollary 5.4.21. Suppose Ω ⊂ RN is an open set. Let 1 < r < ∞ and let
m ≥ 1 be an integer. If

p =

{
∞ if mr ≥ N,

Nr
N−mr if mr < N,

then Lp′

(Ω) →֒ W−m,r′ with dense embedding for all r ≤ p ≤ p (and p < ∞
if mr = N). If, in addition, |Ω| < ∞, then the same property also holds for
1 ≤ p < r.

Proof. The last part of the result (the case |Ω| < ∞) follows from the dense
embedding Lp(Ω) →֒ Lq(Ω) if 1 ≤ p ≤ q < ∞. The first part of the result follows
from Theorem 5.4.14 and Proposition 5.1.19, except for the case p = ∞ (thus
mr > N), since L1(Ω) is not the dual of L∞(Ω). In this case, we argue directly as
follows. It follows from Theorem 5.4.14 that Wm,r

0 (Ω) →֒ L∞(Ω). Define

eu(ϕ) =

∫

Ω

uϕ,

for all u ∈ L1(Ω) and ϕ ∈Wm,r
0 (Ω). We have

|eu(ϕ)| ≤ ‖u‖L1‖ϕ‖L∞ ≤ ‖u‖L1‖ϕ‖Wm,r
0

,

so that e defines a mapping L1(Ω) → W−m,r′(Ω). This mapping is injective,
because if (eu, ϕ)W−m,r′ ,Wm,r

0
= 0 for all ϕ ∈ Wm,r

0 (Ω), then in particular
∫
Ω
uϕ = 0

for all ϕ ∈ C∞
c (Ω), which implies u = 0. It remains to show that the embedding

e : L1(Ω) → W−m,r′(Ω) is dense. To prove this, we observe that by the density

of C∞
c (Ω) in Lr′(Ω) and of Lr′(Ω) in W−m,r′(Ω) (see just above), it follows that

C∞
c (Ω) is dense in in W−m,r′(Ω). The result follows, since C∞

c (Ω) ⊂ L1(Ω). �

5.5. Compactness properties

We now study the compact embeddings of W 1,r
0 (Ω). We begin with a local

compactness result in RN .

Proposition 5.5.1. Let 1 ≤ r <∞ and let K be a bounded subset ofW 1,r(RN ).
For every R < ∞, KR := {u|BR

; u ∈ K} is relatively compact in Lr(BR), where
BR = B(0, R).
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Proof. We proceed in three steps.
Step 1. If (ρn)n≥1 is a smoothing sequence, then

‖u− ρn ⋆ u‖Lr ≤ C

n
‖∇u‖Lr , (5.5.1)

for all u ∈ W 1,r(RN ), where C =
(∫

RN |y|rρ(y) dy
) 1

r . By density, we need only

show (5.5.1) for u ∈ C∞
c (RN ). We claim that
∫

RN

|u(x− y)− u(x)|r dx ≤ |y|r‖∇u‖rLr . (5.5.2)

Indeed,

u(x− y)− u(x) =

∫ 1

0

d

dt
u(x− ty) dt =

∫ 1

0

y · ∇u(x− ty) dt;

and so,

|u(x− y)− u(x)| ≤ |y|
∫ 1

0

|∇u(x− ty)| dt ≤ |y|
(∫ 1

0

|∇u(x− ty)|r dt
) 1

r

.

(5.5.2) follows after integration in x. Next, since ‖ρn‖L1 = 1,

ρn ⋆ u(x)− u(x) =

∫

RN

ρn(y)(u(x− y)− u(x)) dy

=

∫

RN

ρn(y)
r−1
r [ρn(y)

1
r (u(x− y)− u(x))] dy.

By Hölder’s inequality, we deduce

|ρn ⋆ u(x)− u(x)|r ≤
∫

RN

ρn(y)|u(x− y)− u(x)|r dy.

Integrating the above inequality on RN and applying (5.5.2), we find

‖ρn ⋆ u− u‖rLr ≤ ‖∇u‖rLr

∫

RN

|y|rρn(y) dy.

Hence (5.5.1).
Step 2. If (ρn)n≥1 is as in Step 1, then

‖ρn ⋆ u‖W 1,∞ ≤ n
N
r ‖ρ‖Lr′‖u‖W 1,r , (5.5.3)

for all u ∈ W 1,r(RN ). Since ∇(ρn ⋆ u) = ρn ⋆∇u by Lemma 5.1.9, it follows from
Young’s inequality that

‖ρn ⋆ u‖W 1,∞ ≤ ‖ρn‖Lr′‖u‖W 1,r ,

and the result follows.
Step 3. Conclusion. Let R > 0, let KR be as in the statement of the

proposition, and let ε > 0. Given n ≥ 1, set Kn = {ρn ⋆ u; u ∈ K} and Kn
R =

{u|BR
; u ∈ Kn}. Fix n large enough so that

sup
u∈K

‖u− ρn ⋆ u‖Lr ≤ ε

2
. (5.5.4)

Such a n exists by (5.5.1). It follows from (5.5.3) that Kn is a set of uniformly Lip-
schitz continuous functions on RN . By Ascoli’s theorem, Kn

R is relatively compact
in L∞(BR), thus in Lr(BR). Therefore, Kn

R can be covered by a finite number of
balls of radius ε/2 in Lr(BR). By (5.5.4), we see that KR can be covered by a finite
number of balls of radius ε. Since ε > 0 is arbitrary, this shows compactness. �
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Corollary 5.5.2. Let Ω ⊂ RN be an open subset, let 1 ≤ r < ∞ and let
(un)n≥0 be a bounded sequence of W 1,r

0 (Ω). There exist u ∈ Lr(Ω) and a subse-
quence (unk

)k≥0 such that unk
→ u a.e. in Ω and in Lr(Ω ∩BR), for any R <∞,

as k → ∞.

Proof. We first consider the case Ω = RN . It follows from Proposition 5.5.1
applied with R = 1 that there exist n(1, k) → ∞ as k → ∞ and w1 ∈ Lr(B1)
such that un(1,k) → w1 in Lr(B1) and a.e. in B1. We now apply Proposition 5.5.1
with R = 2 to the sequence (un(1,k))k≥0. It follows that there exist a subsequence
n(2, k) → ∞ as k → ∞ and w2 ∈ Lr(B2) such that un(2,k) → w2 in Lr(B2) and
a.e. in B2. By recurrence, we construct n(ℓ, k) → ∞ as k → ∞ and (wℓ)ℓ≥1

with wℓ ∈ Lr(Bℓ) such that un(ℓ,k) → wℓ in Lr(Bℓ) and a.e. in Bℓ. Moreover,
(n(ℓ, k))k≥0 is a subsequence of (n(m, k))k≥0 for ℓ > m, i.e. for every k ≥ 0, there
exists k′ ≥ k such that n(ℓ, k) = n(m, k′). We set nk = n(k, k). Since n(k, k) is a
subsequence of n(ℓ, k) for any ℓ ≥ 1, we see that unk

→ wℓ in Lr(Bℓ) and a.e. in
Bℓ. In particular, wℓ ≡ wm on Bm if ℓ ≥ m. We now set u ≡ wℓ on Bm, for ℓ ≥ m.
We have unk

→ u in Lr(BR) and a.e. in BR, for any R <∞. In particular,

‖u‖Lr(BR) = lim
k→∞

‖unk
‖Lr(BR) ≤ lim sup

n→∞
‖un‖Lr(RN ).

We deduce that u ∈ Lr(RN ). Since unk
→ u a.e. in BR for any R < ∞, we

conclude that unk
→ u a.e. in RN .

We now consider the case of an arbitrary domain Ω ⊂ RN . Let (un)n≥0 be as
above and set

ũn(x) =

{
un(x) if x ∈ Ω,

0 if x ∈ RN \ Ω,
so that the sequence (ũn)n≥0 is bounded in W 1,r(RN ). (See Remark 5.1.10 (iv).)
It follows from what precedes that there exist ũ ∈ Lr(RN ), supported in Ω, and
a subsequence (ũnk

)k≥0 such that ũnk
→ ũ as k → ∞ in Lr(BR) for any R < ∞

and a.e. in RN . The result now follows by setting u = ũ|Ω. This completes the
proof. �

Lemma 5.5.3. Let Ω be an open subset of RN . Let 1 ≤ r ≤ ∞, let (un)n≥0 be
a bounded sequence of Lr(Ω) and let u ∈ L1

loc(Ω). Suppose that
∫

Ω

unϕ −→
n→∞

∫

Ω

uϕ, (5.5.5)

for all ϕ ∈ C∞
c (Ω) (which is satisfied in particular if un → u in L1(ω) for every

ω ⊂⊂ Ω). Then u ∈ Lr(Ω) and

‖u‖Lr ≤ lim inf
n→∞

‖un‖Lr . (5.5.6)

Moreover, if r > 1 then (5.5.5) holds for all ϕ ∈ Lr′(Ω). In addition, if 1 < r <∞
and if ‖un‖Lr → ‖u‖Lr as n→ ∞, then un → u in Lr(Ω).

Suppose further that 1 < r < ∞ and that (un)n≥0 is a bounded sequence of

W 1,r
0 (Ω). It follows that u ∈W 1,r

0 (Ω),
∫

Ω

∇unϕ −→
n→∞

∫

Ω

∇uϕ, (5.5.7)

for all ϕ ∈ Lr′(Ω) and

‖∇u‖Lr ≤ lim inf
n→∞

‖∇un‖Lr . (5.5.8)

If in addition ‖∇un‖Lr → ‖∇u‖Lr as n→ ∞, then ∇un → ∇u in Lr(Ω).
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Proof. We claim that for all u ∈ L1
loc(Ω),

‖u‖Lr = sup
{∣∣∣
∫

Ω

uϕ
∣∣∣; ϕ ∈ C∞

c (Ω), ‖ϕ‖Lr′ = 1
}
. (5.5.9)

If r > 1, this is immediate because Lr′(Ω)⋆ = Lr(Ω) and C∞
c (Ω) is dense in

Lr′(Ω). Suppose now r = 1 and suppose u 6= 0 (the case u = 0 is immediate). Fix
0 < M < ‖u‖L1 ≤ ∞. There exists a compact set K ⊂ Ω such that

∫

K

|u| > M.

Let

h(x) =

{
u(x)
|u(x)| if u(x) 6= 0 and x ∈ K,

0 if u(x) = 0 or x 6∈ K.

We have h ∈ L∞(Ω), ‖h‖L∞ = 1. Moreover, h has compact support in Ω and
∫

Ω

uh =

∫

K

|u| > M.

Let (ρn)n≥0 be a smoothing sequence and set hn = (ρn ⋆ h)|Ω. For n large enough,
we have hn ∈ C∞

c (Ω). Moreover, up to a subsequence, hn → h a.e. In addition,
‖hn‖L∞ ≤ ‖h‖L∞ = 1. By dominated convergence, we deduce

∫

Ω

uhn −→
n→∞

∫

Ω

uh > M ;

and so,

sup
{∣∣∣
∫

Ω

uϕ
∣∣∣; ϕ ∈ C∞

c (Ω), ‖ϕ‖Lp′ = 1
}
≥M.

Since M < ‖u‖L1 is arbitrary, we deduce

sup
{∣∣∣
∫

Ω

uϕ
∣∣∣; ϕ ∈ C∞

c (Ω), ‖ϕ‖Lp′ = 1
}
≥ ‖u‖L1.

The converse inequality being immediate, (5.5.9) follows. Now, since
∣∣∣
∫

Ω

unϕ
∣∣∣ ≤ ‖un‖Lr‖ϕ‖Lr′ ,

(5.5.6) follows from (5.5.5) and (5.5.9). The fact that if r > 1, then (5.5.5) holds

for all ϕ ∈ Lr′(Ω) follows by density of C∞
c (Ω) in Lr′(Ω).

Suppose now that 1 < r < ∞, that ‖un‖Lr → ‖u‖Lr as n → ∞ and let us
show that un → u in Lr(Ω). If ‖u‖Lr = 0, then the result is immediate. Therefore,
we may assume that ‖u‖Lr 6= 0, so that also ‖un‖Lr 6= 0 for n large. Let then
ũ = ‖u‖−1

Lru and ũn = ‖un‖−1
Lr un. It follows that

‖ũn‖Lr = ‖ũ‖Lr = 1.

Furthermore, (5.5.5) is satisfied with u and un replaced by ũ and ũn. Setting w = 2ũ
and wn = ũ + ũn, we deduce that (5.5.5) is satisfied with u and un replaced by w
and wn. In particular, it follows from what precedes that ‖w‖Lr ≤ lim inf ‖wn‖Lr .
Since ‖w‖Lr = 2 and ‖wn‖Lr ≤ ‖ũ‖Lr + ‖ũn‖Lr = 2, it follows that

‖wn‖Lr −→
n→∞

2.

If r ≥ 2, we have Clarkson’s inequality (see e.g. Hewitt and Stromberg [26])

‖ũn − ũ‖rLr ≤ 2r−1(‖ũ‖rLr + ‖ũn‖rLr)− ‖ũ+ ũn‖rLr .
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Therefore, ‖ũn− ũ‖Lr → 0, from which it follows that un → u in Lr(Ω). In the case
r ≤ 2, the conclusion is the same by using Clarkson’s inequality (see e.g. Hewitt
and Stromberg [26])

‖ũn − ũ‖
r

r−1

Lr ≤ 2(‖ũ‖rLr + ‖ũn‖rLr)
1

r−1 − ‖ũ+ ũn‖
r

r−1

Lr .

Suppose finally that 1 < r < ∞ and that (un)n≥0 is a bounded sequence of

W 1,r
0 (Ω). If ϕ ∈ C∞

c (Ω), then for all j ∈ {1, . . . , N}

−
∫

Ω

∂un
∂xj

ϕ =

∫

Ω

un
∂ϕ

∂xj
−→
n→∞

∫

Ω

u
∂ϕ

∂xj
, (5.5.10)

by (5.5.5). Set now

fj(ϕ) = −
∫

Ω

u
∂ϕ

∂xj
,

for ϕ ∈ C∞
c (Ω). It follows from (5.5.10) and the boundedness of the sequence

(un)n≥0 in W 1,r(Ω) that

|fj(ϕ)| ≤ C‖ϕ‖Lr′ .

Therefore, f can be extended by continuity and density to a linear, continuous
functional on Lr′(Ω). Since Lr′(Ω)⋆ = Lr(Ω), there exists gj ∈ Lr(Ω) such that

fj(ϕ) =

∫

Ω

gjϕ,

for all ϕ ∈ C∞
c (Ω) and by density, for all ϕ ∈ Lr′(Ω). This implies that

∫

Ω

u
∂ϕ

∂xj
= −

∫

Ω

gjϕ,

for all ϕ ∈ C∞
c (Ω). Thus u ∈W 1,r(Ω). (5.5.7) follows from (5.5.10) and the above

identity. The last properties follow by using (5.5.7) and applying the first part of
the result to ∇un instead of un. �

We can now establish the compact sobolev embeddings.

Theorem 5.5.4 (Rellich-Kondrachov). Let Ω ⊂ RN be a bounded, open set,

and let 1 ≤ r <∞. It follows that the embedding W 1,r
0 (Ω) →֒ Lr(Ω) is compact.

Proof. Let (un)n≥0 be a bounded sequence ofW 1,r
0 (Ω). It follows from Corol-

lary 5.5.2 that there exist u ∈ Lr(Ω) and a subsequence (unk
)k≥0 such that unk

→ u
in Lr(Ω) as k → ∞. This completes the proof. �

In fact, we have the following stronger result.

Theorem 5.5.5. Let Ω ⊂ RN be a bounded, open set, let 1 ≤ r <∞ and set

r =

{
∞ if r ≥ N,
Nr
N−r if r < N.

If (un)n≥0 is a bounded sequence of W 1,r
0 (Ω), then there is a subsequence (unk

)k≥0

and u ∈ Lr(Ω) such that unk
→ u in Lr(Ω) as k → ∞. Moreover, the following

properties hold.

(i) u ∈ Lr(Ω) (u ∈ Lρ(Ω) for all 1 ≤ ρ < r if r = N ≥ 2) and un → u in Lp(Ω)
for all 1 ≤ p < r.

(ii) If r > 1, then u ∈ W 1,r
0 (Ω) and

∫

Ω

∇unk
ϕ −→

k→∞

∫

Ω

∇uϕ,



120 5. APPENDIX: SOBOLEV SPACES

for all ϕ ∈ Lr′(Ω). In particular,

‖∇u‖Lr ≤ lim inf
k→∞

‖∇unk
‖Lr .

If, in addition, ‖∇u‖Lr = lim ‖∇unk
‖Lr as k → ∞, then unk

→ u inW 1,r
0 (Ω).

Proof. The first part of the result follows from Theorem 5.5.4. Next, except
in the case r = N ≥ 2, it follows from Theorem 5.4.14 that (un)n≥0 is bounded
in Lr(Ω), from which we deduce u ∈ Lr(Ω). (See Lemma 5.5.3.) In the case
r = N ≥ 2, it follows from Theorem 5.4.14 that (un)n≥0 is bounded in Lp(Ω) for
any p < ∞, from which we deduce u ∈ Lp(Ω) for all p < ∞. Property (i) now
follows from the Lr bound (or Lp bound for all p < ∞ if r = N ≥ 2) and the
Lr convergence by applying Hölder’s inequality to unk

− u. Finally, property (ii)
follows from Lemma 5.5.3. �

Remark 5.5.6. If Ω is not bounded, we still have a local compactness result.
Given R > 0, set ΩR = {x ∈ Ω; |x < R|}. Given any bounded sequence (un)n≥0

of W 1,r
0 (Ω), there exist a subsequence (unk

)k≥0 and u ∈ Lr(Ω) such that unk
→ u

as k → ∞, a.e. in Ω and in Lr(ΩR) for every R < ∞. Moreover, the following
properties hold.

(i) If r = N = 1, then u ∈ L∞(Ω) and unk
→ u in Lp(ΩR) for every p < ∞

and every R < ∞. In addition, ‖u‖Lp ≤ lim inf ‖un‖Lp as n → ∞ for every
1 ≤ p ≤ ∞.

(ii) If N ≥ 2 and 1 ≤ r < N , then u ∈ L
Nr

N−r (Ω) and unk
→ u in Lp(ΩR) for every

p < Nr/(N − r) and every R < ∞. In addition, ‖u‖Lp ≤ lim inf ‖un‖Lp as
n→ ∞.

(iii) If N ≥ 2 and r = N , then u ∈ Lp(Ω) and unk
→ u in Lp(ΩR) for every p <∞

and every R <∞. In addition, ‖u‖Lp ≤ lim inf ‖un‖Lp as n→ ∞.
(iv) If r > N , then u ∈ L∞(Ω) and unk

→ u in L∞(ΩR) for every R < ∞. In
addition, ‖u‖Lp ≤ lim inf ‖un‖Lp as n→ ∞ for every r ≤ p ≤ ∞.

(v) If r > 1, then u ∈ W 1,r
0 Ω) and

∫

Ω

∇unk
ϕ −→

k→∞

∫

Ω

∇uϕ,

for all ϕ ∈ Lr′(Ω). In particular,

‖∇u‖Lr ≤ lim inf
k→∞

‖∇unk
‖Lr .

If moreover ‖∇u‖Lr = lim ‖∇unk
‖Lr and ‖u‖Lr = lim ‖unk

‖Lr as k → ∞,

then unk
→ u in W 1,r

0 (Ω).

Those properties are proved like Theorem 5.5.5, except for the local convergence
in (i)–(iv). This follows by applying Theorem 5.5.5 to the sequence (ξun)n≥0, where
ξ ∈ C∞

c (RN ) is such that ξ(x) = 1 for |x| ≤ R.

Corollary 5.5.7. Suppose Ω ⊂ R
N is a bounded open set. Let 1 < r < ∞

and let m ≥ 1 be an integer. If

p =

{
∞ if mr ≥ N,

Nr
N−mr if mr < N,

then the embeddings Wm,r
0 (Ω) →֒ Lp(Ω) and Lp′

(Ω) →֒W−m,r′ are compact for all
1 ≤ p < p.

Proof. We first observe that by Theorem 5.5.4, the embedding W 1,r
0 (Ω) →֒

Lr(Ω) is compact, hence the embedding Wm,r
0 (Ω) →֒ L1(Ω) is also compact. Ap-

plying Theorem 5.4.14 and Hölder’s inequality, we deduce that if 1 ≤ p < p, then
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the embedding Wm,r
0 (Ω) →֒ Lp(Ω) is compact. This proves the first part of the

result, and the second part follows from the abstract duality property of Proposi-
tion 5.1.19 (iii). �

5.6. Compactness properties in RN

In the case of unbounded domains, compactness may fail for various reasons.
Consider for example the case Ω = RN . Let ϕ ∈ C∞

c (RN ), ϕ 6≡ 0, and let y ∈ RN ,
y 6= 0. Setting un(x) = ϕ(x− ny), it is clear that (un)n≥0 is bounded in W 1,r(RN )
for any 1 ≤ r < ∞. On the other hand, one sees easily that given any R > 0,
un ≡ 0 on BR for n large enough, so that the limit u given by Corollary 5.5.2 is 0.
On the other hand, un 6→ u in Lr(RN ) since ‖un‖Lr = ‖ϕ‖Lr 6= 0. However, one
sees that the sequence is relatively compact in Lr(RN ), up to a translation (since
this is how the sequence was constructed).

One can also consider z ∈ RN , z 6= 0, z 6= y and set un(x) = ϕ(x − ny) +
ϕ(x − nz). In this case, un also converges locally to 0 and for n large enough
‖un‖Lr = 2‖ϕ‖Lr . However, in this case, one verifies easily that the sequence is not
relatively compact up to a translation. Indeed the sequence splits in two parts, each
of which is relatively compact up to translations, but with different translations.

Another case of noncompactness is the following. For n ≥ 1, set un(x) =

n−N
r ϕ(n−1x). Then ‖un‖Lr = ‖ϕ‖Lr . On the other hand, ‖∇un‖Lr = n−1‖∇ϕ‖Lr ,

so that un is bounded in W 1,r(RN ). However, un converges locally to 0. In this
case, the sequence is not relatively compact up to translations.

As a matter of fact, the three cases considered above describe the general
situation, as follows from the following result. For simplicity, we consider the case
r = 2, but a similar result holds in general. This result is based on the concentration
compactness techniques introduced by P.-L. Lions [32, 33].

Theorem 5.6.1. Let (un)n≥0 be a bounded sequence of H1(RN ). Suppose there
exists a > 0 such that ‖un‖2L2 → a as n → ∞. It follows that there exists a
subsequence (unk

)k≥0 which satisfies one of the following properties.

(i) (Compactness up to a translation.) There exist u ∈ H1(RN ) and a sequence
(yk)k≥0 ⊂ RN such that unk

(· − yk) → u in Lp(RN ) as k → ∞, for 2 ≤ p <
2N/(N − 2) (2 ≤ p ≤ ∞ if N = 1).

(ii) (Vanishing.) ‖unk
‖Lp → 0 as k → ∞ for 2 < p < 2N/(N − 2) (2 < p ≤ ∞ if

N = 1).
(iii) (Dichotomy.) There exist 0 < µ < a and two sequences (vk)k≥0 and (wk)k≥0

of H1(RN ) with compact support, such that

‖vk‖H1 + ‖wk‖H1 ≤ C sup{‖un‖H1 ; n ≥ 0},
and

‖vk‖2L2 → µ, ‖wk‖2L2 → a− µ,

dist (supp vk, suppwk) → ∞,

‖unk
− vk − wk‖Lp → 0 for 2 ≤ p < 2N/(N − 2),

lim sup ‖∇vk‖2L2 + ‖∇wk‖2L2 ≤ lim inf ‖∇unk
‖2L2.

as k → ∞
For the proof of Theorem 5.6.1, we will use the following estimate.

Lemma 5.6.2. If 2 < p < 2N/(N − 2) (2 < p ≤ ∞ if N = 1), then there exists
a contant C such that

‖u‖Lp(RN ) ≤ C‖u‖θH1(RN )

(
sup
y∈RN

∫

|x−y|≤1

|u(x)|2 dx
)1−θ

,
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for every u ∈ H1(RN ). Here, θ = max{2/p,N(p− 2)/2p}.

Proof. Let (Qj)j≥1 be a sequence of disjoint unit cubes of RN such that

∪j≥0Qj = RN . Let xj be the center of the cube Qj and assume for example that
x0 = 0. Let ρ ∈ C∞

c (RN ) satisfy ρ ≡ 1 on Q0 and 0 ≤ ρ ≤ 1. Let k be the
number of cubes that intersect the support of ρ. Finally, set ρj(x) = ρ(x− xj) and
p0 = 2 + 4/N . It follows from Gagliardo-Nirenberg’s inequality that

‖u‖p0

Lp0(Qj)
≤ ‖ρju‖p0

Lp0(RN ) ≤ C1‖∇(ρju)‖2L2(RN )‖ρju‖
4
N

L2(RN ).

Summing in j, we obtain

‖u‖Lp0(RN ) ≤ C1

(∑

j≥0

‖∇(ρju)‖2L2(RN )

)
sup
j≥0

‖ρju‖
4
N

L2(RN )
.

Since ‖∇(ρju)‖2L2(RN ) ≤ C2‖u‖2H1(supp (ρj))
, we deduce

∑

j≥0

‖∇(ρju)‖2L2(RN ) ≤ kC2

∑

j≥0

‖u‖2H1(Qj)
≤ kC2‖u‖2H1(RN );

and so,

‖u‖p0

Lp0(RN )
≤ kC1C2‖u‖2H1(RN ) sup

j≥0
‖ρju‖

4
N

L2(RN )
.

If R is large enough so that supp ρ ⊂ BR, we deduce that

‖u‖p0

Lp0(RN )
≤ kC1C2‖u‖2H1(RN )

(
sup
y∈RN

∫

|x−y|≤R

|u(x)|2 dx
) 4

N

.

Changing u(x) to u(R−1x), we deduce

‖u‖p0

Lp0(RN )
≤ C‖u‖2H1(RN )

(
sup
y∈RN

∫

|x−y|≤1

|u(x)|2 dx
) 4

N

.

The result now follows from Hölder’s inequality between ‖u‖L2 and ‖u‖Lp0 if 2 <
p ≤ p0, and from Gagliardo-Nirenberg’s inequality between ‖u‖Lp0 and ‖∇u‖L2 if
p > p0. �

Proof of Theorem 5.6.1. Given u ∈ H1(RN ), consider the distribution func-
tion of u,

ρ(t) = sup
y∈RN

∫

{|x−y|<t}
|u(x)|2 dx, (5.6.1)

for t ≥ 0. It follows that ρ is a nondecreasing function of t and that ρ(0) = 0,
ρ(∞) = ‖u‖2L2. Moreover, we claim that for all t ≥ 0, there exists y(t) such that

ρ(t) =

∫

{|x−y(t)|<t}
|u(x)|2 dx. (5.6.2)

Indeed, if ρ(t) = 0, we let y(t) = 0. If ρ(t) > 0, let (yj)j≥0 be a maximizing
sequence in (5.6.1). We claim that (yj)j≥0 is bounded. Otherwise, we may extract
a subsequence such that inf

0≤k≤j−1
dist (yj , yk) ≥ 2t. It follows that

∫

RN

|u(x)|2 dx ≥
∞∑

j=0

∫

{|x−yj|<t}
|u(x)|2 dx = +∞,

which is absurd. Therefore, there exists a subsequence (yjℓ)ℓ≥0 which converges
to y(t), which clearly satisfies (5.6.2). Moreover, there exist C < ∞ and θ > 0,
independent of u, such that

|ρ(t)− ρ(s)| ≤ C(tN−1 + sN−1)θ|t− s|θ‖u‖H1 , (5.6.3)
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for all s, t ≥ 0. Indeed, if t > s then

ρ(t)− ρ(s) =

∫

{|x−y(t)|<t}
|u(x)|2 dx−

∫

{|x−y(s)|<s}
|u(x)|2 dx

≤
∫

{|x−y(t)|<t}
|u(x)|2 dx−

∫

{|x−y(t)|<s}
|u(x)|2 dx

=

∫

{s<|x−y(t)|<t}
|u(x)|2 dx.

Given q > 2 such that H1(RN ) →֒ Lq(RN ), it follows that

ρ(t)− ρ(s) ≤ |{s < |x− y(t)| < t}| q−2
q ‖u‖2Lq ,

and (5.6.3) follows since |{s < |x− y(t)| ≤ t}| ≤ C(tN−1 + sN−1)|t− s|.
We now consider (un)n≥0 as above, and we denote by (ρn)n≥0 the correspond-

ing distribution functions and by yn(t) the corresponding maximizers of (5.6.1).
It follows from (5.6.3) that (ρn)n≥0 is uniformly Hölder continuous on bounded
intervals. By Ascoli’s theorem, there exists a subsequence, which we still denote by
(ρn)n≥0, which converges to a function ρ uniformly on bounded intervals. We have
ρ ≥ 0, ρ(0) = 0, and ρ is nondecreasing. Let

µ = lim
t→∞

ρ(t).

We clearly have

0 ≤ µ ≤ a.

Furthermore, we claim that, by considering again a subsequence, there exists a
sequence (tn)n≥0 such that tn > 0, tn → ∞ and

µ = lim
n→∞

ρn(tn). (5.6.4)

Indeed, for all k ≥ 1, there exists tk ≥ k such that ρ(tk) ≥ µ−1/k. Therefore, there
exists nk ≥ k such that µ− 2/k ≤ ρnk

(tk) ≤ µ+1/k. (5.6.4) follows by considering
the subsequence (ρnk

)k≥0.
Next, we observe that for n large enough, ‖un‖L2 > µ/2, and we set

ũn(x) = un(x− yn(r)),

where r is such that ρ(r) > µ/2. In particular,

ρn(r) ≥ µ/2,

for n large enough. Applying Corollary 5.5.2 and Lemma 5.5.3 to the sequence
(ũn)n≥0, we see that there exist a subsequence, which we denote again by (ũn)n≥0,
and u ∈ H1(RN ) such that ũn → u in L2(BR) for every R > 0. Moreover,
‖u‖L2 ≤ lim infn→∞ ‖ũn‖L2 = a.

We now consider separately three cases.
Case 1: µ = a. We prove that in this case, (i) occurs. We first observe that

‖u‖2L2 ≤ a = µ.

On the other hand, let µ/2 < λ < µ and let R be large enough so that ρ(R) > λ. It
follows that for n large enough, ρn(R) ≥ λ. We claim that |yn(r)− yn(R)| ≤ R+ r.
Indeed, otherwise the sets {|x− yn(r)| < r} and {|x− yn(R)| < R} are disjoint, so
that ∫

RN

|un(x)|2 dx ≥
∫

{|x−yn(r)|<r}
|un|2 +

∫

{|x−yn(R)|<R}
|un|2

= ρn(r) + ρn(R) ≥
µ

2
+ λ > µ,
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for n large enough, which is absurd. Therefore, setting R = 2r + 2R, we have∫

{|x|<R}
|ũn(x)|2 dx ≥

∫

{|x−yn(R)|<R}
|un(x)|2 dx = ρn(R) ≥ λ,

for n large. Since∫

RN

|u(x)|2 dx ≥
∫

{|x|<R}
|u(x)|2 dx = lim

n→∞

∫

{|x|<R}
|ũn(x)|2 dx,

we obtain ‖u‖2L2 ≥ λ. Letting λ ↑ µ, we deduce ‖u‖2L2 ≥ µ, thus ‖u‖2L2 = µ. By

Lemma 5.5.3, this implies that ũn → u in L2(RN ), which proves (i) for p = 2,
with yn = yn(r). The case of an arbitrary p as in (i) now follows from Gagliardo-
Nirenberg’s inequality.

Case 2: µ = 0. We prove that in this case, (ii) occurs. Indeed, we have
ρn(1) → 0, so that

sup
y∈RN

∫

{|x−y|<1}
|un(x)|2 dx −→

n→∞
0.

Property (iii) now follows from Lemma 5.6.2.
Case 3: 0 < µ < a. We prove that in this case, (iii) occurs. We first show

that
µ = lim

n→∞
ρn(tn/2). (5.6.5)

Indeed, we have ρn(tn/2) ≤ ρn(tn), so that lim sup ρn(tn/2) ≤ µ by (5.6.4). On the
other hand, let t > 0 and let n be large enough so that tn/2 ≥ t. It follows that

ρn(tn/2) ≥ ρn(t) −→
n→∞

ρ(t);

and so, lim inf ρn(tn/2) ≥ ρ(t). Letting t→ ∞, we deduce that lim inf ρn(tn/2) ≥ µ,
which proves (5.6.5). Next, we choose τn > 0 such that

∫

{|x−yn(tn/2)|<τn}
|un|2 ≥ ‖un‖2L2 − 1

n
. (5.6.6)

It follows that for n large enough, τn > tn. Finally, let θ ∈ C∞([0,∞)) satisfy
θ(t) ≡ 1 for 0 ≤ t ≤ 1/2, θ(t) ≡ 0 for t ≥ 5/8 and 0 ≤ θ ≤ 1. Let ϕ ∈ C∞([0,∞))
be such that ϕ(t) ≡ 0 for 0 ≤ t ≤ 7/8, ϕ(t) ≡ 1 for t ≥ 1 and 0 ≤ ϕ ≤ 1. For n ≥ 0,
let 



θn(x) = θ

(
|x−yn(tn/2)|

tn

)
,

ϕn(x) = ϕ
(

|x−yn(tn/2)|
tn

)
θ
(

|x−yn(tn/2)|
2τn

)
,

for x ∈ RN . Note that θn vanishes for |x− yn(tn/2)| ≥ 5tn/8 and that ϕn vanishes
for |x − yn(tn/2)| ≤ 7tn/8 and |x − yn(tn/2)| ≥ 5τn/4. Moreover, θn = 1 for
|x− yn(tn/2)| ≤ tn/2 and ϕn = 1 for tn ≤ |x− yn(tn/2)| ≤ τn if n is large enough
so that τn > tn. In addition,

|∇θn|+ |∇ϕn| ≤ C
( 1

tn
+

1

τn

)
≤ C

tn
. (5.6.7)

We now define the sequences (vn)n≥0 and (wn)n≥0 by

vn(x) = θn(x)un(x),

wn(x) = ϕn(x)un(x).

In particular, (vn)n≥0 ⊂ H1(RN ), (wn)n≥0 ⊂ H1(RN ), and both vn and wn have
compact support. Moreover, one sees easily that

dist (supp vn, suppwn) ≥ tn/8 −→
n→∞

+∞, (5.6.8)

and
‖vn‖H1 + ‖wn‖H1 ≤ C‖un‖H1 . (5.6.9)
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Furthermore,

ρn(tn/2) =

∫

{|x−yn(tn/2)|<tn/2}
|un|2 ≤

∫

RN

|vn|2

≤
∫

{|x−yn(tn/2)|<tn}
|un|2 ≤

∫

{|x−yn(tn)|<tn}
|un|2 = ρn(tn),

so that
‖vn‖2L2 −→

n→∞
µ, (5.6.10)

by (5.6.4) and (5.6.5). Note also that |un − vn −wn| ≤ |un|. Since un − vn −wn is
supported in {tn/2 < |x − yn(tn/2)| < tn} ∪ {|x − yn(tn/2)| > τn}, we deduce, by
applying (5.6.4), (5.6.5) and (5.6.6) that

‖un − vn − wn‖2L2 ≤
∫

{tn/2<|x−yn(tn/2)|<tn}
u2n +

∫

|x−yn(tn/2)|<τn}
u2n

≤ ρn(tn)− ρn(tn/2) +
1

n
,

(5.6.11)

so that
‖un − vn − wn‖2L2 −→

n→∞
0. (5.6.12)

By (5.6.10) and (5.6.8), we obtain in particular

‖wn‖2L2 −→
n→∞

a− µ.

Next, by using Gagliardo-Nirenberg’s inequality together with (5.6.9) and (5.6.12),
we deduce that

‖un − vn − wn‖Lp −→
n→∞

0,

for 2 ≤ p < 2N/(N − 2) (2 ≤ p ≤ ∞ if N = 1). Finally,

|∇un|2 − |∇vn|2 − |∇wn|2 = (1− θ2n − ϕ2
n)|∇un|2

− (|∇θn|2 + |∇ϕn|2)|un|2 − 2(θn∇θn + ϕn∇ϕn)un∇un

≥ −C

t2n
|un|2 −

C

tn
|un| |∇un|;

and so,
∫

RN

|∇un|2 −
∫

RN

|∇vn|2 −
∫

RN

|∇wn|2

≥ −C

t2n
‖un‖2L2 − C

tn
‖un‖L2‖∇un‖L2 −→

n→∞
0.

Therefore, (iii) is satisfied. �

For spherically symmetric functions in dimension N ≥ 2, the situation is sim-
pler, and we have the following compactness result of Strauss [42].

Theorem 5.6.3. Suppose N ≥ 2. If (un)n≥0 ⊂ H1(RN ) is a bounded sequence
of spherically symmetric functions, then there exist a subsequence (unk

)k≥0 and
u ∈ H1(RN ) such that unk

−→
k→∞

u in Lp(RN ) for every 2 < p < 2N/(N − 2) (2 <

p <∞ if N = 2).

Proof. We proceed in three steps.
Step 1. Let (un)n≥0 be a bounded sequence of H1(RN ). Assume that

un(x) → 0 as |x| → ∞, uniformly in n ≥ 0, i.e. for every ε > 0 there exists R <∞
such that |un(x)| ≤ ε for almost all |x| ≥ R and all n ≥ 0. It follows that there
exist a subsequence (unk

)k≥0 and u ∈ H1(RN ) such that unk
→ u in Lp(RN ) as

k → ∞, for all R <∞ and all 2 < p < 2N/(N − 2).
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Indeed, by Remark 5.5.6, there exist a subsequence (unk
)k≥0 and u ∈ H1(RN )

such that unk
→ u in Lp(BR) for any R < ∞ and a.e. in RN . In particular, u(x)

converges to 0 as x→ ∞. We have

‖unk
− u‖Lp(RN ) = ‖unk

− u‖Lp(BR) + ‖unk
− u‖Lp({|x|>R})

≤ ‖unk
− u‖Lp(BR) + ‖unk

− u‖
p−2
p

L∞({|x|>R})‖unk
− u‖L2(RN ).

Let δ > 0. By uniform convergence, there exists R <∞ such that

‖unk
− u‖

p−2
p

L∞({|x|>R})‖unk
− u‖L2(RN ) ≤

δ

2
.

Next, R being chosen, for k large enough we have

‖unk
− u‖Lp(BR) ≤

δ

2
;

and so, ‖unk
− u‖Lp(RN ) ≤ δ. Hence the result.

Step 2. If u ∈ H1(RN ) is spherically symmetric, then

|x|N−1
2 |u(x)| ≤

√
2‖u‖L2‖∇u‖L2, (5.6.13)

for a.a. x ∈ RN .
By truncation and regularisation, there exists a sequence of spherically sym-

metric functions (un)n≥0 ⊂ C∞
c (RN ) such that un → u as n → ∞, in H1(RN )

and a.e. Therefore, we need only establish the estimate for spharically symmetric,
smooth functions. In this case,

rN−1u(r)2 = −
∫ ∞

r

d

ds
(sN−1u(s)2) ds ≤ 2

∫ ∞

r

sN−1u(s)u′(s) ds.

The result now follows from Cauchy-Schwarz inequality.
Step 3. Conclusion. We deduce from the estimate (5.6.13) that un(x) → 0

as |x| → ∞, uniformly in n ≥ 0, and the conclusion follows from Step 1. �

Remark 5.6.4. The conclusion of Theorem 5.6.3 could also be obtained by
using Theorem 5.6.1 and the estimate (5.6.13).

Remark 5.6.5. Suppose N ≥ 2. Let R > 0 and Ω = {x ∈ RN ; |x| > R}.
Let W be the subspace of H1

0 (Ω) of radially symmetric functions. Given u ∈ W ,
we may extend u by 0 outside Ω in order to obtain a radially symmetric function
of H1(RN ). By applying (5.6.13), we deduce that W →֒ L∞(Ω). Arguing as in
Theorem 5.6.3, one shows that if (un)n≥0 ⊂ W is a bounded sequence, then there
exist a subsequence (unk

)k≥0 and u ∈W such that unk
→ u in Lp(RN ) as k → ∞,

for every 2 < p <∞.
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