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UM ESTUDO ANALÍTICO E EXPERIMENTAL DA EVOLUÇÃO DO

EMBARQUE DE ÁGUA E DO CARREGAMENTO VERTICAL

RELACIONADO

Jassiel Vladimir Hernández Fontes

Maio/2018

Orientadores: Sergio Hamilton Sphaier

Marcelo de Araujo Vitola

Programa: Engenharia Oceânica

Estruturas costeiras, navais e offshore estão expostas ao problema de embar-

que de água no convés. Métodos anaĺıticos ajudam na pesquisa do embarque de

água devido à praticidade na implementação e ao baixo custo computacional com-

parados com métodos numéricos. Entretanto, métodos anaĺıticos clássicos tendem

a superestimar as amplitudes da água embarcada e as cargas verticais derivadas,

não considerando a tendência real do fenômeno. A presente tese visa investigar

o problema de embarque de água por métodos anaĺıticos e experimentais alterna-

tivos que permitam um melhor entendimento da sua evolução e do carregamento

vertical gerado. O problema de embarque de água foi modelado pela equação de

advecção-difusão. Um modelo de convolução, solução dessa equação, foi proposto

para estimar a evolução da água embarcada e as cargas verticais derivadas no convés

de uma estrutura fixa retangular, considerando efeitos de atrito do fundo de uma

maneira prática. Uma pesquisa experimental alternativa foi realizada para validar

o método anaĺıtico. Esta consiste na geração de eventos de embarque de água isola-

dos de uma maneira sistemática usando o método de wet dam-break. Os resultados

anaĺıticos obtidos para as elevações de água e as cargas verticais apresentaram boa

concordância com os experimentos, aproximando as tendências e os valores máximos

das séries temporais experimentais, melhorando os resultados obtidos com o método

tradicional de dam-break.
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Coastal, naval and offshore structures are exposed to the problem of shipping

of water on their decks. Analytical approaches are useful for the shipping water

research because of their practical implementation and low computational cost com-

pared with numerical approaches. However, classical analytical methods tend to

overestimate the shipping water amplitudes and derived vertical loading, disregard-

ing the real tendency of the phenomenon. The present thesis aims to investigate the

shipping water problem by alternative analytical and experimental methods that

allow a better understanding of its evolution and generated vertical loading. The

shipping water problem was modelled by the advection-diffusion equation. A con-

volution model, solution of this equation, was proposed to estimate shipping water

evolution and derived vertical loads on deck of a rectangular fixed structure, consid-

ering frictional effects of the bottom in a practical way. An alternative experimental

investigation was performed to validate the analytical approach. It consisted in

generating isolated shipping water events in a systematic way using the wet dam-

break approach. Obtained analytical results for water elevations and vertical loads

presented good agreement with experiments, approximating the trends and maxi-

mum values of experimental time series, improving the results obtained with the

traditional dam-break method.
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Chapter 1

Introduction

1.1 The shipping water problem

Naval and offshore structures are subjected to the problem of shipping of water on

their decks. This problem occurs when incoming waves interact with the structure

in different manners, which causes the stages of bow run-up, freeboard exceedance

and subsequent shipping of a resultant volume of water that propagates onto the

deck. Such phenomena can occur from the bow, stern or sides of fixed, moored,

free-floating or advancing structures, depending on the environmental and operation

conditions.

The shipping water problem is often related to a series of problems that affect

the operations, being possible to highlight the following:

- The shipping of water can affect the safety of the crew that operates on deck

or in superstructures. The effects of the water propagating on deck or impacting

in installations or crew checkpoints can be severe enough to cause serious human

injuries.

- Often, expensive or delicate equipment is installed over the deck, then, it may

be susceptible to damages due to unexpected and violent interactions with water.

This can also occur for delicate structural arrangements exposed to the shipping

water flow.

- The overloading caused by the water-on-deck has an effect in the six motions

of floating, moored or advancing bodies. This may produce alterations in the ship

dynamics and manoeuvrability for which they were designed to operate. The ship-

ping water loading may contribute highly to the vertical motions; however, it has

been verified recently that it may also contribute significantly to the parametric roll

in ships (GRECO et al. [1]). On the other hand, for fixed structures such as fixed

platforms, the shipping water loading can cause dynamic effects, yielding ringing

and fatigue of substructures.
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Figure 1.1: Experimental observations of shipping water events on a fixed structure
obtained with broken (left) unbroken (right) incoming waves.

The shipping water may be presented in different scenarios (GRECO et al. [2, 3]),

depending on the characteristics of the incoming wave (e.g., steepness, velocity), as

well as the geometry of the structure (e.g., rectangular, curved, plane, inclined, etc.)

and its operational conditions (e.g., fixed, moored, controlled, free motion). Combi-

nation of these factors may originate different types of wave-structure interactions,

yielding different types of shipping water events. By way of example, Figure 1.1

presents some figures of two different types of shipping water on a barge-shaped

fixed structure, which were obtained from experimental observations. In both cases,

the structure has the same geometry (rectangular) and operation conditions (fixed);

however, the incoming waves are different for each case. Images to the left of Fig.

1.1 consider a broken incident wave, whereas the ones to the right consider an ubro-

ken wave. In both cases, an initial bow run-up stage due to the wave interaction

with the vertical wall and a subsequent shipping of water onto the deck occurred.

However, both cases presented different shipping water patterns. It can be observed

that the case with the unbroken wave presented a compact and uniform mass of

water shipping on the deck, forming a small plunging at the bow edge, whereas the

case with the broken wave presented shipping of water in the form of a water splash
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Figure 1.2: A resemblance of types of shipping water that may be obtained with
single unbroken waves interacting with a barge-shaped fixed structure. (a) Dam-
Break type (DB). (b) Plunging-Dam-Break type (PDB). (c) Hammer-Fist type (HF)

that subsequently ships onto the deck in the form of a fluid arm.

Although differences in the shipping water phenomena between model and pro-

totype scales are always presented, the events shown in the Fig.1.1 may help to

describe the shipping water events that can be expected in real cases for ships and

offshore structures, namely, white water and green water. The former, receives its

name because a flip-through phenomena may cause significant loading to the front

of the structure due to direct impact (GRECO et al. [3]), yielding to a rapid upward
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flow of water that commonly originates a spray. The latter can be defined as a

compact mass of water (i.e., resembling an uniform volume of water) invading the

deck. This phenomenon received its name because in the prototype scale, if it is

seen from an specific point of view, it may present a green color aspect. The green

water problem (hereafter referred just as shipping water) is the one that may cause

serious problems to operations because of the large volume of water involved, so, it

has been a topic of interest for naval and ocean researchers nowadays.

Some types of green water events, obtained by the interaction of unbroken waves

with barge-shaped fixed structures, have been identified experimentally in the liter-

ature, considering regular wave trains (GRECO et al. [3]) and single waves (bores)

(HERNÁNDEZ-FONTES et al. [4, 5]). Based on the descriptions of these works,

the possible types of events are defined as dam-break (DB), plunging-dam-break

(PDB) and hammer-fist (HF), as resembled in Fig.1.2.

The DB-type (Fig.1.2a) can be briefly described as a wavefront (small water

jet downstream) followed by a body of water. It received such a name because its

similarity with the dry-dam-break flow. Conversely, in the PDB (Fig.1.2b), there is

the formation of a plunging wave at bow edge that forms a small cavity. Then, two

small water jets are formed as the water floods the deck. At longer distances from

the edge, the cavity is trapped by the flow, and the event resembles the DB type.

In the HF (Fig.1.2c), it can be observed the formation of a fluid arm suspended at

the bow edge that forms a very large cavity over the deck. At the initial stages of

this event, the crest of the flow over the bow edge is very sharp. Also, it can be

observed that the thickness of the fluid arm remains almost constant during some

stages of shipping. More details about the descriptions of these events can be found

in GRECO et al. [2, 3], HERNÁNDEZ-FONTES et al. [4, 5].

1.1.1 Framework and scope of the study

As described above, the shipping water problem is an important topic in coastal,

naval and offshore engineering. Among the main goals of research, prediction of the

evolution of the shipping water flow on deck of structures has been crucial, because

allows the estimation of important parameters, such as loads on deck. However,

considering the complexity of green water events, to attain realistic estimation of

water evolution on deck is a notable challenge. For its study, experimental, nu-

merical and analytical procedures are required. Nevertheless, when the objective

is concerned with preliminary design or initial risk assessment, computational and

construction costs limit the availability of numerical and experimental approaches,

respectively. Then, analytical models that allow resembling the evolution of shipping

water events, at least in an approximated way, play a remarkable role. However,
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the development of reliable analytical methodologies require, preferably, systematic

experimental studies for their validation.

Whereas analytical solutions to predict the shipping water elevations on deck

and related loading are available in literature, there is a lack of alternatives that

allow representing the shipping water evolution and its generated vertical loading

in a realistic way. Furthermore, to validate these methodologies, systematic and

detailed experimental studies, which allow the acquisition of repeatable and high-

resolution data, are also required. These studies are possible to be obtained in

simplified controlled environments, from which details of the flow evolution can be

obtained through high-speed visualization.

In this way, the development of an alternative and realistic analytical method

for shipping water evolution and loading estimation, as well as the systematic, con-

trolled and detailed experimentation for its validation are the main topics of the

present study. For such purposes, two-dimensional shipping water events on a fixed

structure, generated with unbroken incoming waves, have been considered for the

thesis. Moreover, the study is concerned with shipping water events of the green

water -class, where events of the dam-break (DB) and plunging-dam-break (PDB)

-types are considered.

1.1.2 Literature review of historical developments

Analytical approaches for shipping water vertical loading

In the naval/offshore field, the vertical loading on deck of a structure due to ship-

ping water events can be described as an initial slamming (impact) force followed by

slow-varying force (BEA et al. [6]). The former occurs during a short time because

accounts for a sudden transfer of momentum from the incoming wave to the struc-

ture, whereas the latter occurs during a longer time because is caused during the

wave inundation stage. The analytical estimation of shipping water loads, say verti-

cal loads in the concern of present work, has relevance for time-domain applications,

including ship-motion and control simulations.

A common method to estimate time series of vertical loading due to shipping

water events considers the variation of momentum of the volume of water over the

deck. When the structure is in motion, the contributions of the vertical accelerations

may be considered (BUCHNER [7]). On the other hand, when the structure is fixed

the static water head can be used for the estimation of loading, concerning the

shallow water simplifications. In both cases, the knowledge of the shipping water

evolution, or time series of water elevations over the deck at several positions, is

required.

A classical approach to estimate shipping water evolution on deck has been to
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relate the green water flow to the resulting flow from ’breaking of a dam’ from hy-

draulics (i.e., dry dam-break or dam-break for short). The dry dam-break approach

consists in assuming a hypothetical vertical wall (dam), retaining an infinite amount

of water with initial depth. After the dam is removed (’breaks’) instantaneously, a

sudden release of water occurs, propagating downstream onto a horizontal surface.

The most common analytical models of this kind found in literature are the Ritter’s

and Stoker’s models. Both dry dam-break models present similar solutions for the

estimation of water elevations. However, in the Stoker’s model, the dam-break ap-

proach was extended considering wet-bed conditions on the downstream (i.e., wet

dam-break problem, STOKER [8]). This approach, which allowed the analysis of the

generation of bores or hydraulic jumps downstream (STOKER [8], NAKAGAWA

et al. [9]), is a classical topic in the research of fluid mechanics (KLEMP et al.

[10], STANSBY et al. [11], CRESPO et al. [12]). The dry and wet dam-break solu-

tions are based on the assumptions of infinite water volume, hydrostatic pressure,

uniform vertical profile of velocities and disregarded frictional terms (MOHAPATRA

et al. [13]).

The Ritter’s and Stoker’s dry dam-break models have been used by several re-

searchers to study the green water problem, as for instance BUCHNER [7], GODA

e MIYAMOTO [14], BUCHNER [15], GRECO [16], RYU et al. [17].

One of the former applications, regarding the dry dam-break model relationship

with shipping water, was attributed to GODA e MIYAMOTO [14]. They performed

experimental tests in a two-dimensional transversal section of a ship considering

heave motion. Shipping water events were obtained through incident regular waves.

They applied the dry dam-break model of STOKER [8] to make a preliminary

analysis of the similitude and difference between analytical results and experiments.

Later on, BUCHNER [15], also discussed the applicability of the dry dam-break

approach to resemble the shipping water events obtained experimentally on the

deck of a moored FPSO model under regular waves incidence. In that paper, he

discussed the importance of relative motions in the resultant freeboard exceedance,

and presented a method for estimating loading on deck from knowledge of the ship-

ping water evolution over the deck. Such a research was further extended and

detailed in BUCHNER [7], where a more extensive experimental analysis concern-

ing loads on deck of different types of structures was carried out. In BUCHNER

[7], the application of the momentum method to estimate loads from water eleva-

tions was presented in detail and related to experimental results of some pressure

sensors located over the decks of the vessels analyzed. Although the vertical load-

ing was estimated from pressure signals obtained at some locations over the deck,

the proposed analytical approach seemed to be a potential approach for practical

estimations. In fact, it has been used in some research related to ship dynamics as
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a tool to estimate vertical loading to be included in the simulations: OGAWA et al.

[18], HERNÁNDEZ-FONTES [19], RAJENDRAN et al. [20].

GRECO [16] carried out a numerical and experimental analysis of shipping water

events in a two-dimensional experimental setup. A barge-shaped fixed structure was

installed in a wave flume, where shipping water events using trains of regular waves

were generated. Their approach, despite of simplified, allowed the understanding of

several physical aspects of such phenomena. Although one of the goals of GRECO

[16] was to perform a numerical analysis (boundary element method) to reproduce

the physics of shipping water, in her work it was also discussed the applicability

that the dry dam-break approach have in the shipping water analyses.

RYU et al. [17] performed experiments of shipping water on a fixed structure

using the focusing wave method to generate an incident broken wave interacting

with the structure. Even though they focused the attention in the kinematics of the

events using an image-based technique, they considered the dry dam-break approach

to relate the shipping water events obtained, discussing the influence of the structure

deck on the kinematics observed.

Although the dry dam-break models are common approaches to relate the ship-

ping water evolution, they tend to over-predict the shipped amount of water (HU

et al. [21]) and have limitation to assess the decay trends of water propagating on

deck. The necessity of more realistic representations of shipping water evolution on

deck of structures has motivated researchers to extend the application of the classical

dry dam-break approach. Recently, HU et al. [21] proposed an engineering approach

by means of a modification of the Ritter’s dam-break solution to get a decay effect

of the resultant time series of water elevations. In their combined wave-dam-break

approach, the initial condition of the Ritter’s formulation was varied artificially,

obtaining outputs that resembled the trends of water elevations at some positions

over the deck. The model was compared with numerical results obtained with rogue

waves shipping on a fixed structure, capturing water elevations in a close way in

some cases.

From another point of view, some alternatives to classical dam-break approaches

to represent the shipping water evolution over the deck are the convolution models.

These approaches have been idealized from relating open-channel flow (also found in

literature as flooding waves) concepts to the shipping water problem. In hydrological

applications, a well known model to represent the evolution of water in rivers and

channels is the Hayami convolution model (HCM, HAYAMI [22]), obtained from

neglecting the acceleration terms in the Saint-Venant equations, which are commonly

used to describe open-channel flows (CHANSON [23]). To the best of the author

knowledge, the primary reference that applied a flood-wave convolution model to

the shipping water evolution problem was OGAWA et al. [24]. They adapted the
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Hayami convolution model to relate the shipping water events on a ship with forward

speed to the flow in a river/channel. They used some empirical assumptions to relate

such an approach in the estimation of shipping water elevation time series on the

deck. Basically, they added an approximate three-dimensional effect multiplying

the Hayami model by a ratio of the breadth of the incoming water volume and ship

breadth. It seemed that the main assumption made was to consider the channel/river

mean propagation velocity as the ship velocity. Thereby, the coefficients required to

apply the HCM were both related to the ship velocity. Comparisons were made with

experimental results for the water elevations at some positions over the deck. Results

seemed to reproduce the tendency of the events; however, details of implementation

were lacking. Then, the model was used to estimate loading on deck. Such method

was further applied for estimating general loading in ships with forward speed by

OGAWA et al. [18] and OGAWA et al. [25].

More recently, HERNÁNDEZ-FONTES [19] and HERNÁNDEZ-FONTES et al.

[26] extended the approach of OGAWA et al. [24] to be applied to a shipping water

event on deck of a Floating Production Storage and Offloading Unit (FPSO) under

a regular wave incidence. Results obtained were compared with experimental data

from BUCHNER [27] and numerical results from NIELSEN [28]. In this application,

it was not possible to consider the ship velocity as the input parameter of the model,

as done in OGAWA et al. [24], then, a practical engineering approach was proposed

to estimate the shipping flow velocity from the regular wave particle velocities.

In HERNÁNDEZ-FONTES [19], HERNÁNDEZ-FONTES et al. [26] the obtained

results were only compared at two positions over the bow deck, being demonstrated

the potential of convolution models to represent shipping water elevations after

improving the estimation of input parameters. Moreover, it was verified the necessity

of verifying the applicability of the model at more positions over a deck.

In the studies described above, regarding the use of convolution to assess the

shipping water evolution, more detailed explanations about their development and

usage were necessary. For example, it was not clearly defined the approach followed

to consider the convection and diffusion terms in the formulation. Moreover, pre-

liminary time step analysis for implementation of the convolution was not reported,

which is of concern to capture complete water elevations at upstream positions. In

summary, there was a lack of details that would allow applying the convolution

models to generic applications, such as fixed structures considering frictional effects.

All these topics are of concern in the present study.

Experimental approaches for shipping water vertical loading

The shipping water on structures has been studied experimentally, considering mod-

els with forward speed by OGAWA et al. [24], OGAWA [29], GRECO et al. [30],
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GRECO e LUGNI [31], GRECO et al. [32], and without forward speed by COX

e ORTEGA [33], BUCHNER [34], SULISZ et al. [35], RYU et al. [36], RYU et al.

[17], FASHANU-UDOFE [37], LEE et al. [38], SONG et al. [39], SILVA [40], SILVA

et al. [41], among others. All these works have been, totally or partially, concerned

with the behavior of shipping water evolution and shipping water loads.

Experimental investigations of the loads originated from shipping water on struc-

tures are of importance in projects concerned with their design or improvement.

Main use of data extracted from experiments regards the validation of analytical or

numerical methodologies, then, it is of importance to account with systematic and

reliable procedures for their acquisition.

The experimental investigation of shipping water loads on decks of structures

has been performed in several research areas, such as coastal, ocean and offshore

engineering. A well-known practice has been the use of pressure sensors installed

over the deck, as for example GRECO et al. [32], LEE et al. [38], PHAM e VARYANI

[42], SERINALDI e CUOMO [43].

In the naval/offshore applications, LEE et al. [38] performed studies of shipping

water pressure on deck of an offshore structure by using several pressure sensors dis-

tributed over it. They considered three different bow shapes of a fixed barge-type

model under the incidence of regular waves. From their tests, temporal and spatial

distributions were analyzed, proposing a data-base for numerical model validations.

Using a similar approach to measure the vertical loads on deck of a ship with for-

ward speed, GRECO et al. [32] performed experimental tests with pressure sensors

arranged on the deck to verify the water-on-deck loads. For the case of coastal

applications, it has been of concern to study the wave loads in coastal bridges. In

this field, SERINALDI e CUOMO [43] also employed pressure sensors to measure

impulsive wave-in-deck loads, remarking the importance to know the loading gener-

ated in extreme events, such as severe storms, where the wave-on-deck can be large

enough to cause overloading.

As the shipping water vertical loads may be separated in impulsive and slow-

varying components, the use of pressure sensors may be convenient in applications

that demand to measure the impulsive loads at specific locations; however, to attain

this, adequate procedures need to be implemented for their installation, maintenance

and usage (KIM et al. [44]). This is because there are some issues related to the

correct use of pressure sensors, which should be overcome if they are employed.

Among them, it is possible to mention high costs, installation difficulties to face

them with the surface of interest, small working area (SPENCER et al. [45]), and

signal effects due to the thermal shocks (VAN NUFFEL et al. [46]). A complete

review of problems found in the use of these sensors applicable to water-structure

interactions can be found in VAN NUFFEL et al. [46].
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Alternative methods to measure vertical loading have been carried out in exper-

iments performed with coastal structures. In these cases, load cells have been em-

ployed to measure vertical wave loads in bridge-type models. For instance, BRAD-

NER [47] performed series of experiments to study wave loads on a highway bridge

superestructure. The model was free to move along the wave propagation direction

to simulate the dynamic response of the structure. They supported the model by a

load-cell arrangement, from which vertical loads were measured. One of the objec-

tives was to study impulsive and sustained wave loads. More recently, PARK et al.

[48] also used load cells to support a generic model of a coastal structure to ac-

count with an extensive data sheet of the wave-induced loads in the horizontal and

vertical directions. Using a different arrangement, MCPHERSON [49] performed

experimental testes in a bridge; however, in that case, vertical wave forces were

measured by a multi-directional load cell attached to the top of the model.

In a more generic application, concerning the slamming problem, HUERA-

HUARTE et al. [50] also addressed some issues of the use of pressure sensors to

measure hydrodynamic loading. In their experimental investigation to measure

slamming loads, they designed and improved a force panel, formed by high-frequency

response load-cell arrangement, acting as a free-fall structure to measure the slam-

ming loads at different angles of entry on a reservoir of water. They demonstrated

that it is possible to obtain reliable measurements of hydrodynamic loading by using

such type of technique, as an alternative to the use of pressure sensors.

The alternative approach of HUERA-HUARTE et al. [50] can be extended to

measure vertical loading in shipping water applications, as for example, barge-type

fixed structures. Depending on the dynamic response of the load cells employed, the

panels developed might account for the slamming (high-response) of slow-varying

(low-response) loads.

It is clear that systematic experimental studies, regarding shipping water hydro-

dynamic loading, are still necessary to validate analytical and numerical approaches.

Moreover, in the experimental scale the shipping water events are rapid (. 1 s), then,

there is still a lack of information in literature presenting synchronization of shipping

flow visualization with loading data, for which use of high-speed video and adequate

sampling rates in sensors are required. It would allow a better understanding of the

loading process. This is one of the topics of the present study.

1.2 The present study

This study is concerned with the development of an alternative analytical approach

to represent the shipping water evolution and the derived vertical loading on deck

of a fixed structure. In addition, a systematic experimental method, to acquire
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details of water evolution and vertical loading from isolated shipping water events

in a barge-shaped fixed structure, is proposed for model validation.

In the analytical investigation, the advection-diffusion equation, commonly used

in Hydrology to flood routing, was directly applied to model the shipping water

problem. A solution of this equation yielded a convolution model that has been

used to account for the water evolution (i.e., time series of water elevations) on deck

of a fixed structure. The model corresponds to a solution obtained in a semi-infinite

domain with the Green function method, considering Dirichlet-type boundary con-

ditions. It allowed considering a time series of freeboard exceedance as input. Also,

frictional effects of bottom can be included practically by means of resistance coeffi-

cients. These characteristics of the model allowed a more realistic representation of

shipping water elevations on time than classical approaches, attaining peak values

and decay trends of time series. Furthermore, the model can be extended to esti-

mate the slow-varying vertical loading on deck under the shallow waters assumptions

(i.e., hydrostatic loading). The capabilities of the proposed model to attain both,

water elevations and vertical loads, were validated against data obtained from the

experimental investigation, which was specially designed for such a purpose.

The experimental work centered on the generation of isolated shipping water

events onto a two-dimensional fixed structure representing the deck of a barge-

shaped facility. This structure was installed inside of a dam-break type installation,

where, single incoming waves (bore-type) were produced by means of the wet dam-

break approach as their mechanism of generation. This approach, which was initially

presented in HERNÁNDEZ-FONTES et al. [4, 5], allowed to control the experiment

in order to attain reproducibility of the generated events of shipping water, and to

use sensors and video at high sampling rates due to the small time intervals required

for the experiments. In the experimental investigation, the stages of incoming wave

generation and propagation as well as shipping of water on deck of a fixed structure

were analyzed in detail by means of an image-based methodology, already presented

in HERNÁNDEZ et al. [51], which was validated against conventional wave probe

measurements. High-speed video allowed the identification of details of the shipping

water events. Furthermore, an experimental technique was improved to measure the

vertical loading on the deck and dynamic ringing effects during the testing cases.

Regarding this, a force panel formed by four axial load cells (force balance hereafter)

was built and installed as a part of the deck of the structure to account for the slow-

varying shipping water vertical loads.
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1.2.1 Thesis structure

The analytical methods used in the thesis are presented in the Chapter 2. These

include the main information of the proposed model, and a brief description of

the classical dam-break approach proposed by STOKER [8]. Moreover, the sim-

plified approach to estimate vertical loading from water elevation measurements is

described.

Chapter 3 contains the experimental methods employed in the thesis. These

include a description of the experimental setup as well as the experimental tech-

niques used for the water evolution and vertical loading measurements. For the

water evolution measurements, both conventional and virtual wave probes mea-

surement procedures are briefly described. For the load measurements, details of

construction, installation and verification of the proposed technique prior to each

test are presented, including a method to analyze dynamic effects transmitted to

the structure during the wet dam-break tests.

Next, Chapter 4 presents the experimental results obtained during the investiga-

tion. First, the evolution of the incoming wave, including its generation and prop-

agation, is analyzed mainly by means of visualization involving water elevations,

longitudinal domain and time (named in this work as two-dimensional reconstruc-

tion) from virtual wave probes. In a similar way, the evolution and kinematics of

the shipping water events generated are evaluated. Then, the results obtained for

the vertical loading and the dynamic effects on the structure are presented. These

include performance of the balance and individual load cells, and acceleration mea-

surements to analyze dynamic effects.

Chapter 5 shows the analytical results obtained with the proposed model. First,

preliminary steps for model implementation are presented. These include the input

function selection, kernel time step definition and a parametric analysis to select

the adequate kernel constants (model calibration). Subsequently, application of the

model to attain the shipping water evolution in five study cases was performed and

validated against experimental data from virtual wave probes. Finally, application of

the proposed model to estimate vertical loading on deck was obtained and validated

with experiments. For the applications presented in this section (i.e. water elevations

and vertical loading), the results obtained with the proposed model were compared

against results of a classical dry dam-break approach of Stoker.

The main conclusions, findings and future research are summarized in Chapter

6 and a list of accepted publications derived from the present thesis is shown in the

Appendix E.
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1.2.2 Summary of main findings and results

• The proposed experimental approach allowed systematic and detailed studies

of isolated shipping water events. The incoming wave generation and propa-

gation as well as the shipping water evolution on-deck were two-dimensionally

reconstructed with the image-based methodology used in the present work.

It allowed to identify trends followed by flow before and after wave-structure

interaction. It was found a reflected wave that occurred during the wave run-

up stage, before the shipping of water. This may be the cause of the change

in the shipping water patterns when consecutive events are analyzed using

wave trains. Additionally, the reconstruction allowed detailed information

(i.e. virtual wave probes data at several positions over the deck) to validate

the proposed analytical methodology.

On the other hand, loading measurements allowed a better understanding of

the trends of slow-varying global vertical loads due to shipping water on barge-

shaped fixed structures. Synchronization of video snapshots with loading data

yield a detailed analysis of the loading process.

• The proposed analytical approach captured well the trends of experiments,

attaining peak values and decay trends of time series in approximated manners.

Despite of the simplifications made on its development, it allowed capturing

realistic trends of data. The extension of the model to estimate vertical loading

on deck also presented good agreement with experiments, which confirms the

potential of the proposed approach to be improved and extended to other

applications. Additionally, the capabilities of the proposed approach over the

traditional dam-break model were demonstrated for both, water elevations and

vertical loading estimations. The proposed model captured the decay trends

of results and yielded approximated information of their maximum values.
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Chapter 2

Analytical Methods

2.1 Proposed model

2.1.1 Model assumptions

The shipping water problem under study can be divided into four distinct regions,

as shown in Fig.2.1: the inflow region or the region where the incoming wave is

generated (1), the region at which the structure (obstacle) is located (2), the region

immediately downstream, which corresponds to the deck of the structure (3) and

the region where occurs the backwater effects once the on-deck flow interacts with

a rigid vertical wall. In each region, it is possible to define characteristic horizontal

velocity ”u” and layer height ”h”, where the subscripts denote each region.

(1) (2)

(3)

(4)

u3 h3

uA

uB

u1 h1

u2

h2

Incoming flow

Fixed s tructure

Figure 2.1: Division of the shipping water problem in different regions.

In the present study, let us consider the shipping water problem in the structure

deck region (3) shown in Fig.2.2. The x-direction axis corresponds to the streamwise

coordinate, whereas the z-direction axis denotes the vertical coordinate. The layer

height is denoted by η(x, t). u(x, t) represents the mean horizontal flow velocity on

deck of the structure, whereas u0 the horizontal mean flow velocity at which the
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shipping water crosses the deck edge. These velocities are always slower than the

wavefront velocity Ufront. η(0, t) represents the freeboard exceedance and η0 the

maximum freeboard exceedance during each shipping water event. D and L0 are

the height and length of the structure, respectively.

In the defined region, the cross-stream variation is neglected and it is considered

a layer of fluid of constant density, which flows over a rigid no-slip horizontal surface.

The approximations of irrotational with a boundary layer condition at bottom (deck)

are followed. In the boundary layer region viscous effects are present in the form of

shear stresses.

z

x

u

Irrotational
flow region

Boundary
layer region

u0
(x,t)(0,t)

D

Water

Structure

Bow Deck

Ufront

L0

0

FB

(x,t)

Figure 2.2: Region of interest in the present study.

It is assumed that the horizontal length-scale is greater than the vertical one

(Lx >> Lz). Thus, it is possible to formulate the problem under the shallow wa-

ter assumption, that is, disregarding the vertical accelerations and considering an

hydrostatic pressure distribution, as described in next section.

2.1.2 Model development

The Navier Stokes equations can describe the motion of the fluid over the deck

shown in Fig.2.2. If we assume that the horizontal length scale is larger than the

vertical one (Lx >> Lz), the z-direction integration of the Navier Stokes equations

yields the shallow water system of equations. These allow the description of a layer

of fluid in hydrostatic balance, bounded by a free surface and a bottom topography,

as shown in the Fig.2.3, from which it can be observed a layer of fluid bounded by a

bottom topography and a free surface. The total depth H is considered as the sum

of the undisturbed water depth h and the water elevation η. A detailed development

of the model is shown in Appendix A.
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Undisturbed
water depth

Bottom

h H=η+h

Water
elevation

Total depth

Depth-
averaged

integration

η

x

z

Figure 2.3: Euler system defining the layer of fluid bounded by bottom and free
surface.

Considering the assumptions defined above, applying corresponding kinematic

and dynamic boundary conditions at the bottom and the free surface, and making

the assumption of hydrostatic pressure, it is possible to obtain the Z-direction in-

tegrated Navier Stokes equations, also known as the two-dimensional (2D) shallow

water system of equations. The depth-integrated continuity equation is written as

follows

∂uH

∂x
+
∂η

∂t
+
∂h

∂t
+
∂vH

∂y
= 0 (2.1)

where H is the total water depth (H = η+ h), t is time, and u and v correspond to

the depth-averaged flow velocities in the x− and y− directions, respectively:

u =
1

H

∫ η

−h
udz, (2.2)

v =
1

H

∫ η

−h
vdz, (2.3)

Then, the equation (2.1) can be rewritten as:

∂H

∂t
+
∂uH

∂x
+
∂vH

∂y
= 0 (2.4)

The z−integrated momentum equation in the x−direction is expressed as (LIN [52]):

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
+

d

dx

∫ η

−h
ũũdz +

d

dy

∫ η

−h
ũṽdz =

−H
ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
+

1

ρ

∂

∂x

∫ η

−h
τxxdz +

1

ρ

∂

∂y

∫ η

−h
τxydz

+
1

ρ
τxz,η −

1

ρ
τxz,−h

(2.5)

where τxz,η and τxz,−h are the free surface and bottom shear stresses. The former is

16



considered as stress due to wind and the last as the stress due to bottom friction. ρ is

water density and Pa is the atmospheric pressure. In our case, let us consider uniform

velocity and uniform stresses in the vertical direction. With these assumptions, we

can neglect the terms due to velocity fluctuations (ũũ, ũṽ).

Let us also assume the terms ∂τxx
∂x

and ∂τxy
∂y

constant in the z−direction, due to the

independence of τxx and τxy from z. This allows to integrate the 4th and 5th terms

of the right-hand side of (2.5) in the vertical direction. Thus, the equation (2.5) can

be simplified as:

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
= −H

ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
+

H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
[τxz,η − τxz,−h]

(2.6)

From similar assumptions, the y-direction simplified shallow water moment equation

is written as follows:

∂(vH)

∂t
+
∂(uvH)

∂x
+
∂(v2H)

∂y
= −H

ρ

∂Pa
∂y
− gH ∂η

∂y
− gηH

ρ

∂ρ

∂y
+

H

ρ

∂τyx
∂x

+
H

ρ

∂τyy
∂y

+
1

ρ
[τyz,η − τyz,−h]

(2.7)

Next, the 2D (z−integrated Navier Stokes equations) shallow water system of equa-

tions (2.1), (2.6) and (2.7), are integrated along the y-direction (from −B/2 to B/2)

of a layer of unitary width B, as shown in Fig.2.4. The flow follows the x− direction.

The main stresses are due to the wind and bottom, which are opposed to the flow

direction. At the sides, no shear stresses are considered.

y

x

flow direction
wind shear

stress

bottom shear stress

no lateral shear stress

no lateral shear stress

B=1 O

Figure 2.4: Fluid layer considered for the y- direction integration of the shallow
water equations.

Considering B = 1, the continuity equation is simplified to:

∂(H)

∂t
+
∂(uH)

∂x
= 0 (2.8)

where H is now the water height per unit breadth, given in m/m. Furthermore, the
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x-direction momentum equation is expressed as:

∂(uH)

∂t
+
∂(u2H)

∂x
= −gH ∂H

∂x
+ gH

∂h

∂x
+ 1

H

ρ

∂τxx
∂x

+
B

ρ
τxz,η −

1

ρ
τxz,−h

(2.9)

Neglecting the normal stress (τxx) due to the assumption of no viscous effects, which

are present only in the shear stress components in the boundaries, yields:

∂(uH)

∂t
+
∂(u2H)

∂x
= −gH ∂H

∂x
+ gH

∂h

∂x
+

1

ρ
τxz,η −

1

ρ
τxz,−h (2.10)

It is considered an horizontal bottom and the mean level located at the bottom

surface. Then equality H = η+h with h = 0 becomes H = η. With this, dh/dx = 0

and the above equation can be rewritten as:

∂(uη)

∂t
+
∂(u2η)

∂x
= −gη ∂η

∂x
+

1

ρ
τxz,η −

1

ρ
τxz,−h (2.11)

Assuming that the shear stress caused by the air is smaller than the one caused by

the bottom boundary (τxz,−h >> τxz,η), last equation can be simplified to:

∂(uη)

∂t
+
∂(u2η)

∂x
= −gη ∂η

∂x
− 1

ρ
τxz,−h (2.12)

which represents the momentum equation of the one-dimensional (1D) shallow water

system of equations.

Momentum equation simplification

The momentum equation of the 1D shallow water system (2.12) is non-linear, re-

stricting the development of analytical approximate solutions for the considered

problem. Thus, simplifications of terms have been performed by means of a non-

dimensional analysis. This has been done considering non-dimensional elevation

(η∗), mean horizontal velocity (u∗), time (t∗) and distance over the deck (x∗), based

on the reference parameters (η0, u0 and L0) showed in Fig.2.2. Then, the dimen-

sionless parameters are defined as:

η∗ =
η

η0
, u∗ =

u

u0
, t∗ =

u0t

L0

, x∗ =
x

L0

(2.13)

where u0 is the mean shipping flow velocity, t is time, x is the horizontal distance

over the deck and η is the water elevation. Substituting the dimensionless terms in

the continuity equation (2.8), it can be rewritten as:
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u0η0
L0

(
∂η∗

∂t∗
+
∂η∗u∗

∂x∗

)
= 0 (2.14)

which yields, (
∂η∗

∂t∗
+
∂η∗u∗

∂x∗

)
= 0 (2.15)

Following a similar procedure, the momentum equation (2.12) can be expressed as:

u20η0
L0

∂ (u∗η∗)

∂t∗
+
u20η0
L0

∂(u2∗η∗)

∂x∗
= −gη

2
0

L0

∂η∗

∂x∗
η∗ − τxz,−h

ρ
(2.16)

multiplying by
L0

gη20
we have:

F 2
n

(
∂(u∗η∗)

∂t∗
+
∂(u2∗η∗)

∂x∗

)
= −∂η

∗

∂x∗
η∗ − L0

gη20

τxz,−h
ρ

(2.17)

where Fn represents the Froude number, which in the present work is defined as:

Fn =
u0√
gη0

(2.18)

Let us neglect the inertial terms (left-side) by assuming subcritical flow (Fn <

1). Analyzing the order of the terms we observe that for such assumption, the

momentum equation can be simplified as follows:

∂η

∂x
= −τxz,−h

gρη
(2.19)

The constant shear stress assumption

The τxz component of the shear stress tensor noted in (2.19) is commonly expressed

in fluid mechanics as a vector component that accounts for the shear stress at spatial

and temporal coordinates (x and t). However, the present approach aims a practical

consideration, thus, it is assumed that the roughness of the surface is constant

and that τxz,−h can be considered as a constant value. The shear stresses can be

accounted for as resistance coefficients. The friction resistance coefficients can be

defined as (LIN [52]):

Sf =
τb
ρgη

(2.20)

where τb is the bottom shear stress or constant τxz,−h for the present work. Empirical

assumptions to relate constant bottom shear stresses (τb) to constant resistance

coefficients (Sf ) are preferred in many cases in terms of practicability. These type of
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assumptions are widely used, for instance, in hydrological applications, where the use

of Chezy or Manning formulations are alternatives to be considered (GOTTARDI e

VENUTELLI [53]).

In the present study, the friction coefficient has been considered constant, form

based on the Manning approach (GOTTARDI e VENUTELLI [53]):

Sf =
( u

kHm

)
(2.21)

where k = 1/n, with n as the Manning roughness coefficient (dimension L1/3T ) and

m = 2/3.

The advection diffusion model

Let us consider the 1D continuity equation (Eq.(2.8)) in its non-conservative form:

∂η

∂t
+ η

∂u

∂x
+ u

∂η

∂x
= 0 (2.22)

Then, defining the bottom resistance coefficient as defined in (2.20) and (2.21), the

1D momentum equation (2.19) can be rewritten as:

∂η

∂x
= −

(
u

kηm

)2

(2.23)

Deriving with respect to x:

∂u

∂x
= −k

2η2m

2u

∂2η

∂x2
+
um

η

∂η

∂x
(2.24)

Substituting (2.24) in the continuity equation (2.22):

∂η

∂t
+ u(m+ 1)

∂η

∂x
=
k2η2mη

2u

∂2η

∂x2
(2.25)

which after some algebra yields,

∂η

∂t
+ u(m+ 1)

∂η

∂x
=

uη

2Sf

∂2η

∂x2
(2.26)

It has been obtained a single partial differential equation, known as advection-

diffusion equation, with η as the dependent variable. From this equation, let us

define the advection A and diffusion B coefficients as:

A = u(m+ 1) (2.27)

B =
uη

2Sf
(2.28)
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To allow an analytical solution of (2.26), the A and B coefficients have been assumed

constant. There are some well-documented procedures in literature to solve such a

equation analytically, such as Laplace transform or the Green function method.

In the present thesis, the Green function method has been chosen to solve the

advection-diffusion equation to obtain solutions in the form of convolution integrals,

as described below.

Analytical solution

In the present study, the solution of the advection diffusion equation (2.26) has been

obtained through the Green function method. From a mathematical perspective,

it has been assumed that the fundamental solution of the equation (i.e. its corre-

sponding Green function) stands for, say, the subsequent water mass distribution

incurred by an instantaneous unit water mass pulse (dirac) at the location x and at

the moment t. With such a consideration, the present problem has been defined as a

boundary value problem of the Dirichlet type in semi-infinite domain (Fig.2.5). The

mass fraction of water (η per unit width) is defined as the solved variable η = η(x, t).

To obtain the solution, it is required to establish an initial condition η(x, 0) = g(x),

which for the present study case η(x, 0) = 0, and a boundary condition at the

upstream η(0, t), which is considered as the freeboard exceedance time series F (t).

water air

u u

u

x
x=0

top view

profile view

η(0,t)=F(t)

Upstream 
boundary cond.

Initial cond.

η(x,0)=g(x)=0

u

Figure 2.5: Semi-infinite domain considered for the present one-dimensional prob-
lem.

Well-known procedures to obtain solutions for specific problems regarding the

advection-diffusion equation (2.26), considering constant A and B parameters, can
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be found in literature: XU et al. [54], STAKGOLD [55]. For the present problem, the

complete solution procedure of the equation with the initial and boundary conditions

described, can be found in XU et al. [54], from which the next solution applies:

η(x, t) =

∫ t

0

F (τ)√
16πB(t− τ)3

[M +N ] dτ (2.29)

with

M = [x− A(t− τ)] exp

[
− [x− A(t− τ)]2

4B(t− τ)

]
(2.30)

N = [x+ A(t− τ)] exp

[
Ax

B
− [x+ A(t− τ)]2

4B(t− τ)

]
(2.31)

where F is the input function and [M +N ] represent the kernel function of the

convolution.

2.2 The dam-break model

This section briefly describes the analytical dam-break model proposed by STOKER

[8] to attain water elevations. Disregarding frictional effects and considering a hori-

zontal bed, the simplified shallow water equations for the x-direction are expressed

as,

∂u

∂t
+ u

∂u

∂x
+ g

∂η

∂x
= 0 (2.32)

∂uη

∂x
+
∂η

∂t
= 0 (2.33)

where u is the horizontal velocity, η is water elevation and g is the gravity acceler-

ation, as already defined in this work. By means of the method of characteristics,

STOKER [8] obtained a solution for the dam-break problem.

The dam-break model of Stoker consists in supposing an infinite amount of water

retained by a fixed vertical wall (dam). Assuming that the vertical wall is removed

instantaneously (breaking of the dam), the retained flow releases and propagates

along a horizontal surface. This flow is known as dam-break type flow and has

been widely applied to relate the flow propagation in shipping water events. The

analytical dam-break Stoker’s solution for the water elevation η on a horizontal

surface can be expressed as:

η(x, t) =
1

9g

(
−x
t

+ 2
√
gηdam

)2
(2.34)
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where ηdam is the initial water depth level of the reservoir of water before breaking

of the dam and x represents the positions along the horizontal surface with the

dam position as the origin. Assuming that the vertical wall that retains the dam

is removed at t = 0, water flows instantaneously from ηdam. At the origin (x = 0,

t ≈ 0), an instantaneous water depth (ηI) is observed (Fig.2.6a). The Stoker’s

development suggest that this ηI corresponds to:

ηI =
4

9
ηdam (2.35)

For applying the dam-break model to the shipping water case, the ηI and max-

imum freeboard exceedance of the shipping water event described before (η0) must

be related as shown in Fig.2.6b. To accomplish with (2.34), it is necessary to find

the ηdam value from knowledge of the η0 value at the beginning of the deck. Then,

ηdam is found as follows:

ηdam =
9

4
η0 (2.36)

2.3 Vertical loading estimation

Regarding the shallow water assumptions, the vertical loading was considered as the

static water head estimated from the water elevation time series ηi(xi, t) at several

positions xi over the deck (Fig.2.7). To do this, the local pressure Pi at each xi over

the surface of interest was estimated from the water elevations at such a position

as:

Pi(xi, t) = ρgηi(xi, t), i = 1, 2, ..., n (2.37)

where n is the number of regions at which the surface of interest has been discretized,

as illustrated in Fig.2.7a. In this figure, the surface of interest is subdivided in several

regions (A1−An) in which the water elevation time series ηi(xi, t) are obtained and

the local pressures Pi(xi, t) are calculated. The latter are assumed constant over

their respective regions Ai(xi) (Fig.2.7b).

A local vertical force Fi(xi, t) is estimated acting on the centre of each region

(Fig.2.7b) as:

Fi(xi, t) = Pi(xi, t)Ai(xi) = ρgηi(xi, t)Ai(xi) (2.38)

Then, the time series of total force over the surface of interest Ft(t) corresponds to

the sum of the local forces Fi(xi, t):
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Figure 2.6: Dam-break model and its relation to shipping water prediction. (a)
Application to a surface. (b) Application to a rectangular structure.

Surface of interest

A1 An n=number of regionsA2 A3 A4 A5

�1

x1 xnx2 x3 x4 x5

Surface of interest length

Shipping water

direction

Re
gi
on

�2 �3 �4 �5 �n

P i
=C
on
st
an
t 
pr
es
su
re

  
  
  
  
  
in
 r
eg
io
n 
i

Ai Fi

xi

Re
gi
on
 i

ηi

(a) (b)

Figure 2.7: (a) Surface of interest discretization. (b) Assumed acting force on a
region.

Ft(t) =
n∑
i=1

Fi(xi, t) =
n∑
i=1

Pi(xi, t)Ai(xi) =
n∑
i=1

ρgηi(xi, t)Ai(xi) (2.39)
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Chapter 3

Experimental Methods

In this chapter, the experimental methods employed in the thesis are presented. To

start with, a brief explanation about the wet dam-break approach used for the in-

coming wave generation is described in order to define the incoming wave parameters

used in the analyses. Subsequently, the experimental setup is described, showing

details of the experimental procedure followed and the sensors arrangement. Next,

the methods used for water evolution measurements are described. This part in-

cludes a description of the conventional wave probe sensors and of the image-based

technique employed for virtual wave probe measurements. Finally, the experimental

methods used for measuring vertical loads and dynamic effects during experiments

are described.

3.1 The wet dam-break approach

In the present investigation, the isolated shipping water events on deck of a fixed

structure have been reproduced using the wet dam-break method as the mechanism

to generate a single bore approaching the structure (incoming wave hereafter). A

well-known analytical study of the wet dam-break problem has been proposed by

STOKER [8]. This approach can be described by following the illustration of Fig.3.1

as follows (STOKER [8]):

A dam (gate) separates two sides of a horizontal tank of constant cross section

at x = 0. Upstream and downstream the dam, there are two volumes of water with

initial water depths h1 and h0, respectively (Fig.3.1a). It is assumed that the tank

extends to infinite in the upstream and downstream directions, and that h1 is always

higher than h0.

At the initial condition, the water at both sides of the dam is assumed undis-

turbed (i.e. at rest position). It is considered that, as in the dam-break problem

with no initial water depth at the downstream (see for instance STOKER [8], Sec-

tion 2.2), the dam is suddenly removed at t = 0. After this stage, it is expected
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the sudden formation of a shock wave (named in this way by STOKER [8]) on the

downstream region propagating with front velocity U0 over the lower layer of water

(Fig.3.1b). This wave formation is due to the interaction of the upstream volume

on the downstream one by the action of gravity, which acts like a piston pushing

water downstream. Afterwards, an instantaneous velocity is obtained by water at

x = 0, yielding the direct formation of a resulting wave (i.e. bore or hydraulic jump,

STOKER [8]), on the downstream side.
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Infinite Infiniteh0

h1

x

y

 

(a)

h2
h0

h1
free 

surface
at t~0

U0

x

z

Region 0Region 2Region 3Region 1

(b)

Figure 3.1: Wet-dam break. (a) Initial conditions. (b) Main stages after dam-break.
Adapted from the Stoker’s method.

If we consider the stage for t ≈ 0, immediately after the gate has been removed,

as shown in Fig.3.1b, four different regions can be considered: the calm water down-

stream zone (region 0), which starts at the end of the generated wave; a zone of

undisturbed water at the upstream (region 1); a zone of steady state where the

shock wave acts downstream (region 2) and a simple wave that connects the shock

wave constant state and the region 1 (i.e., region 3). In the figure, h0, h1 and h2

represent the elevations at regions 0, 1 and 2, respectively.

Using the method of characteristics, Stoker proposed relations between the vari-

ables shown in Fig.3.1. The shock conditions for the passage from the regions 0 to

2 (Fig.3.1) are written as follows (STOKER [8]):

− U0(u2 − U0) =
1

2
(c20 + c22) (3.1)

c22(u2 − U0) = −c20U0 (3.2)
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where u2 is the flow velocity after the wavefront and ci is the wave propagation

speed, expressed as,

c2i = ghi (3.3)

where the index i indicates an specific region of Fig.3.1. From equations (3.1) and

(3.2), a set of equations relating the kinematics of the resultant bore was proposed

by STOKER [8]:

u2
c0

=
U0

c0
− c0

4U0

1 +

√
1 + 8

(
U0

c0

)2
 (3.4)

c2
c0

=

1

2

√1 + 8

(
U0

c0

)2

− 1

1/2

(3.5)

u2
c0

+
2c2
c0

=
2c1
c0

(3.6)
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Figure 3.2: Graphical solution for the wet dam-break problem with the Stoker
method.

To obtain information about the assumed constant state of region 2, that is,

the non-dimensional front velocity of the bore (U0/c0 or U0/
√
gh0) as well as the

constant water depth of the zone 2 (h2), the graphical solution of Eqs. (3.4) to

(3.6) has been considered, as shown in Fig. 3.2 (see also the graphical solution in

STOKER [8], Section 10.8). In this way, with knowledge of the initial conditions

(h1/h0) and use of (3.3), it is possible to establish the next relations to use the

graphical solution shown above:
c21
c20

=
h0
h1

(3.7)
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Then, h2 can be estimated from the c2/c0 relation (3.5) as:

c22
c20

=
h2
h0

(3.8)

The wet dam-break approach allows to reproduce isolated shipping water events

of different types in a systematic and detailed way, as demonstrated experimen-

tally in some papers submitted previously as preliminary results of this thesis:

HERNÁNDEZ-FONTES et al. [4, 5].

3.2 Experimental setup

3.2.1 General arrangement

The experiments were carried at the Ocean Technology Laboratory (LabOceano)

facilities of the Federal University of Rio de Janeiro (COPPE/UFRJ), Brazil.

The general arrangement of the experiment can be observed in Fig.3.3. A pris-

matic tank, made of polymethyl methacrylate (PMMA) plates 25 mm thick to reduce

hydroelastic effects, was mounted on an structural arrangement. This tank has a

fixed structure installed inside on its right side to represent the deck of a coastal,

naval or offshore structure. At the left side of the tank, a vertical gate that separates

two volumes of water can be observed. The gate was made of a PMMA plate 15

mm thick (Fig.3.4a). The gate was pulled upwards during the dam-break action by

a release mechanism mounted in a vertical structure separated from the one sup-

porting the tank. The release mechanism was formed by a 16 kg weight which was

hold at the beginning of the experiments by an electromagnet (Fig.3.4b). When the

trigger was activated, the weight fell down and opened the gate by means of a pulley

arrangement with a 3 mm thick stainless steel cable. An optimal cable length has

been selected in order to elevate the gate sufficiently to allow the retained water to

flow and to damp the falling weight by means of a sand reservoir. The same level of

sand was verified prior each test to maximize the repeatability of the experiments.

Water was pumped into the tank by means of a hydraulic pump located at ∼ 2 m

from the left side of the tank. A system of valves was arranged to allow a practical

procedure to fill and empty the tank for each experiment.

The initial water levels upstream and downstream the gate (i.e., initial conditions

for the wet dam-break method) were monitored by visual inspection before the

trigger was activated. To set these initial water levels, two stainless steel rules

installed at both sides of the gate, inside the tank, were used. Watertightness of the

gate was improved as much as possible by installing a foam tape around it.

Figure 3.5 shows the side view of the tank from which more details of the exper-
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imental arrangement can be observed. Note that an impact absorber was installed

to the top of the structure to retain the gate (in case necessary). Moreover, it can be

observed the rear of the structure, where it was installed an accelerometer to measure

the dynamic effects on the tank. Note that there is a hole in the wall, from which

the balance cables and a drain hose are introduced. This drain allowed to remove

the water filtered under the deck after each experiment, reducing the filtered water

level to 2-3 mm for each test. In the figure, it can also be observed a panel LED of

≈ 1.5 mH x 0.4 mV installed behind the tank to improve illumination. The panel

was energized by two power sources installed below the tank. More information

regarding the details of the experiment are further described in the present chapter.

Complementary illustrations, regarding the experimental methods, are presented in

the Appendix B for illustrative purposes.
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Figure 3.3: General arrangement of the experimental setup.

3.2.2 Dimensions and sensors arrangement

In the present investigation, two types of experiments were carried out, consider-

ing the dam-break installation (tank) with and without the fixed structure. The

main dimensions of the tank arrangement as well as the sensors positions for both

experiments are shown in Figs. 3.6 and 3.7.

For the experiment with the internal fixed structure (Fig.3.6), it can be observed

that four conductive wave probes (WP1 to WP4) were used to measure water ele-

vations and an accelerometer (ACCwall) was installed in the vertical wall to account
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Figure 3.4: (a) Gate. (b) Weight.
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Figure 3.5: Tank side details.

for dynamic effects during the experiments. Furthermore, two cameras (CAM1,

CAM2) were installed parallel to the side and top of the structure to monitor water

evolution and wavefront displacement on the structure, respectively.
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Figure 3.6: Main tank dimensions and sensors arrangement for the experiment with
structure.

On the other hand, Fig.3.7 shows the dimensions for the experiment without

structure. The main difference between this setup and the one for the case with

the structure is that the CAM2 was located parallel to the tank side to capture the

gate aperture and the incoming wave generation. In addition, only two conventional

wave probes (WP1w and WP2w) were used to capture the wave evolution.

3.2.3 Test matrix

The test matrix is presented in Tab.3.1. The expected wet dam-break aspect ratio

h0/h1 =0.6 has been tested for five different values of freeboard FB (6 6 FB 6 42

mm, Fig.3.6). This ratio was chosen to generate single incoming waves resembling

the undular bores described by NAKAGAWA et al. [9]. From experiments with a

tank smaller than the one considered in this study, HERNÁNDEZ-FONTES et al.

[4] obtained unbroken bores considering the same wet dam-break ratio. These waves

caused isolated shipping water events of the DB and PDB types on the deck of a

barge-shaped fixed structure. Then, in the present study, it is expected to have

similar types of events that allow to validate the proposed analytical model.

Each test case was repeated five times to calculate the statistics (i.e., mean and

standard deviation) of the measured data. The five study cases were considered for
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Figure 3.7: Main tank dimensions and sensors arrangement for the experiment with-
out structure.

both, the experiment with (C1-C5) and without (C1w-C5w) the structure.

Table 3.1: Testing matrix with expected parameters for the experiments with and
without the fixed structure.

WITH ST. Case h0(mm) h1(mm) h0/h1 FB(mm)
C1 108 180 0.6 42
C2 120 200 0.6 30
C3 126 210 0.6 24
C4 132 220 0.6 18
C5 144 240 0.6 6

WITHOUT ST. Case h0(mm) h1(mm) h0/h1 FB(mm)
C1w 108 180 0.6 -
C2w 120 200 0.6 -
C3w 126 210 0.6 -
C4w 132 220 0.6 -
C5w 144 240 0.6 -

It is important to mention that the shipping water events to be obtained with the

unbroken waves were considered in the present study because they resemble more

the type of flow on deck considered for the development of the analytical model (i.e.,

DB and PDB types).
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However, it important to say that with the proposed wet dam-break method,

different types of incoming waves (i.e., broken, unbroken) can be generated with the

use of different wet dam-break ratios, allowing the study of more types of shipping

water events. The study of the events generated with these ratios is out of the

scope of the present thesis; however, a summary of snapshots of events verified

during the experimental investigation, which can be reproduced considering a single

freeboard (FB = 42 mm) and wet dam-break ratios h0/h1 = 0.5, 0.4, are presented

in Appendix D for illustrative purposes.

3.3 Water evolution measurements

Water elevations of the incoming wave as well as the shipping water on deck were

measured using conventional and virtual wave probes. For the former, conductive

wave probes were considered. For the latter, a binary image-based methodology

developed by HERNÁNDEZ et al. [51] was adapted and used with the high-speed

videos obtained from the cameras. Both methods to measure water elevations are

briefly described below.

3.3.1 Water elevation: conventional wave probes

In the experiment with the internal fixed structure, water levels were measured by

four conductive wave probes (WP1 to WP4), as shown in Fig.3.6. WP1 and WP2,

which were separated by a distance of 200 mm in the y-direction, were installed close

to the structure edge (at 2 mm from the edge, x = 2 mm) to measure the freeboard

exceedance. Moreover, WP3 (X = 900 mm) and WP4 (X = −150 mm) monitored

the water levels downstream and upstream the gate, respectively.

On the other hand, in the experiment without structure, WP1 and WP2 were not

considered. Instead, WP1w (X = 900 mm) and WP2w (X = −150 mm) were used

to monitor water levels downstream and upstream the gate, respectively (Fig.3.7).

The wave probes were made of Stainless Steel 2.4 mm diameter rods placed 9 mm

apart. A model DHI 102E wave probe amplifier was used. Signal conditioning was

performed using a NI SCXI 1520 module. A 100 Hz analog low-pass filter was applied

to the signals, which were acquired at 500 Hz. The conversion, synchronization and

acquisition of the signals were performed with a NI PXI-6289 data acquisition (DAQ)

board and a NI PXI-8109 embedded controller. NI-DAQ and LABVIEW were used

as the application software for data acquisition.

Calibration of wave probes was performed following the recommended procedures

of the International Towing Tank Conference ITTC [56]. From these procedures, an

uncertainty in calibration of ±2 mm was verified for each wave probe.
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3.3.2 Water elevation: virtual wave probes

To capture the evolution of water, a high-speed digital camera (CAM1) model

QUALISYS Oqus 310 was employed. This camera was used with additional lens

AF DC-NIKKOR 105 mm f/2 D. The camera was set to 500 fps, with a resolution

of 1284 x 1024 pixels. The camera was located to capture the side view of the tank,

with center of view aligned to the bow edge of the structure, as shown in Fig.3.6, for

the experiment with the internal structure. For the experiment without structure

(Fig.3.7), CAM1 was used at the same place.

A second camera (CAM2), model QUALISYS Oqus 110 was used in the ex-

periments with and without the structure to record the wavefront displacement of

shipping water and the wave generation during the gate aperture, respectively. For

both cases, it was set at 200 fps, with a resolution of 640 x 480 pixels.

For the two cameras used in each experiment the software QUALISYS QTM was

employed for video acquisition, visualization and analysis.

The virtual wave probes measurements were obtained from video acquired by

the cameras located parallel to the side view of the tank, that is, the CAM1 for

the two experiments and the CAM2 for the experiment without structure. To do

this, the binary image-based methodology proposed by HERNÁNDEZ et al. [51]

was employed in the present work. The methodology includes the three main stages

of an artificial vision system: image acquisition, processing and analysis. These

stages were implemented using the ImageJ open-source software. Overall, gray-scale

images are obtained from video, then they are processed by intensity modulation

and pseudo-color segmentation to obtain binarized images. Finally, through basic

morphological operations, image analysis was carried out to obtain water elevations

at different regions of interest (ROIs) over the scene. See the work of HERNÁNDEZ

et al. [51] for details regarding the procedures for image calibration, processing and

analysis to obtain the water elevation measurements. For more information, see the

provided guidelines, data and software for the use of the methodology, which are

available in the Mendeley data repository DOI: 10.17632/9vwdgv2g5z.1.

Virtual wave probes positions

For the experiment with the internal fixed structure, virtual wave probes (VWPs)

have been located at specified ROIs along the incident wave and shipping water

propagation domains defined, regarding the allowable field of view (FOV) of the

recorded videos, as shown in Fig.3.8. In the figure, it can be observed that the FOV

in the x- and z- directions corresponds to ∼ 0.83 and ∼ 0.3 m, respectively. A

reference system of coordinates has been located at the beginning of the structure.

Since the conventional wave probes (WP1 and WP2) are placed at 2 mm from
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the origin (i.e., bow edge), these interfered with the image analysis to measure

the freeboard exceedance, that is, the water elevations at the bow edge of the

structure (x = 0). Thus, two VWPs have been considered to measure the free-

board exceedance. These VWPs, denoted as VWPw0 and VWPd0, were located at

x = −0.005 m and x = 0.005 m from the origin, respectively. Moreover, to monitor

the water elevations onto the deck, 33 VWPs separated by a distance of 0.01 m,

starting from x = 0.01 m (VWPd01) to x = 0.33 m (VWPd33), were considered.

To monitor the water elevations in the domain for the incident wave propagation,

42 VWPs separated by a distance of 0.01 m were considered. These were numerated

as VWPw01 (x = −0.01 m) to VWPw42 (x = −0.42 m).

For the experiment without the internal structure, measurements at the same

positions for VWPd01-VWPd33 and VWPw01-VWPw42 were also obtained.
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Figure 3.8: Scene field of view (FOV) of CAM1 for the experiment with the internal
fixed structure. Virtual wave probes positions for the incoming wave and shipping
water propagation domains.

3.3.3 Water on deck kinematics: visual inspection

As stated before, the CAM2 was installed parallel to the deck in the experiment with

structure to capture the shipping water wavefront displacement (Fig.3.6). From the

calibrated videos, the velocity of the wavefront (Ufront) was measured manually

using the available tools in the ImageJ software. The position of the wavefront at

different times was measured as water propagated over the deck.

Figures 3.9a and b show two typical frames captured by CAM2 for the Case 5

(t = 1.155 s and t = 1.555 s, respectively) in order to illustrate the method followed.

To obtain the data, the intersection of the wavefront edge and the centre line of the

deck was monitored at every 0.01 s. A total of 50 points was obtained for each video,

starting from the instant at which the edge was firstly visible close to the structure
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edge. From the spatial and temporal information captured, the wavefront velocities

(Ufront) were estimated considering the five repetitions of each case. Then, mean

and standard deviation values were considered for the analyses.
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Figure 3.9: Wavefront displacement measurements. (a) Wavefront edge close to the
bow edge of the structure. (b) Wavefront well developed close to the end of the
structure.

3.4 Load measurements

This section describes the experimental methods used to measure the vertical loading

on deck derived from the shipping water events and to analyze the dynamic effects

transmitted to the tank during each experiment.

3.4.1 Vertical load measurements

To measure the vertical loading due to the shipping of water onto the deck, a force

panel made with 4-axial load cells (named force balance) was considered for the

application. It was installed as a part of the deck (embedded to the fixed structure),

as observed in the sketch of Fig.3.6.

The aspect of the force balance is shown in Fig.3.10a. It was made with a four

S-type axial load cells arrangement mounted over a horizontal rigid surface. A rigid

horizontal plate was installed on the top of the load cells in order to perform like the

sensing element. A triaxial accelerometer was installed at the center position below

the sensing element (Fig.3.10b) to verify possible dynamic effects (e.g., ringing) on

the balance during the experiments. To minimize effects of horizontal wave loading

in load cell measurements, a rigid vertical wall was installed at the side of the balance

where the incoming wave interaction occurred. All plates were made of acrylic plexi-

glass 150 mm thick. It was assumed their rigidity disregarding hydroelastic effects.
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Connections between the different elements of the balance are made by SS-M5 bolts.

All the elements of the force balance were mounted on a precision granite surface

plate using a digital inclinometer to ensure the horizontal surface alignment.
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Figure 3.10: Force balance to measure vertical loading. (a) General view. (b)
Accelerometer installed under the sensing element.

The overall dimensions of the balance are 334 mm width, 150 mm height and

195 mm length. The sensing element has dimensions of 334 mm width, ∼ 180 mm

length and 15 mm thick. There is a separation of approximately 0.5 mm between

the vertical wall of the balance and the sensing element. The front, lateral and

top views, including the main dimensions of the device, are shown in the sketch of

Fig.3.11. It is observed that the accelerometer (ACCbal) is located at the center of

the sensing plate with the xb and yb directions corresponding to the longitudinal

and transversal tank directions, respectively. Likewise, the load cells (LC1− LC4)

are equally spaced from each other by 63.5 mm and 220 mm in the longitudinal and

transversal direction, respectively, considering the center of the accelerometer as the

origin.

Force balance instrumentation

Load cells. Four S-type alluminum load cells manufactured by Alfa instruments

(Brazil) with nominal capacity of 5 to 10 kg were used. Their sensibility is of 2

mV/V +/- 10%. They have overall dimensions of 64 mm height, 50 mm width and

12 mm thick.

The measured force on the sensing element equals the summation of the four

arms reactions. The total forces measured by the sensing element do not depend

of the application point (BALBINOT e BRUSAMARELLO [57]), being possible to

measure the vertical loading in all the sensing area. Before mounting the platform,

the load cells were calibrated under compression loads from 0 to 9 kg. For each load
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Figure 3.11: Views and dimensions of the force balance.

cell, an uncertainty in calibration in the range ±10 gr was estimated (ITTC [56]).

Accelerometer. To have an idea of the dynamic effects of the dam-break

experiments transmitted to the tank (e.g., ringing), a triaxial accelerometer MEAS

4803A-0002 (Model 4803 with range up to 2g) was used. The accelerometer weight

without connection cable is 0.06 kg. It was assumed that its weight did not cause

effects in the sensing element. Its cover is made of stainless steel. The dimensions

of the accelerometer are 21.34 mm length, 21.34 mm width and 19.1 mm height.

Most important dynamic parameters include: Sensitivity of 1000 mV/g, frequency

response of 0-200 Hz, and damping ratio of 0.7. The X, Y and Z directions of

the accelerometer correspond to the longitudinal, transversal and vertical ones in

relation to the tank, respectively.

The sensors that compose the force balance were all calibrated by following the

ITTC recommended procedures [56]. The data acquisition devices are the same

described for the wave probes sensors (Section 3.3.1).

Force balance installation and measuring procedure

The force balance was embedded to the fixed structure installed inside the tank,

as observed in Fig.3.12. In this figure, it is possible to observe the top, front and

back views of the embedded force balance. The top view (Fig.3.12a) allows to see

the deck surface. Notice that the balance surface was covered by a layer of white

adhesive tape to facilitate the flow visualization.

Before each test, the deck was completely dried with help of pressurized air to
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remove water remaining in the joints of the sensing element with the internal fixed

structure. Also, these joints were covered by adhesive tape to prevent water entry

during the tests. Regarding this procedure, the performance of the balance was

verified prior each test by means of static load verification. That is, a weight of 0.2

kg was put and static measurements were taken in order to ensure that the water

inside the gaps was completely removed, and that the tape covering the joints did

not have significant effect on the overall measurements. This procedure was strictly

followed before each test in order to keep the repeatability of the testing matrix.

Additionally, it is important to mention that there were small gaps (< 1 mm)

between the joints of the fixed structure deck and the tank walls. These were

kept to have an exit for possible air compressed under the sensing element. It was

verified that in a close region for measurements, this air may cause effects in the

measurements. Thus, it was ensured to keep the joints water-free before each test

using air compressed, minimizing in this way the possible effects in the force balance

performance to measure the positive axial loads (+ ↓).
In the front view (Fig.3.12b), details of the balance and the deck extension can

be observed. In all the joints shown in the front view, silicone was used for fixation.

Pretests were carried out to prevent water leakage in all the joints of the vertical

wall, which always were in contact with water.

Finally, Fig.3.12c presents the back view of the structure (tank side). Note that

there was a hole in the vertical wall of the tank, which allowed the entrance of

the load cells cables. Moreover, this hole was also useful to have an exit of the air

entrapped beneath the deck of the fixed structure. After each shipping water event,

water leaked by the slots (joints) between the deck and the tank. Then, in order

to keep repeatability for each test, an small hose was introduced through the hole

to drain the remain water. This action was repeated carefully before each test until

remaining a water level of approximately 2−3 mm on the tank bottom. Once water

was drained, it was ensured to remove the hose to allow the air to escape.

3.4.2 Dynamic effects during the experiment

Since the dam-break is a sudden motion that presents a rapid release of the gate,

some dynamic effects (e.g., ringing) might have been transmitted to the tank. To

analyze these effects, an accelerometer was attached to the tank wall as a mean of

monitoring. A triaxial accelerometer, similar to the one used in the force balance

(Section 3.4.1), was installed on the vertical wall of the structure at a distance of

0.28 m in relation to the tank bottom (see Figs. 3.5,3.6 and 3.7: ACCwall). Details

of the installation arrangement of this accelerometer can be verified in Fig.3.12c.

For this accelerometer, the X, Y and Z directions correspond to the transversal,
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Figure 3.12: Different views of the force balance embedded to the deck of the internal
fixed structure. (a) Top view. (b) Front view. (c) Back view.

vertical and longitudinal ones in relation to the tank orientation, respectively. The

characteristics of the accelerometer as well as the data acquisition requirements and

calibration are the same as described in the previous sections (Sections 3.3.1 and

3.4.1).
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Chapter 4

Experimental Results

This chapter presents the experimental results of the thesis. The first part of the

chapter treats the evolution of the incoming wave, from its generation to the stage

before shipping water occurs on the fixed structure. On this subject, both experi-

ments with and without the fixed structure are considered to extract and examine

data, concerning the evolution of water elevations and the kinematics of the incom-

ing wave crest.

The next part of the chapter is related to the study of the evolution of the ship-

ping water on the fixed structure. This includes the analysis of the wave elevation

variation in time and space as well as the study of the wavefront velocities.

Finally, the last part of the chapter includes the analysis of vertical loading on

deck of the structure, caused by the shipping water events, and of the dynamic

ringing effects caused during the experiments of wet dam-break.

4.1 Incoming wave

The experimental results corresponding to the incoming wave include the water

elevation variation and kinematics, considering the experiments with and without

the structure. Relevant information for these parameters was obtained by means of

image-based procedures, previously described in Chapter 3.

First, information referent to the gate aperture and its repeatability for all cases

is presented. Secondly, the generation of the incident wave at the region close to

the gate is analyzed in order to know the initial stages of the wave formation and

its development downstream the gate until it attains an stable form.

Subsequently, the evolution of the fully-developed incident wave at a downstream

region (near the fixed structure) is investigated by means of a detailed flow evolution

visualization, named hereafter as two-dimensional reconstruction only for descrip-

tion purposes, which allowed visualization of the temporal and spatial evolution of
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the incident wave, and verification of the influence of the structure on the incident

flow.

Finally, kinematics of the incoming wave and shipping water are examined from

the available data. Horizontal crest velocities of the incoming waves at different

regions over the domain considered are estimated from experimental approaches

and compared with theory of STOKER [8]. Also, a practical procedure to relate

wet dam-break waves to regular waves is presented.

4.1.1 Wave generation

Gate opening

Experimentally, the gate aperture time (tr) should be as short as possible in order

to consider a sudden release of the gate. However, this is complex to attain in real

cases, so, recommendations found in literature to set an adequate tr for all cases were

considered for the present study. Concerning this, to attain a gate aperture time

that approximates the theoretical approach for a sudden gate release, the condition

proposed by HAGER e LAUBER [58] apud LAUBER e HAGER [59] for a dry

dam-break experiment was considered. Their condition, despite of being obtained

through experiments of dry dam-break by relating the gate release motion with that

from free-fall rigid body theory, was adapted to the present study, disregarding the

effects originated on the gate by the downstream volume of water. Thus, the next

condition was attained to consider the present tests as dam-break:

tr <

√
2√

g/h1
(4.1)

where tr is time for gate release, g is acceleration due to gravity, and h1 is the initial

water depth in the volume of water upstream the gate.

Before performing the matrix of tests, several pretests were carried out to find

optimal tr for each case. It was verified that a weight of ≈ 16 kg allowed attaining

the condition of Eq. (4.1) for all cases.

From video obtained with CAM2 in the experiment without structure (Table 3.1,

C1w-C5w), the gate release was monitored using ImageJ tools for tracking points in

order to obtain the velocity of aperture. To do this, deck edge displacement (zgate)

was followed at every 0.005 s until it reached a height of approximately 0.3 m.

Figures 4.1a-e shows the vertical position of the gate (zgate) against time (t)

for the five cases C1w-C5w, respectively. The figures show the mean and standard

deviation values obtained with five repetitions. As can be seen, the trend followed

by the curves is very similar for all the cases. In spite of an small change in the

linear trend of results at zgate ≈ 0.15 m, all cases seem to keep a quase-linear trend.
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Figure 4.1: Gate edge vertical displacement (zgate) vs time (mean and standard
deviation values) for all cases of the experiment without structure. (a) Case 1
(C1w). (b) Case 2 (C2w). (c) Case 3 (C3w). (d) Case 4 (C4w). (e) Case 5 (C5w).
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To verify the tendency followed by results, a linear regression analysis was per-

formed to the mean values observed in Fig.4.1. Regarding this, Figure 4.2 shows the

curves fitted to the experimental data for Cases C1w (Fig.4.2a) and C5w (Fig.4.2b),

which were chosen as representative of the other cases. In both cases, good adjust-

ment was obtained with experimental data (R2 ≈ 0.99, where R2 is the coefficient

of determination of the linear regression). Moreover, the equations obtained for the

fitted curves were very similar, representing a constant velocity (see slope of the

fitted curve) of 1.5 m/s for both cases. Such a value of velocity was also observed

for the other cases.
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Figure 4.2: Linear regression for gate edge mean vertical displacement (zgate) vs
time (t) for the experiment without structure. (a) Case 1 (C1w). (b) Case 2 (C5w).

On the other hand, Figure 4.3 shows the gate edge vertical velocity (wgate) against

time for C2w, which was taken as representative of the other cases. Following the

trend represented by the mean values, it is observed that there is an almost constant

acceleration until t ≈ 0.22 s, then, the gate decelerates until t ≈ 0.3 s, to finally

present a second acceleration after this time. The decrease of acceleration observed

may be attributed to a small interaction of the gate with the tank walls during the

gate release. However, its effect was disregarded in the analysis, considering the

mean gate velocity from zgate = 0 m to zgate = 0.3 m.

The mean gate opening velocities assumed from the linear regression shown in

Fig.4.2 (i.e., 1.5 m/s for all cases), can be considered to demonstrate the assessing

of the gate aperture condition of Eq.(4.1) for each wet dam-break ratio considered.

Table 4.1 presents the gate aperture times (tr) for the five cases analyzed with

the experiment without structure. In the table, the tr values considered as reference

are shown, which were calculated with the Eq. (4.1), using the respective h1 value

for each case. Furthermore, the tr values obtained from the experiments are also
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Figure 4.3: Gate edge vertical velocity (wgate) vs time (t) for the experiment without
structure (Case 2).

shown. These values were calculated with the constant velocity obtained from the

linear regression analysis presented above (i.e. 1.5 m/s). As expected, the shorter

aperture times were those for which h1 presented the lower values. That is, for

Cases C1w and C5w, the differences between the obtained and reference tr values

were 0.0716 s and 0.0618 s, respectively. Then, it can be verified that in all cases,

the opening times are into the range defined by the condition presented in Eq. 4.1.

Table 4.1: Reference and obtained gate aperture times (tr) for the five cases of study
without the internal fixed structure (C1w-C5w).

Case h1 tr (reference) tr (obtained)
C1w .18 m 0.1916 s 0.1200 s
C2w .20 m 0.2019 s 0.1333 s
C3w .21 m 0.2069 s 0.1400 s
C4w .22 m 0.2118 s 0.1467 s
C5w .24 m 0.2218 s 0.1600 s

Wave formation initial stages

In the present approach, when the gate opens, it is formed a resulting bore (in-

coming wave hereafter) that propagates downstream. To the best of the author

knowledge, there is lack of detailed visualization in literature that allows observing

the transition of the wave formed from the gate location (X = 0, Fig.3.7) to some

stages downstream. In the present study, the CAM2 allowed visualization at 200 fps

of these stages for the experiment without the structure. This might give important

and detailed information regarding the wave formation process.

Figure 4.4 presents snapshots of different points in time of the wave formation

stages for the Case 1w. The first point in time (t = 0.175 s) shows the initial
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condition of the experiment just before the gate started moving upwards. Between

t = 0.3 s and t = 0.375 s, the gate opened completely for the initial water level

considered and a depression wave started forming. From t = 0.45 s to t = 0.75 s, it

can be observed that the wave developed and propagated downstream, attaining an

undular shape, which was considered as a well developed wave (see figure at t = 0.75

s).

t = 0.175s t = 0.300s

t = 0.375s t = 0.450s

t = 0.525s t = 0.600s

t = 0.675s t = 0.750s

C1w C1w

C1w C1w

C1w C1w

C1w C1w

Initial water 
levels Gate opens

Wave forms Wave develops

Figure 4.4: Stages of wave generation for the experiment without structure (Case 1,
C1w).

In a similar manner, Figure 4.5 shows the wave formation stages for the Case 5w,

considering the same points in time as in Fig.4.4. According to the repeatability

analysis performed for the gate aperture, the gate started opening at the same

time (t = 0.175 s). Then, it can be observed how the wave started forming and
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developing as its crest moved downstream (see images from t = 0.3 s to t = 0.675 s),

until reaching an almost symmetric crest at t ≈ 0.75 s (i.e., well developed wave).

Differently to Case 1w, this case presented a larger amount of water propagating

downstream. In all cases examined, the same behavior was verified, obtaining the

well developed incoming waves propagating downstream the gate.

t = 0.175s t = 0.300s

t = 0.375s t = 0.450s

t = 0.525s t = 0.600s

t = 0.675s t = 0.750s

C5w C5w

C5w C5w

C5w C5w

C5w C5w

Initial water 
levels

Gate opens

Wave forms Wave develops

Figure 4.5: Stages of wave generation for the experiment without structure (Case 5,
C5w).

From the very beginning of the wave formation, close to the gate position, to

the stages at which the bore developed and maintained a regular (quasi-symmetric)

shape, there was a change in the shape and in the maximum elevations that can not

be well observed in the Figs.4.4 and 4.5. In order to better examine the transition of
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the wave development, from the region near the gate to some distance downstream,

some spatial distributions of water elevations obtained from virtual wave probes

were analyzed.

Figure 4.6 presents a comparison of wave profiles (i.e., water elevations, η, against

the longitudinal positions from the gate, x) taken at several points in time for the

Case 1w. Moreover, the theoretical value h2 estimated with the approach of Stoker

(see Section 3.1) has been added to the plots to make comparisons with the obtained

results. The comparisons were made to verify the range of applicability of the

theoretical values in the experimental results obtained.

As can be observed in Fig.4.6, two points in time are considered in each graph

and their corresponding profile images from the experiment are presented at the

upper-left region of each figure. In all the comparisons, the stage corresponding to

t1 = 0.35 s has been considered as a reference. This point in time corresponds to

approximately 0.175 s after the gate started opening, and the wave started forming,

presenting the shape of a steep front of water, as described in STOKER [8]. It can

be observed in Figs.4.6a-f how this wave profile resembles a steep hydraulic jump

with amplitudes close to the theoretical ones from the Stoker model. Conversely, for

latter stages the shape of the profiles observed (t2) changes, modifying the aspect

from steep front to an undular bore.

In Figs.4.6a-c, the wave profiles for t2 = 0.4, 0.45 and 0.5 s, respectively, are

shown in the comparisons against t1. It can be seen that for these results, the

form of the wave changed as the wave crest became better defined, and propagated

downstream. Next, when the maximum value of the wave crest appeared near

X = 0.2 m, downstream the gate (Fig.4.6d), the wave started developing an small

cave and a following second crest of smaller amplitude (Fig.4.6e). These cave and

the second crest were better defined when the wave crest reached a quasi-symmetric

shape, as observed in Fig.4.6f. Similar behaviors were observed for the other cases,

presenting larger amplitudes from Cases 1w to 5w. The present analysis for Case

1w was chosen as representative to demonstrate that there is a difference between

the experimental wave maximum value of the fully-developed wave (bore) and the

theoretical value obtained for the region 2 shown in the sketch of Fig.3.1, for the

Stoker approach. However, these theoretical values are closer to the amplitude of

the steep jump observed at the early stage after the gate release (x . 0.1m). The

well developed bore is further characterized at the end of this section in order to

make approximate analogies with linear wave theory.
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Figure 4.6: Comparison between spatial distributions of wave elevations (η vs x) at
different points in time for Case 1w (experiment without structure). Dash-dot lines
correspond to the theoretical Stoker model. (a) t1 = 0.35 s and t2 = 0.40 s. (b)
t1 = 0.35 s and t2 = 0.45 s. (c) t1 = 0.35 s and t2 = 0.50 s. (d) t1 = 0.35 s and
t2 = 0.55 s. (e) t1 = 0.35 s and t2 = 0.60 s. (f) t1 = 0.35 s and t2 = 0.75 s.

4.1.2 Wave propagation

In this section, the incoming wave propagation parameters (i.e. wave elevations

and crest horizontal velocities) are extracted and analyzed from experimental data.

First, the validity of the binary-image-based technique employed to capture water

elevations is tested against conventional wave probe measurements. Then, two-

dimensional reconstruction of the water surface is carried out at different positions

(VWPs separated at 0.01 m from each other) along the travel distance of the in-

coming wave to better visualize its trend. Next, the effects of the presence of the

structure on the incoming wave elevations are presented by comparing water eleva-
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tions time series at different positions from the structure edge. Subsequently, wave

kinematic parameters are calculated and compared with the theoretical approach of

Stoker. Finally, the incoming wave characterization is presented.

Virtual wave probes validation

Figure 4.7 shows the comparison of water elevation (η) time series (including mean

and standard deviation) between the WP3 and the VWP located at the same posi-

tion for the experiment with structure. Figure 4.7a shows the results for the Case

3, whereas Fig.4.7b shows the data for Case 5. It can be observed that in both

cases there is a close agreement between the values and trends followed by the water

elevations. Differences between the mean initial values correspond to ≈ 2 mm and

≈ 0.5 mm respectively for Cases 1 and 5 (C1 and C5), whereas differences between

maximum values correspond to ≈ 4 mm (temporal shift ≈ 0.02 s) for both cases.

These differences are assumed as acceptable, considering the range presented by the

standard deviation for each case. Additionally, it has to be considered the range

of uncertainty in calibration obtained for the conventional wave probes (WPs) and

the one associated to the image-based technique (see HERNÁNDEZ et al. [51] for

reference). Regarding this, the applicability of the image-based methodology ob-

served for the VWPs presented in Fig.4.7, indicates that is possible to use it with

confidence to monitor water elevations at desired positions over the entire domain

of interest.

Incoming wave elevations

Once the image-based method used to obtain the virtual wave probes has been

verified, water elevations time series were obtained at the positions defined in Fig.

3.8 (VWPw01 − VWPw42) for the incident wave propagation region (from x =

−0.010 m to x = −0.420 m, separation: 0.010 m between each VWP, considering the

origin at the bow edge of the structure). This allowed to obtain a two-dimensional

reconstruction of the incoming waves, as shown in Figs.4.8a and b for the Cases 1

and 5, respectively. In these figures, it is possible to identify water elevations and the

main stages of the incoming wave on time and space. For both cases, it can be noted

that the wave propagates with almost a constant elevation (see constant color region

of the incoming wave) until it felt the influence of the structure (see peak values

region of the incoming wave), increasing the elevations. These maximum elevations

are presented just before the shipping of water on the structure. Moreover, it can be

observed the generation of reflected waves by the structure just after the incoming

wave has reached its peak value during the runup stage on the bow of the structure.

The resultant backflow had also considerable amplitudes, but it did not have a
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Figure 4.7: Comparison of time series of water elevations (η) between the probe
WP3 and its respective VWP located at the same position for the experiment with
structure. (a) Case 3. (b) Case 5.

direct effect on the shipping water on deck. Nevertheless, the backflow generated

after bow run-up may present significant effects on after-coming waves, in situations

where incoming wave trains are considered to study the shipping water problem or

in real situations. Thus, in these cases, the resultant events of shipping water on

deck may be also dependent of the possible effects caused by the backflow observed.

To visualize more information related to the incoming wave propagation, η vs x

and t vs x views are shown in Fig.4.9. This figure clearly illustrates the variation

in water elevations maxima while the incoming wave propagates from the beginning

of the field of view (x = −0.420 m) to the vertical wall of the structure (x = 0).

Figures 4.9a and c show the maximum water elevations along different positions

(x) for Cases 1 and 5, respectively. In these figures, it can be verified the effect

of the presence of the structure on the maximum elevation of the incoming wave.

For the Case 1, this elevation is almost constant until x ≈ −0.160 m, whereas for

the Case 5, it seems to start changing at x ≈ −0.280 m. This indicates that for

the cases with lower freeboards (e.g. Case 5), there is a variation of the constant

maximum elevation of the incoming wave, which occurred at a longer distance from

the structure than for the other cases.

On the other hand, Figures 4.9b and d show water elevations in a t vs x view
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Figure 4.8: Two-dimensional reconstruction of the incoming wave evolution for the
experiment with internal structure. The bow edge of the structure was considered
as the origin. (a) Case 1. (b) Case 5.
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for the Cases 1 and 5, respectively. The color regions from these figures help to

understand how the incoming wave propagated with almost a constant elevation

and velocity (inferred from the slope defined by the constant color region, x < 0)

until it interacted with the structure, where the maxima values (darkest regions,

near x = 0) are observed. It can be noted that maxima values of approximately

0.170 m and 0.220 m are presented for Cases 1 and 5, respectively. These values

define the range of maximum freeboard exceedances expected for all the cases, as

further described in Section 4.2.2.

η
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Deck level

(a) (b)

η
 (

m
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Deck level
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Figure 4.9: Incoming wave evolution for Cases 1 and 5. (a) Case 1: η vs x. (b) Case
1: t vs x. (c) Case 5: η vs x. (d) Case 5: t vs x.

Influence of the structure on wave propagation

From the visualization of the incoming wave evolution presented before, it is evident

that the structure has an effect on the wave elevations approaching the structure for
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each case. Such an effect can be verified by comparing time series of the experiments

carried out with and without the structure. Regarding this, Figure 4.10 shows

water elevation time series at several positions (VWPw01 − VWPw42) for the

Case 1, obtained from the experiments with (Fig.4.10a) and without the structure

(Fig.4.10b).

Note that the case with structure (Fig.4.10a) clearly presents the increase in

water elevations at probes located closer to the fixed structure. Conversely, in

the case without structure (Fig.4.10b), it is evident how the wave propagates with

almost an almost unchanged maximum elevation until backflow is observed due to

the reflexion caused by the tank wall.

The influence of the structure on the increase of the amplitudes and backflow

effects are better illustrated in Figs.4.10c and d, which show the evolution of the

maximum values of the incoming wave (t vs x plot) for the cases with and without

structure, respectively. From these graphs, notice that for the case with structure

(Fig.4.10c), the increment in the wave elevations started from x ≈ −0.1 m at t ≈ 1.4

s. Then, there is observed a considerable region of maximum values due to backflow

caused during bow run-up by the structure (i.e., reflected wave) for t & 1.6 s at

x ≈ −0.2 m. By contrast, for the case without structure (Fig.4.10d), the regions

of maximum elevations verified in Fig.4.10c for the incoming wave and backflow are

not observed. Instead, continuous color regions for the incident (forward-advancing

wave) and the backflow are observed, which suggests that the incident wave prop-

agates with almost constant elevation and velocity. Parallel to the colored region

representing the incident wave, it is possible to visualize the backflow region, which

is formed due to the reflection of the tank wall. It can be confirmed that the peak

values observed in Fig.4.10c are not observed. Then, it is confirmed the formation

of a reflected wave of significant amplitude in the case considering the structure, due

to the bow run-up stage of shipping water.

The influence of the structure in the water elevations time series can be ver-

ified with more details in the comparisons shown in Figs.4.11 and 4.12. These

figures present the water elevations (mean and standard deviation from repetitions)

obtained from virtual wave probes located at x = −0.1,−0.2,−0.3 and −0.4 m

(considering the bow edge of the structure as the origin) for the Cases 1 and 5,

respectively. Data from the experiments with and without the internal structure

have been compared.

For the Case 1, corresponding to the case with the highest freebroard (FB =

0.042 m, Fig.4.11), it can be observed in Fig.4.11a that the case without structure

presents an initial water elevation that rised up until attaining a peak, then , it

decreased forming a following second peak. It can be verified in the comparison

that there is a similarity in the initial stages of the time series (0 s< t . 1.25 s) of
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Figure 4.10: Influence of the structure on the incoming wave evolution for Case 1 at
several VWPs. (a) η vs t: case with structure. (b) η vs t: case without structure.
(c) t vs x: case with structure. (d) t vs x: case without structure.

the cases with and without the structure. However, when the first peak appears,

it is presented a difference in the mean maximum values of these time series of

55



approximately 0.016 m and a shift in time of about 0.036 s in the maximum values.

After the first peak, the trend of the signal for the case with structure did not form

the second peak observed in the case without structure, then, its trend was not

attained.

At x = −0.2 m (Fig.4.11b), there is a better agreement between signals. The

maximum values of the first peak of both cases are closer than at x = −0.1 m.

The spatial and temporal shifts of the maximum values were 4η ≈ 0.004 m and

4t ≈ 0.012 s, respectively. This indicates less influence by the structure; however,

it can be observed the effect (increase) caused for the second peak at this position,

which may be related to the reflected wave by the structure.

For x = −0.3 m (Fig.4.11c), 4η ≈ 0.002 m and 4t ≈ 0.002 s were verified for

the first peak, which suggests a better agreement between the trend of signals. It

is also observed in this case that the elevations for the case with structure attained

the cave of the case without structure.

Finally, at x = −0.4 m, the closest agreement is observed between both signals.

They were observed differences of 4η ≈ 0.002 m and 4t ≈ 0.002 s for the first

peak values. For the second peaks formed at both signals, 4hm ≈ 0.003 m and

4t ≈ 0.028 s, were presented. After the second peak the values of both signals were

not attained.

For the Case 5 (Fig.4.12), concerning the case with lower freeboard (FB ≈ 0.006

m), differences in the water elevations for cases with and without structure were also

observed, depending on the VWP distances, as verified for the Case 1. However,

for this case, the time series for the case without structure was different from that

of Case 1. At the different positions (x1 − x4), such time series presented a well-

defined first peak, in contrast as observed in Case 1, which presented two well defined

consecutive peaks. As observed in Case 1, the agreement between the time series

for the cases with and without structure was improved as the distance from the

structure increased. At x = −0.1 m (Fig.4.12a) and x = −0.2 m (Fig.4.12b), the

mean maximum values of the case with structure overestimate the case without

structure ones in approximately 10% and 4%, respectively. A 4t ≈ 0.044 s between

the maximum values was observed in both cases. Furthermore, at distances x = −0.3

m (Fig.4.12c) and x = −0.4 m (Fig.4.12d), the mean maximum values for both

signals were in closer agreement, attaining shifts in time of ∼ 0.044 s and ∼ 0.026

s, respectively. For the last comparison (x = −0.4 m), only the trend of the peak of

the signal (from the rising limb to the decreasing limb) was well attained, presenting

a notable difference with the second peak.

The presented results demonstrate that there was a considerable influence of

the structure on the incoming wave. This influence was more notable as the wave

approached the structure.
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Figure 4.11: Influence of the structure on the incoming wave water elevation time
series in experiments with and without the fixed structure for Case 1. The bow
edge of the structure is considered as the origin. (a) x=−0.1 m. (b) x=−0.2 m. (c)
x=−0.3 m. (d) x=−0.4 m.

The increment in the water elevation at regions near the fixed structure may

be partially attributed to the bow run-up of the water with the structure. During

this run-up interaction, there is a change of momentum in the incoming wave in the
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horizontal direction that generates the backflow, as observed by the second peak in

the time series data, which may be of significant amplitude if it is compared with

the amplitude of the first peak observed.

The behaviour observed in the comparisons was also presented in the other cases

of study (Cases 2-4), of course, with different spatial and temporal shifts in maximum

values, and different trends for the subsequent peaks. In next subsection, the limits

of influence of the structure to estimate the wave kinematics are analyzed.

Incoming wave kinematics

In this section, kinematic parameters of the incoming wave are obtained from ex-

perimental data and compared with the analytical theory of STOKER [8]. These

parameters are of importance to know the relations between the incoming wave and

the shipping of water, as further described in next sections. To begin with the

analysis, it is important to know the limit of influence of the structure in the in-

coming wave. This was accomplished by estimating the maximum elevation values

for each case, along the spatial domain for the bore propagation (from x = −0.4 m

to x = −0.010 m), considering the bow edge as the origin, as observed in Fig.4.13.

In the figure, they are shown the mean and standard deviation values obtained ex-

perimentally for each study case, and the corresponding theoretical values obtained

from STOKER [8].

Figure 4.13a presents the values for the experiment without structure. From

this figure, it can be observed that the wave propagates keeping an almost constant

elevation. Note that at this part of the tank (-0.4 m< x <0 m), once the wave has

been completely developed, the experimental values overestimated the theoretical

ones. For all cases, there was a difference of about 0.020 m between the experimental

and theoretical values. It may be related to the shape attained by the well developed

bore, as analyzed previously in Section 4.1.1.

Figure 4.13b shows the maximum values for the experiment with structure. Dif-

ferently from the case without structure, it can be clearly observed the influence

of the structure for each case. As described in last section, there is a region where

the elevations started increasing from the almost constant wave amplitude, as the

wave approached the structure. In the figure, they have been defined five positions

([A,B,C,D,E],[−0.01,−0.1,−0.2,−0.3,−0.4] m) in order to analyze the influence

of the structure. For all cases, it seems that the region defined by points E and D

corresponded to a domain in common that contains similar information (i.e., con-

stant wave elevations) as the experiment without structure (see for instance ED

Fig.4.13a), despite of differences of some millimetres. In this domain, the difference

between the theoretical and experimental values was also about 0.020 m.

On the other hand, for the region defined by the limits D and C it is notable
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Figure 4.12: Influence of the structure on the incoming wave water elevation time
series in experiments with and without the fixed structure for Case 5. The bow
edge of the structure is considered as the origin. (a) x=−0.1 m. (b) x=−0.2 m. (c)
x=−0.3 m. (d) x=−0.4 m.

that elevations start increasing for Cases 3 to 5. Then, for the region defined by C

and B, the points of change in maximum elevations may be observed for all cases.

The region defined by E and D was chosen to experimentally calculate the wave
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Figure 4.13: Maximum water elevations of the incoming wave (η, mean and standard
deviation) at different positions (x) for the five cases considered. (a) Experiment
without the fixed structure. (b) Experiment with the structure.

velocity for the case without structure, using the mean maximum values at E and

D, and the points in time at which these values occurred.

The mean and standard deviation values of the horizontal wave velocity from

points E to D (
−−→
UED) for the experiment without structure are shown in Fig.4.14 for

all the cases. In the figure, the front velocities given by Stoker theory (U0−Stoker) are

also shown for comparison. It can be observed a close agreement between the mean

experimental velocities and the theoretical ones. All the velocities ranged between
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1 . U0 . 1.5 m/s. These velocities increased from Case 1 to Case 5, with theoretical

velocities from 1.26 m/s to 1.46 m/s, respectively, whereas experimental values of
−−→
UED ranged from 1.17 m/s up to 1.33 m/s for these cases.

Table 4.2 summarizes the values obtained. Notice that, for the case without the

structure, there are differences of 7% and 9% between the mean experimental values

and the theoretical ones for Cases 1 and 5, respectively, which are considered in

close agreement.
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Figure 4.14: Comparison of the incoming wave crest horizontal velocity (UED) for
the experimental setup without structure and the Stoker’s approach (U0).

Once the mean crest velocities of the wave from theory and the experiment

without structure are known, it is possible to verify the differences found with the

experiment with structure. Figure 4.15 presents these results, which were obtained

from the limits A to E shown in Fig.4.13.

Generally, it can be noted that mean value results in all regions followed the

tendency defined by the theoretical values, that is, mean crest horizontal velocities

increased from Case 1 to 5.

On the whole, it can be noted that for all cases, most of the results are into the

range of velocities from 1 m/s to 1.5 m/s, approximately.

A summary of mean values and respective standard deviations for all the domains

defined by points A to D are shown in Table 4.2. Notice that mean values for the

region ED overestimate even more the theoretical values than the values obtained

for the same region in the case without structure. In relation to the Stoker values,

mean ED values for the case with structure overestimate the theoretical ones in

26% and 14% for Cases 1 and 5, respectively. This suggests that the presence of the

structure reduced the crest horizontal velocity in the less influenced region (ED).

From the mean experimental values, this difference was presented in a reduction of

≈ 20% and ≈ 5% respectively for Cases 1 and 5, in relation to the cases without

structure.
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Figure 4.15: Incoming wave crest horizontal velocities for the experimental setup
with the internal structure, for regions defined by points A-D. Results obtained with
the Stoker’s approach for U0 are shown for comparisons.

4.2 Shipping water

This section presents the experimental results corresponding to the shipping wa-

ter, which includes the water elevation variation, the kinematics of water on deck

and the resultant vertical loading for the five study cases. Relevant information for

these parameters was obtained by means of conventional sensors (i.e., wave probes,

accelerometers and load cells) and image-based procedures, already described in Sec-

tion 3. At first, the types of shipping water are identified in a qualitative manner for
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Table 4.2: Statistics of incoming wave crest horizontal velocities in different regions
for the experiments with and without the structure, and theoretical values from
Stoker’s approach.

| | WITHOUT ST. | WITH ST. |
| Case U0−Stoker | UEDmean UEDsd | UEDmean UEDsd UDCmean UDCsd UCBmean UCBsd UBAmean UBAsd |
| (m/s) | (m/s) (m/s) | (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) (m/s) |
| 1 1.27 | 1.18 0.11 | 0.93 0.04 1.17 0.21 0.90 0.06 1.24 0.08 |
| 2 1.33 | 1.14 0.16 | 1.03 0.05 1.14 0.22 0.99 0.14 1.52 0.26 |
| 3 1.37 | 1.19 0.21 | 1.10 0.14 1.22 0.31 1.09 0.15 1.45 0.13 |
| 4 1.40 | 1.26 0.34 | 1.32 0.17 1.23 0.23 1.07 0.04 1.41 0.14 |
| 5 1.46 | 1.33 0.13 | 1.26 0.08 1.28 0.06 1.19 0.07 1.25 0.06 |

all the study cases. Secondly, the evolution of shipping water elevations is treated

in a similar way as done in Section 4.1.2, where temporal and spatial distributions

were presented for the incoming wave. Next, the shipping water kinematics is ex-

amined in order to know typical front velocities for each case and relationships with

the kinematics of the incoming wave. Finally, the generated loading on deck and

dynamic effects during the experiment are analyzed at the end of the section.

4.2.1 Shipping water events

As defined in previous sections, for the present study five different conditions for the

incoming wave interacting with the structure were analyzed. That is, five different

freeboards originated the development of five different single waves (bores) using

the same ratio of the wet dam-break approach (h0/h1 = 0.6). Concerning this, five

different scenarios of shipping water were obtained due to the combined effects of

freeboard and wave steepness for each case.

Main stages of the shipping water events for Cases 1, 3 and 5 (chosen as repre-

sentative of the other cases) are respectively presented in Figs.4.16,4.17 and 4.18.

These figures show snapshots of flow at different points in time, including the initial

(bow run-up) and final (backflow) stages of shipping water. In all the figures, the

first image corresponds to the initial condition for each case, from which the free-

board can be observed. Then, snapshots are shown at intervals of 0.06 s, from the

instant at which the water level reached the deck level, that is, during the runup

stage that occurs at the bow, to the stage where backflow is presented.

For the Case 1 (Fig.4.16), a very small plunging wave shipped at the bow forming

a small cavity. Then, a forward and a backward small water jets were formed as

the wave crest approached the deck. When the wave crest was over the bow edge,

the cavity started being trapped by the flow while a layer of fluid was observed

propagating over the deck. Next, the wavefront of the shipped flow interacted with

the vertical wall of the tank, causing run-up on it. After the run-up occurred,
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Figure 4.16: Representative snapshots of shipping water for Case 1.

water fell down influenced by gravity action, yielding and a turbulent flow moving

backward onto the deck, returning to the reservoir of water.

Similar patterns as the ones found in the Case 1 were observed in the Case 3

(Fig.4.17); however, they are mainly differentiated by a larger amount of water over

the deck, which yielded a thicker layer of water, and a more significant run-up and

backflow phenomena. Furthermore, a cavity was also formed at the beginning of the

deck, but it was smaller than the one observed in the Case 1.

Finally, the Case 5 (Fig.4.18) presented the largest volume of water over the

deck, maintaining similar patterns in relation to Cases 1 and 3. In Case 5, the run-

up and backflow were more significant than in previous cases. However, the cavity

formed at the bow edge was not observed.

Results indicate that all the events of shipping water presented similar patterns

in their main stages (i.e., flow propagation and run-up trends). However, these

are mainly differentiated by the resultant amount of water onto the deck and the

64



Fixed 

structure
Water

t=0s t=1.21s t=1.27s
C3

Bow

t=1.33s t=1.39s t=1.45s

t=1.51s t=1.57s t=1.63s

t=1.69s t=1.75s t=1.81s

t=1.87s t=1.93s t=1.99s

t=2.05s t=2.11s t=2.17s

t=2.23s t=2.29s t=2.35s

t=2.41s t=2.47s t=2.53s

Hst/2~0.075 m

Figure 4.17: Representative snapshots of shipping water for Case 3

formation of a small cavity at the bow edge.

The differences between the initial stages of the shipping water between the cases

analyzed can be better verified in the Fig.4.19. The snapshots located at the left side

of the figure show the initial stage of water invading the deck for the three cases at

different times. Notice that the Case 1 (Fig.4.19a) presented an small cavity formed

by the plunging wave. Unlike, for the Case 3 (Fig.4.19c) the cavity also appeared

but it was smaller. Then, for the Case 5 (Fig.4.19e) the cavity is not observed. So,

it can be noted that the size of the cavity increases as the freeboard also does.

Additionally, the snapshots located at the right side (Figs.4.19b, d and f) rep-

resent stages that occurred 0.16 s after the stages shown in the left side. In these

images, the differences in the amount of water can be verified for each case. Also,

it can be inferred from the position of the wavefront that Case 1 presented a faster

horizontal velocity over the deck than the other cases. Thus, it can be defined with

the present approach that the wave front velocity increases as the freeboard also
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Figure 4.18: Representative snapshots of shipping water for Case 5

does, regardless of an smaller volume of water onto the deck.

Results showed that the wet dam-break approach allowed generating five different

cases of shipping water onto the deck, produced by five different waves, which were

modified mainly by the freeboard of the structure. They also showed that the wave

steepness and freeboard are related to the generation of different sizes of cavities at

the bow edge and to the increase of the shipped volume of water onto the deck. These

aspects were also identified by HERNÁNDEZ-FONTES et al. [4, 5] who observed the

freeboard influence with shipping water events generated using the wet dam-break

approach in a smaller installation.

Regarding the shipping water events definition made by GRECO et al. [3] and

HERNÁNDEZ-FONTES et al. [4, 5], the shipping water events found in this study

may be classified as dam-break (DB) and small-scale plunging-dam-break (PDB)

types.
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Figure 4.19: Initial stages of shipping water at bow of the structure. (a,b) Case 1.
(c,d) Case 3. (e,f) Case 5.

4.2.2 Shipping water evolution

VWPs validation

The validity of the binary-image-based methodology used to capture the water ele-

vations on deck of the structure was verified with time series of conventional wave

probe sensors, in a similar way as it was done for the incoming wave. Then, it

was applied to measure the water evolutions at different positions over the deck

(see Fig.3.3). Regarding this, Figure 4.20 shows the comparison of the time series

of water elevations (η, mean and standard deviation values) obtained with the vir-

tual wave probe (VWP0d) and the respective conventional wave probes (WP1 and

WP2), which are located very close to the deck edge (≈ 2mm). Figures 4.20a and b

present the comparisons of these series for the Case 3 and 5, respectively. It should

be noted that these series represent the freeboard exceedance of the incoming wave.

Small spatial and temporal shifts can be observed in the comparisons, which

indicate the good agreement between data considering the range of uncertainty

already described for the wave probes calibration and image processing. Analyzing

the peak values between WP1 and WP2 (i.e., the conventional probes), we found

4η ≈ 2 mm and 4t ≈ 0.002 s for both cases. Thus, small three-dimensional effects

of 3.5% and 3.3% can be inferred for Cases 3 and 5, respectively. Moreover, it is
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clear that the VWPs presented a close agreement with the WPs. These attained the

peak values in a close way (4 ≈ 0.002− 0.003 m) and followed the complete trend

of the signal along time. These aspects were also observed for the other cases.

From the results obtained in the comparisons of WPs with VWPs, it was ver-

ified the potential of the image-based method to measure the evolution of water

on deck. Thereby, this was analyzed by two-dimensional reconstruction, using the

image based method described before.
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Figure 4.20: Comparison of time series of water elevations (η, mean and standard
deviation values) between WP1, WP2 and VWPd0. (a) Case 3. (b) Case 5.

Shipping water elevations

Once the incoming wave interacted with the bow of the structure (horizontal impact

and bow run-up stage), an amount of water shipped and propagated onto the deck.

This amount of water is affected by characteristics of the incident wave (e.g., wave

steepness), freeboard or shape of the structure. Then, as defined in previous sections,

in the present study the resultant water-on-deck behaviour is mainly due to the

wave steepness and the different freeboards, maintaining the same geometry of the

structure.

In order to examine the evolution of water on deck, virtual wave probes located

along the deck, separated at a distance of 0.010 m, considering the deck edge as the

origin of the coordinates system (see Section 3.3), have been used. This allowed to
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reconstruct the spatial and temporal evolution for the five study cases.

Figures 4.21a and b shows two of the 2D reconstructions, corresponding to the

Cases 1 and 4, respectively. In these images, three main stages can be identified:

First, the deck was completely dry (η = 0) until a finite amount of water invaded

the deck and propagated to its end (x = 0.392 m), where the vertical wall of the

tank is placed. Secondly, the water interacted with the vertical wall causing run-up.

Finally, the water in the run-up stage fell down by action of gravity and backflow

occurred on the deck of the structure. The amount of water differed for each case

of study, being larger for the Case 5 (lower freeboard) and smaller for the Case 1

(higher freeboard).

Alternatively, Figure 4.22 presents a different visualization of the shipping water

propagation, considering plots of time against distance over the deck. The plots,

regarding an scale for the water elevations from 0 to 0.08 m for Cases 1, 2, 4 and 5,

are shown in Figs. 4.22a,b,c and d, respectively.

In all figures, it can be observed that the significant water elevations at the begin-

ning of the deck (water entry region), characterized by different colors, correspond

to the maximum freeboard exceedance elevations of each case. Concerning the same

spatial scale, it can be verified that the freeboard exceedance increased from C1 to

C5. The water entry elevations tended to decrease for farther distances in relation

to the bow edge (x > 0). For 0.35 ≤ x ≤ 0.40 m, they are observed the regions

where the run-up on the tank wall occurred at different times for each case (see the

saturated regions). After such stages, backflow can observed on the deck; however,

it has to be considered that the image-analysis method was not developed to capture

broken waves during and after this run-up stage. Despite of such a limitation of the

image based method to capture turbulence, the information presented may help to

suggest that the backflow on the deck might be significant in the loading on deck, as

inferred from the high elevations captured from experiments just after the run-up.

The analysis of water evolution and related loading due to backflow is out of the

scope of this thesis; however, it is an important topic that should be investigated in

further research.

Freeboard exceedance consideration

One of the most important parameters in the analysis of shipping water events is

the freeboard exceedance, or the effective water elevations from the incident wave

that represent the volume of water that ships onto the deck. These are commonly

measured at the beginning of the bow deck of the structure (x = 0). However, for

prediction purposes, they can also be measured at a distance outside the bow edge

of the deck. For example, in ocean basin experiments, a common practice consists in

installing a wave probe at some millimetres out the bow edge to measure the relative
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Figure 4.21: 2D reconstruction of the shipping water evolution on deck (η vs x and
t). (a) Case 1. (b) Case 4.
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Figure 4.22: Shipping water evolution (t vs x). (a) Case 1. (b) Case 2. (c) Case 4.
(d) Case 5.
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bow-wave motions. Thereby, the freeboard exceedance can be estimated from these

data.

In this study, the conventional wave probe located at x = 0.002 m from the bow

edge (see Fig.3.8, Section 3.3) interfered with the image processing at x = 0. Thus,

we obtained VWPs time series outside the deck (VWPw0, x = −0.005 m) and on the

deck (VWPd0, x = +0.005 m) because these positions were suitable for the image

analysis, to measure freeboard exceedance. Concerning this, we made a comparison

between the resultant VWP time series obtained from VWPw0 subtracting the

structure height (i.e., VWPw0−D, with D as structure height) and the time series

measured on the deck (VWPd0).

The comparisons between the freeboard exceedance, measured at x = +0.005

m and x = −0.005 m for Cases 1,2,4 and 5, are shown in Figs. 4.23a,b,c and

d, respectively. The time series include the mean and standard deviation values

estimated from all the repetitions. It is observed that for all cases, the trend of

both series is very similar, despite of very small shifts on time between them and

some differences in water elevations, mainly at the tail of the curves because of the

remained layer of water over the bow. Considering the time at which the water

elevations started rising, the shifts in time were about 0.03 s for Cases 1 and 2, and

0.04 s and 0.07 s for Cases 4 and 5, respectively, which are assumed small for the

present application.

It is important to mention that the maximum value of these series is known in

shipping water studies as the maximum freeboard exceedance (η0), and it is one

of the most common parameters used in the implementation of analytical mod-

els to examine the shipping water evolution on decks of structures (e.g., GODA e

MIYAMOTO [14], BUCHNER [34]).

For the cases 1 and 2, the maximum freeboard exceedance of the VWPw0−D
time series overestimated that of VWPd0 in approximately 7%, whereas for the

cases 3 and 4, the overestimation is approximately 4%. However, it is important

to highlight that the maximum values presented a very small shift in time, which

ranged from 0.002 s to 0.004 s for all cases, suggesting that maximum values occurred

almost at the same time.

Disregarding the small differences observed in the time series of freeboard ex-

ceedance measured outside and over the deck, in the present study, the time series

VWPw0 −D have been considered as the freeboard exceedance time series. How-

ever, to use them, it has to be disregarded the possible loss of water due to backflow

during the bow run-up stage.
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Figure 4.23: Freeboard exceedance time series comparisons by VWPs measured
before (VWPw0 − D, x = −0.005 m) and after (VWPd0, x = 0.005 m) the bow
edge of the deck . (a) Case 1. (b) Case 2. (c) Case 4. (d) Case 5.

Time series of shipping water on deck

Experimental measurements of the time series due to shipping water at several

positions on the deck is still a topic that has not been widely explored in literature,
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thus, there is a lack of information that allow obtaining details of the evolution

of different types of shipping water events. A common practice is to use some

conventional wave probes arrangements to extract water elevation information, as

for instance GRECO et al. [3], GRECO [16]. Conversely, the present results may

yield a better understanding of the trends followed by water elevations at several

positions over the deck, because it allows obtaining their time series, which is of

importance for analytical and numerical model validations nowadays.

As described before, after the bow run-up stage, a finite amount of water in-

vaded the deck in the shipping water events. This water propagated onto the deck

decreasing the elevations unless an obstruction remained on its way. In the present

two-dimensional study, the amount of water entry can be defined by the freeboard

exceedance time series.

For the study cases shown in Figs.4.23a-d, the corresponding time series of ship-

ping water elevations on the deck are shown in Figs.4.24a, b, c and d for the cases

C1, C2, C3 and C4, respectively. The figures show the time evolution of water ele-

vations (η) for a repetition at several VWPs in the spatial range 0.010 ≤ x ≤ 0.33

m, considering the bow edge as the origin (x = 0). The VWPs are separated by a

distance of 0.010 m from each other, yielding 33 VWPs. The time series are shown

regarding the range of applicability of the image-based procedure (t ∼ 2 s), that

is, in the two dimensional flow, before the influence of the tank wall on the flow.

For all the cases, the water elevations tend to decrease as x increases. Most of the

time series presented an initial rising limb, then, a peak was attained, and finally, a

decreasing limb was observed.

For the cases that presented a larger amount of water (see Cases 4 and 5,

Figs.4.24c,d), the effects of the run-up stage at the deck end influenced earlier the

signals of the VWPs located closer to the vertical wall, where the image processing

method was not fully applicable to measure the effective water elevation because

of the turbulent flow. Such an effect increased from the cases with larger to lower

freeboards (i.e., from C1 to C5, respectively). Regardless of these effects, it can be

verified that the trend followed by elevations in all cases is very similar, differing

mainly in the magnitude of the water elevations and the time at which water started

to be measured. The resemblance in the trends of the time series may be related to

the types of shipping water events under study, which resembled the DB and PDB

with small cavity formation.

The water elevations shown in Fig.4.24 are of importance for the analytical model

validation to assess the water elevations on deck, as further described in this work.
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Figure 4.24: Time series of shipping water elevations (η) at different positions onto
the deck (33 VWPs, [0.01 ≤ x ≤ 0.33 m, VWPd01 to VWPd33]). (a) Case 1. (b)
Case 2. (c) Case 4. (d) Case 5.
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4.2.3 Shipping water kinematics

From the available data, information about the shipping water kinematics has been

extracted. This information corresponds to the horizontal velocity of the shipping

water wavefront (Ufront), measured from visual inspection of the wavefront edge

displacement onto the deck (xdeck), as described in Section 3.3.3.

Figure 4.25 presents the mean and standard deviation values of the results ob-

tained from the analysis of the wavefront propagation for some cases considered

as representative. Thereby, Figures 4.25a and b show the time series of wavefront

displacement over the deck (xdeck) against time (t) obtained for the Cases 1 and 3,

respectively. The slope of the curves shown can be used to idealize the wave front

velocity (Ufront) for each case. In general, it can be verified that data does not follow

a liner relation. Indeed, it can be noted a region where the curves have a smaller

slope (I), suggesting a lower wavefront velocity, and a region with a larger slope,

suggesting a larger velocity (II). In the former stage the wave front has not been

completely developed (0 . x . 0.05 m, beginning of the water entry), whereas the

in the latter, the wave front has been well developed over the deck, after a sudden

acceleration.

The behaviour observed in the time series of wavefront displacement can be

better understood in the Figs.4.25c and d, which show the time series of wave front

velocity Ufront for the same cases. It can be observed that, at the beginning of the

events (Region I), Ufront is between 0.2− 0.4 m/s, approximately. Then, when the

wave front is well developed at longer positions over the deck (Region II), it reaches

velocities around 1 m/s. On the hole, the trends of data suggest a considerable

variable acceleration from region (I) to (II), as inferred from the distributions of

mean values.

Rather than from a visual analysis, the mean front velocities estimation for the

regions (I) and (II) from Fig.4.25 has been performed by means of linear regression

analysis to the mean values of experimental data (xdeck vs t). This was done to

obtain the mean Ufront velocities at different stages of shipping water (i.e., I and II).

Figures 4.26a and c present the linear regression results of the time series of

wavefront displacements, regarding the range 0 < xdeck < 0.02 m in the region I for

Cases 2 and 4 , respectively.

Linear regression fits with coefficients of determination R2 ≈ 0.99 were obtained

from experimental data. These coefficients are statistical measures of the degree

of approximation of data to the fitted regression line. Overall, higher R2 values

indicate a better fitting of the model to the data. In both cases, a mean Ufront

of ≈ 0.3 m/s was verified from the slope of the analytical model for each case.

Furthermore, Figs.4.26b and d shows the linear regressions (R2 ≈ 0.99) for the
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Figure 4.25: Analysis of wavefront propagation onto the deck. (a) Case 1: xdeck vs
t. (b) Case 3: xdeck vs t. (c) Case 1: Ufront vs t. (d) Case 3: Ufront vs t.

region II considering 0.1 < xdeck < 0.035 m in both cases. In these regions, the

slopes of the models obtained suggest mean Ufront ≈ 1.1 m/s.

To verify the changes of the wavefront velocities at different regions over the deck,

Table 4.3 summarizes the Ufront values obtained from linear regression analysis for

the five study cases for regions 0 < x < 0.2 m, 0 < x < 0.5 m, 0 < x < 0.1

m and 0.1 < x < 0.4 m. Notice that in general, even though the velocities are

close for all cases, Case 1 presented slightly higher velocities than the other cases.

77



Moreover, it can be noted that the wavefront velocity is different according to the

region considered, that is, it increases as xdeck also does. On the whole, it can

be verified that the wavefront velocities presented values of 0.3 − 0.4 m/s at the

beginning of the deck, and values of 1.0 − 1.1 m/s for the middle and the end of

the deck regions.
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Figure 4.26: Linear regressions performed to mean wavefront edge displacements
(xdeck) values to estimate the wavefront velocity Ufront at different regions over the
deck. (a) Case 2: xdeck vs t for 0 < x < 0.02 m. (b) Case 2: xdeck vs t for
0.1 < x < 0.35 m. (c) Case 4: xdeck vs t for 0 < x < 0.02 m. (d) Case 4: xdeck vs t
for 0.1 < x < 0.35 m.

4.3 Shipping water vertical loading

The shipping water events analyzed caused vertical loading on the structure, which

was measured by the force balance embedded to its deck, as already described in
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Table 4.3: Mean wavefront velocities (Ufront) estimated from linear regression anal-
ysis at different regions over the deck.

Case Ufront (0 < x < 0.02 m) Ufront (0 < x < 0.05 m) Ufront (0 < x < 0.1 m) Ufront (0.1 < x < 0.4 m)
(m/s) (m/s) (m/s) (m/s)

1 0.31 0.44 0.63 1.1
2 0.30 0.43 0.62 1.1
3 0.30 0.42 0.58 1.1
4 0.29 0.38 0.52 1.1
5 0.31 0.38 0.50 1.0

Section 3.4. Five repetitions were performed and the sum of the signals of the

four load cells that form the balance were used to obtain the total vertical loads.

Additionally, data from the accelerometers attached to the sensing element of the

balance and to the tank wall allowed to identify some responses of the structure

during the experiment.

4.3.1 Vertical loading

Individual load cell loading

To start with, the trends of the measurements obtained with the individual load cells

that form the balance are analyzed. Figures 4.27a-d show the mean and standard

deviation values (considering the five repetitions) of vertical loads measured by load

cells LC1-LC4 for the Case 3, respectively. Two seconds were considered to analyze

the signals from the trigger activation (t = 0) until the loads on deck due to the

shipping water occurred, including the maximum load and the decreasing trend of

signals.

Figures 4.27a and b show the results for LC1 and LC2, respectively. These load

cells are located close to the vertical wall of the structure that is in contact with

the water (see Section 3.4.1). It can be observed that signals present a constant

amplitude near to zero until t ≈ 0.9 s, when they start showing negative values.

The negative values attained a minimum value at t = 1.324 s, then, the signals rose

up to zero at t = 1.446 s. After this time, force amplitudes increased until attaining

peak values, then, they decayed while water developed onto the deck.

Moreover, Figures 4.27c and d show the force time series for LC3 and LC4, which

were located farther from the bow than LC1 and LC2. Differently from the trend

observed in LC1 and LC2, these load cells measured positive values after t = 0.9 s,

which increased attaining a peak value at t ≈ 1.65 s. That is, no negative values

were observed. The maximum load standard deviations for the individual load cells

did not exceed 0.5N in all cases.

Even though the force magnitudes obtained by the load cells in the different
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study cases are different, the trends observed in the signals of Fig.4.27 are similar

for all cases.
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Figure 4.27: Mean and standard deviation values of time series of vertical loads
given by the four load cells in the Case 3. (a) Load cell 1 (LC1). (b) Load cell 2
(LC2). (c) Load cell 3 (LC3). (d) Load cell 4 (LC4).
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It was identified from video data that the differences observed in Fig. 4.27 for the

load cell pairs may be associated to the initial stages of shipping water, which tend

to cause a not uniform distribution of loads when the water invaded the beginning of

the deck. To exemplify this, Figure 4.28a shows snapshots of the spatial distribution

(snapshots) of the points in time highlighted in Fig.4.27.

It can be verified that at t = 0.9s, the initial water level near the structure

started moving due to the incoming wave. Then, note that for t = 1.324 s the bow

run-up stage already occurred and the water started forming an small forward jet at

the instant at which it is over the deck. The sensing element of the balance started

being loaded in a not uniform manner through a moment around the yb axis. Next,

from t = 1.324 s up to t = 1.446 s, the wavefront developed and covered a larger

deck region.

It can be suggested that the negative measurements observed in LC1 and LC2

are due to a horizontal wave load effect during the bow run-up on the load cell

measurements, as illustrated in Fig.4.28b. Perhaps, the vertical wall of the balance

presented a small horizontal displacement due to a moment caused during the bow

run-up stage, influencing the negative loads in LC1 and LC2 (− ↑). It has to be

considered that there is an small separation (∼ 0.5 mm) between the vertical wall

of the balance and its horizontal sensing plate. When the bow run-up started, the

negative loads started to be measured. It is possible that such loads were due to a

bow runup moment, which may have pushed the sensing element upwards, causing

tension and compression loading in LC1-LC2 and LC3-LC4, respectively. When the

shipping water invaded a larger region of the sensing element, the loading became

more uniform and all the load cells measured compression loads. Despite of the

trends observed in the indivudual load cells, the resultant vertical load over the

balance was obtained as the sum of LC1-LC4, and was measured when the water

started to load the balance, as described in next pharagraphs.

Total vertical loading repeatability

An analysis of the repeatability of the total vertical loads, calculated as the sum-

mation of the individual load cells, is presented. Figure 4.29 shows time series of

total vertical loads, obtained for the five repetitions of the Case 3. This case that is

the intermediate of the five cases considered was chosen as representative for expla-

nation purposes. In the figure, it can be observed that all the repetitions present a

very close agreement in magnitudes and trends followed. Note that for such a case,

the sensing element of the balance started to measure the loads after t ≈ 1.35 s.

Then, they raised up to a peak value at t ≈ 1.6 s, after which they decreased to zero

at approximately t = 1.9 s.

In order to verify what occurred during the total load measurements, several
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Figure 4.28: Effects of initial stages of shipping water on the individual load cells
performance.

points in time were highlighted in Fig.4.29, corresponding to the snapshots presented

in Fig.4.30. It can be observed in Fig.4.30 that for t = 1.364 s, where it seems
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Figure 4.29: Time series of total vertical loads for the five repetitions performed in
the Case 3.

that the load started to be measured, the forward jet (wavefront) formed at the

early stage of water entry started loading the sensing element of the balance. From

Fig.4.29, this loading increased progressively for t = 1.442 s and 1.522 s, until it

was attained a peak value at approximately t = 1.6 s. In Fig.4.30, this point in
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time (peak value, t ≈ 1.6 s) indicates the larger amount of water over the sensing

element, as shown in the time series. After this stage (t = 1.746 s and 1.892 s),

the water elevations of the shipping water decreased, which, in turn, reduced the

loading, as observed in Fig.4.29. The loading is reduced because water propagated

downstream over the deck, interacting with the tank wall, remaining a thin layer of

water over the sensing element. After the run-up occurred, backflow was observed,

causing a second loading stage over the balance. The analysis of the second loading

stage was not considered in this work, thus, further research may be done for its

study.

Force balance region

~0.392 m ~0.075m

t=1.364s

Deck

t=1.442s

t=1.522s t=1.600s

t=1.746s t=1.892s

Vertical
wall

Fixed structure

C3 C3

C3 C3

C3 C3

Fixed structure

Fixed structure

Fixed structureFixed structure

Fixed structure

Figure 4.30: Snapshots of representative shipping water propagation stages for ver-
tical loading analysis for the Case 3.

Performance of the balance

The performance of the sensing element of the balance was verified by calculating the

point of application of the load time series in the sensing element region, considering

its geometrical center as reference to estimate punctual values, as shown in the

graphs of Figs.4.31a and b for Cases 3 (for 1.3 s< t <2 s) and 5 (for 1.2 s< t <2

s), respectively. In the graphs, xb and yb represent the longitudinal and transversal
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coordinates of the sensing element, which has length 0.18 m and width 0.334

m, respectively. Even though there are some points dispersed, mainly around the

xb axis for xb > 0, in both cases almost all the points are grouped very close to

the center of the balance. There are loads centered along the yb-axis, which may

indicate the presence of three-dimensional effects during the shipping water on deck.

Additionally, the points observed in the first half of the deck length, along the xb-

axis, may be due to a not uniform loading distribution, as suggested by Fig.4.27,

for the initial stages of the events.
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Figure 4.31: Calculated points of application of vertical loads over the sensing ele-
ment of the balance. (a) Case 3. (b) Case 5.

Total vertical loads

Once the individual load cells loads and the performance of the force balance have

been analyzed, it is possible to present the results of time series of total loads,

considering the time time interval 0 < t < 2 s.

Figure 4.32 presents the time series of total vertical loads (mean and standard
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deviation values) for the Cases 1,2,4 and 5. It can be observed that for all cases, the

beginning of the mean load measurements as well as their maxima values occurred

at different times. For Cases 1,2 and 3 the maximum standard deviation did not

exceed 1 N, whereas for Case 5, it was observed an increase of about 3N as soon as

the mean values reached their minimum values (t & 1.95 s). In this last case, the

resultant volume of water on deck was the largest of all cases. Below each graph, it

is observed an snapshot indicating the stage corresponding to the maximum loading

in each case (point M). The stages shown correspond to the maximum amount of

water over the sensing element of the balance. After these stages, the finite volume

of water that shipped onto the deck, propagated downstream over it, decreasing the

water elevations on the sensing element and, hence, reducing the loading.

Table 4.4: Maximum measured vertical loads for all the study cases.

Case tM(s) FM (N) %FM
C1 1.668 7.3±0.34 4.7
C2 1.626 12.2±0.24 2.0
C3 1.600 14.5±0.28 1.9
C4 1.584 16.9±0.21 1.2
C5 1.566 21.5±0.22 1.0

Note that the maximum loads occurred at shorter times as the amount of water

over the deck increased, that is, as freeboard reduced (e.g., Cases 4 and 5). In these

cases the time series also started earlier than for the cases with higher freeboards.

In order to compare the vertical loading for all cases, Table 4.4 summarizes

relevant data for the five cases of study. These include the mean maximum vertical

load with its corresponding standard deviation (FM), the point in time at which

this load occurred (tM), and the percentage of the standard deviation on the mean

value %FM .

As expected, the largest maximum loading was obtained for Case 5 (21.5± 0.22

N), which presented the largest amount of water over the deck, whereas the minimum

was for Case 1 (7.3± 0.34 N). There is a difference of 14.2 N between the cases with

higher (C5) and lower (C1) freeboards. Also, note that these peak values occurred

faster for the cases that presented smaller amount of water over the deck, that is,

those with the highest freeboards (e.g., C1, C2). Furthermore, it can be verified that

these cases presented a larger standard deviation with respect to the mean values

(%FM). That is, it was observed 4.7% and 1% of difference in relation to the mean

values for the Cases 5 and 1, respectively. The data presented in this section was

employed to validate the application of the proposed analytical approach to estimate

the vertical loading over the sensing element, as further presented in Sect.5.
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Figure 4.32: Mean and standard deviation values of the total vertical load time
series. Images under the graphs represent the stage at which the maximum loading
on the balance occurred in each case. (a) Case 1. (b) Case 2. (c) Case 3. (d) Case
4.

4.3.2 Dynamic effects during the experiment

Accelerometer of force balance

As the wet dam-break experiment consists in a sudden release of the gate that divides

the upstream and downstream reservoirs of water, the impulsive motion of the gate

might have induced vibration in the installation considered for the experiments.

In this framework, the accelerometer attached to the force balance was employed

to identify dynamic effects (ringing) during the dam-break tests that could have

significant influence on the load measurements. The accelerometer has a frequency

response from 0 to 200 Hz, so, dynamic responses in such a range were considered.

Figure 4.33 shows time series of accelerations for the five repetitions, which have
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been superimposed. These signals were provided by the accelerometer in the three

directions (X, Y and Z, Fig.3.3), from t = 0 to t = 2 s for Cases 1 and 5, which were

selected as representative of all cases. In all signals, it is possible to observe that

there is an amplification in the acceleration amplitudes around t ≈ 0.5 s. This effect

is due certainly to the gate release stage, which occurred approximately at that time

for all cases. Such an impulsive response is expected since the rapid gate release

during dam-break experiments may be subjected to some frictional effects caused by

the tank walls and the water at both sides of the gate, then, it might have induced

some vibrations in the tank. As can be noted, there is a transient effect during the

gate release (t ≈ 0.5 s) and the subsequent milliseconds, corresponding to the stage

of wave generation. However, it can be inferred that the maximum response tended

to decrease during the wave propagation and shipping water onto the deck (t & 0.1

s).
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Figure 4.33: Data from the accelerometer attached to the balance (Accbal). (a) Case
1, acceleration in X. (b) Case 5, acceleration in X. (c) Case 1, acceleration in Y. (d)
Case 5, acceleration in Y. (e) Case 5, acceleration in Y. (e) Case 1, acceleration in
Z. (f) Case 5, acceleration in Z.

Figures 4.33a and b show the acceleration in the x-direction (i.e., longitudinal to

the tank) for Cases 1 and 5, respectively. The maximum effect due to the gate release

was around -0.9 m/s2 < ACCX < 0.9 m/s2 for Case 1 and -1.2 m/s2 < ACCX < 1.2

m/s2 for Case 5, both at t ≈ 0.5 s. Then, the amplitudes decreased for longer times.

It can be verified that after the transient stage, the signals of Case 5 presented

some oscillations of lower frequencies. Probably, the gate release together with the

generation of the incoming wave induced an slow motion on the structure, also

measured by the balance accelerometer in the X-direction.
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Otherwise, Figures 4.33c and d present the accelerations for the Y-direction

(i.e., transversal tank direction) for Cases 1 and 5, respectively. In this direction,

the effects derived from the gate release originated peak amplitudes in the ranges

of -1.6 m/s2 . ACCY . 1.6 m/s2 for Case 1 and -1.8 m/s2 . ACCX .1.8 m/s2 for

Case 5. The effects were a little higher than the ones observed in the X-direction.

However, a similar slow-frequency oscillation is also observed for longer times in the

signals for Case 5. Perhaps, the study cases with larger volumes of water in motion

(e.g., Cases 4 and 5), produced such a type of oscillation in the installation, which

might be traduced to a small oscillating motion of it.

Finally, Figures 4.33e and f show the accelerations measured in the vertical di-

rection (Z-direction) for Cases 1 and 5, respectively. In this case, peak values in the

most amplified stage are in the ranges of -2.4 m/s2 . ACCY . 2.4 m/s2 and -4.3

m/s2 . ACCX . 4.3 m/s2 for Case 5, and the decay of higher frequency oscillations

is observed for longer times as in the previous cases.

Results suggest that there are some vibrations induced to the structure measured

by the force balance accelerometer, attributed mainly to the gate release and wave

generation stages, which generated impulsive responses. However, these responses

decreased with time, during the incoming wave propagation and the shipping of wa-

ter. At these stages, slow frequency oscillations are observed in the signals for Case

5, particularly for the X- and Y- directions. For the Z- direction, these oscillations

are almost negligible, so, it has been assumed that the load measurements were not

influenced by them.

Accelerometer installed on the tank vertical wall

As described above, during the wet dam-break experiment, some vibration was

transmitted to the tank. This was also verified by the accelerometer installed to its

vertical wall (Fig.3.5), from which the responses in different directions were moni-

tored.

Results obtained for the Cases 1 and 5 for the X, Y and Z directions (i.e.,

transversal, vertical and longitudinal tank directions) are shown in Figs.4.34, 4.35

and 4.36, respectively, where the time series of the five repetitions shown were su-

perimposed for each case.

Figure 4.34 presents the time series for the acceleration measured in the transver-

sal tank direction (X). The higher amplifications occurred at t ≈ 0.5 s with maxi-

mum values of about ±2.9 m/s2 and ±4.6 m/s2 for Cases 1 and 5, respectively, which

were originated mainly due to the action of the gate release, as described above for

the force balance accelerometer. Then, these higher frequency oscillations reduced

their frequency for the time interval at which shipping water on deck occurred (1 s

. t . 1.5 s).
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Figure 4.34: Data from accelerometer attached to the tank vertical wall (Accwall):
Cases 1 and 5, transversal direction (X).

Figure 4.35 shows the results for the vertical direction (Y). In this case, the

maximum amplifications occurred during and after ≈ 0.3 s from the gate release,

before shipping of water on deck. However, in this case the maximum amplifications

are lower than the one observed in the transversal direction, that is, approximately

±1 m/s2 and ±1.6 m/s2 for Cases 1 and 5, respectively. The vibration in this

direction was less significant than in the X-direction.
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Figure 4.35: Data from accelerometer attached to the tank vertical wall (Accwall):
Cases 1 and 5, vertical direction (Y).

Finally, Figure 4.36 shows the accelerations measured in the tank longitudinal

direction (Z). Again, it is clearly observed that the maximum values occurred around

t ≈ 0.5 s, during the gate release. The Case 1 presented maximum values of ±2.2

m/s2 and the Case 5 of ±5 m/s2. This last presented a second maximum oscillation

at t ≈ 0.7 s, which was also reduced its frequency for longer times. This might be

attributed to some effects due to the maximum aperture of the gate considering the

higher water depths h1 in the study cases.

Results are coherent with the ones obtained with Accbal. The gate release stage
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Figure 4.36: Data from accelerometer attached to the tank vertical wall (Accwall):
Case 1 and 5, longitudinal direction (Z).

transmitted impulsive vibrations to the structure, specially at the time t ≈ 0.5 s,

which decayed into slow frequency oscillations after that time, specially for Case

5. This case presented the smallest freeboard and the largest volume of water over

the deck. The most significant effects were observed in the transversal (X) and

longitudinal directions (Z). It is suggested that at higher initial condition values

(i.e., higher h1 and h0), or in other words, for larger volumes of water into the tank,

the resistance caused by water on the gate release was more significant, being related

to the vibrations transmitted to the experimental installation.

Overall, it was verified that for the cases with higher initial condition h1 (e.g.,

Case 5), there was a low-frequency oscillation remaining in the transversal and lon-

gitudinal directions, which may be associated to a slow motion generated by the

larger amount of water moving downstream inside the tank. For the vertical direc-

tion, it can be assumed that the vibration transmitted to the tank was minimized

during the shipping of water on deck.
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Chapter 5

Analytical Results

This chapter presents the analytical results obtained in the present study. In the first

part of the chapter, preliminary analysis of the proposed model (i.e., convolution

model), including selection of input parameters and calibration, is presented. Next,

it was validated with experiments and compared with the classical dam-break ap-

proach to estimate the shipping water propagation over the deck. Finally, both, the

convolution and dam-break methods were considered for the estimation of vertical

loading on deck, comparing the results obtained with experimental data.

5.1 Analytical model preliminaries and calibra-

tion

Regarding the implementation of the model, some preliminary steps are shown in

this section. First, a procedure followed to define the input function of the model

is described. Secondly, an adequate time step has been chosen to implement the

convolution in order to avoid underestimation of results and to guarantee computa-

tional efficiency. Finally, a parametric analysis considering the input kinematic and

frictional parameters has been performed in order to identify their range of applica-

bility for the problem under study. The influence of the resistance coefficient (Sf )

and the mean flow velocity (u) on the water elevation distributions (i.e., output of

the proposed model) has been analyzed at some positions over the x-domain. From

this analysis, adequate Sf parameters have been identified considering the Case 1

as reference. With this, the model was calibrated and further implemented to the

other cases.
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5.1.1 Input function selection

In the present analysis, the input function of the convolution model corresponds

to the time series of freeboard exceedance measured at the beginning of the deck.

As described in Section 4.2.2, this time series has been evaluated from VWPs lo-

cated at x = −0.005 m and x = 0.005 m from the deck edge, for each case. The

former VWP time series was obtained outside the deck, subtracting the structure

height (VWPw0−D, Section 4.2.2), whereas the latter was acquired over the deck

(VWPd0). Figure 5.1a shows the comparison of the time series (mean and standard

deviation values from repetitions) of water elevations obtained with these VWPs for

Case 4, considered as illustrative of the other cases. It is observed that the trend

followed for both series is similar and that the peak values of the water elevation

distributions have almost the same magnitude and are very close in phase, despite

of small differences in amplitudes at the curve tails.

For practical model implementation purposes, the time series obtained outside

the deck (mean values) was considered as the input of the present model, as shown

in Fig.5.1b. This might be a practical approach to apply the model in generic appli-

cations, because in typical cases, the freeboard exceedance series may be predicted

a priori based on relative motions between the bow and the incident wave.

Moreover, the maximum value of the freeboard exceedance time series was de-

fined as the maximum freeboard exceedance (η0). This value is further considered

to estimate the diffusion coefficient used in the proposed model (Eq.2.28) as well as

to use the classical dam-break approach of Stoker (Eq.2.34).

Table 5.1 summarizes the maximum freeboard exceedance (η0) for each case.

It has to be considered that such values were obtained from the mean time series

of VWPw0 − D (Fig.5.1). In addition, the table also shows the points in time

at which these time series started, i.e., assumed beginning of the shipping water on

deck (tbeginning), and the time at which the maximum freeboard exceedance occurred

(tη0).

Table 5.1: Main information of maximum freeboard exceedance (η0) for all cases.

Case η0 (m) tbeginning (s) tη0 (s)
C1 0.042 1.344 1.512
C2 0.054 1.246 1.506
C3 0.058 1.204 1.468
C4 0.063 1.148 1.456
C5 0.072 0.950 1.446
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Figure 5.1: Input series selection for Case 4 (a) Mean and standard deviation values
of time series measured at x = −0.005 m (VWPw0-D) and x = 0.005 m (VWPd0).
(b) Input series and maximum freeboard exceedance definition (η0) considered for
model implementation.

5.1.2 Kernel function time step analysis

Different time steps were analyzed to verify their effect in assessing the kernel func-

tion. This was done because an adequate time step is necessary to attain the rising

limb and peak of this function, especially at positions close to the origin (x → 0),

where its shape becomes steeper.

Figure 5.2 shows the kernel functions at different time steps for the Case 1,

considering the following input parameters for the kernel: u = 0.3 m/s (mean Ufront

velocity from 0 < x < 0.02 m, see Section 4.2.3), Sf = 0.1, and η0 considered as the

maximum freeboard exceedance for Case 1. Six time steps ranging from 1E− 5 s to

1E − 3 s were considered.

Figure 5.2a presents the kernel function for x = 0.01 m. It is observed how the

kernel peak is well represented for the shortest time step (1E − 5 s). Moreover, the

time step 5E − 5 s also allows capturing the peak value despite a lower resolution

to represent the rising limb. For time steps longer than 1E − 3 s, the kernel peak is

not assessed, so, their use may cause loose of information to implement the model

at positions near to the origin of the domain (i.e., bow edge).

On the other hand, Figure 5.2b shows the same time step analysis but at a

93



position farther from the bow edge, x = 0.03 m. In the figure, it can be verified

that all the time steps analyzed yielded to reproduce the same kernel shape. Even

the longer time steps allowed at least a rough representation of the kernel.

In the same way as described above, and only for illustrative purposes, Figures

5.2c and d show the results for positions x = 0.01 m and x = 0.03 m for Case 5. It

can be noted similar effect of the time steps to attain the kernels rising limbs and

peaks as for the Case 1. However, in this case the kernel at x = 0.01 m presented

a higher peak value (that is, a steeper rising limb), which is more difficult to attain

with longer time steps. Note that only the time steps 1E−5 s and 5E−5 s presented

good agreement to attain the peak at such a position (Fig.5.2c). Otherwise, all the

time steps allowed an approximated reproduction of the kernel shape for x = 0.03

m (Fig.5.2).

As it can be noted in the time step analysis results, it is important to define the

time step based on the representation of the kernel, considering the nearest working

positions to the origin. This would avoid underestimation of results, especially at

positions closer to the boundary condition upstream. In the present study, in order

to keep computational efficiency and good agreement of the kernel shape, the time

step of 5E − 5 s has been selected for the model implementation.

5.1.3 Sensitivity analysis for model calibration

Once the input function and time step have been defined, it is suggested to do a

sensitivity analysis to know the range of applicability of kernel required parameters,

allowing calibration of the model for all the test cases. It is necessary to do some

preliminary tests according to the case under study, prior implementation of the

model, since there are no guidelines available in literature to apply the present

advection-diffusion approach to the shipping water problem.

To estimate optimal parameters to reproduce the shipping water evolution in the

different cases of application, the influence of the mean shipping flow velocity (u)

and the resistance coefficient (Sf ) present in the B parameter of the model have been

investigated through a parametric analysis. To do this, a range of velocities from

0.1 m/s to 1 m/s and Sf values from 0.05 to 0.3 have been considered, from which

constant u and Sf values were also chosen for the analysis. The former (u) was

employed as the initial wave front velocity obtained from experiments (u = 0.3 m/s,

Section 4.2.3), as an approximation to the mean shipping flow velocity required.

The latter (Sf ) was chosen from results obtained by testing the influence of some

Sf parameters on the model output. This evaluation to define the constant Sf

parameter is described below.
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Figure 5.2: Kernel function time step analysis for the Case 1. (a) Kernel function
at x = 0.01 m. (b) Kernel function at x = 0.03 m

Estimation of Sf for the sensitivity analysis

To select the fixed Sf value considered in the sensitivity analysis, a preliminary

parametric study was performed. Figure 5.3 show results obtained with the proposed

model compared with experimental results (mean and standard deviation values) at

a position x = 0.19m for the Case 3, which was considered because it was the
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intermediate case. Several velocities ranging from 0.1 m/s to 1 m/s are considered

for two different fixed values of Sf (Sf = 0.1 and 0.2), as shown in Figs.5.3a and b,

respectively. In both cases, it is observed that results obtained with lower velocities

are closer to the elevations given by the experimental results. However, results of

Fig.5.3b (Sf = 0.2) are even closer than those observed in Fig.5.3a (Sf = 0.1). In

addition, the peak values for results with Sf = 0.2 present shorter shifts in time than

those for Sf = 0.1 in relation to experiments. This suggests that lower values of Sf

induce faster flow propagation represented by the obtained results of the proposed

model. Note that larger Sf values tended to displace the peaks of the curves to the

right, resembling a larger effect of frictional effects. Based on the closer agreement

of results obtained with Sf = 0.2 with the experimental ones, this value has been

considered as the constant value to carry out the sensitivity analysis of u and Sf .
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Figure 5.3: Model outputs from the sensitivity analysis to identify the Sf parameter
that better attains the maximum elevations of experiments, x = 0.19 m, Case 3. (a)
Sf = 0.1. (b)Sf = 0.2.

Sensitivity analysis for model calibration

Once the fixed parameters are estimated (u = 0.3 m/s and Sf = 0.2), the parametric

analysis considering variable velocities from 0.1 m/s to 1 m/s and Sf values from 0.05

to 0.3 was performed considering three different positions in the analysis (x = 0.01
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m, x = 0.11 m and x = 0.19 m), as presented in Fig.5.4. It is expected that

the present analysis, besides to allow understanding the influence of the u and

Sf parameters on the model output, it gives information about the order of the

roughness Manning coefficients applicable for the present shipping water application,

which is information that still is not available in literature.

Figure 5.4 shows the results for the Case 1, which has been considered represen-

tative of the other cases. This case, which presented the smallest amount of water

on deck was used for model calibration.

Figures5.4a, c and e show the results for a fixed Sf = 0.2 and different veloci-

ties for the three positions. In each graph, the advection coefficients of the model

(A) corresponding to these velocities are shown to have an idea of their order of

magnitude.

It is observed that for x = 0.01 m, the obtained results from model agree well

with the experimental data from 1.35 . x . 1.7 s, capturing the rising and falling

limbs and the peak, even though small differences in elevations are observed at the

peaks for the different velocities. These differences are more notable at positions

x = 0.09 m and x = 0.19 m, as shown in Figs.5.4c and e, respectively, where it can

be verified that there is a better agreement for the lower velocities to attain the peak

of experiments, and to capture the complete time series in a reasonable manner (u =

1 to 3 m/s). In Fig.5.4c, it is observed that model results for 0.1 ≤ u ≤ 0.3 m/s are

which present the best agreement with experiments, being close to the peak value

and adjusting well the falling limb. Moreover, at a longer position from the origin

(x = 0.19, Fig.5.4e), it can be verified a larger delay in the peaks of model results

with respect to experiments.

On the other hand, Figures 5.4b, d and f show the results for a fixed u = 0.3 m/s

and different Sf values. For each Sf value, its corresponding Manning coefficient

(nMann) is calculated (and shown in the legend) according to the formulae described

in Section 2.1.2. For x = 0.01 m, all the results are very close from each other and

agree well with experiments for 1.35 . t . 1.7 s. Then, in Figs.5.4d and f, spatial

shifts in the peak values are observed for each water elevation distribution at x =

0.09 m and x = 0.19 m, respectively. In both cases, it can be verified that the smaller

Sf coefficient gives the model output curve with the highest peak, which presents an

evident temporal shift in relation to the one from the experiments. It suggests that

water propagates faster with a small effect of frictional effects. Furthermore, it can

be observed that as Sf increases, the peaks of model curves displaced to the right,

which suggests a slower flow propagation. By observing the Fig.5.4f (x = 0.19 m),

it is possible to note that the curves that better approximated the mean maximum

value and captured the elevations of the experimental results are those obtained in

the range of Sf from Sf = 0.15 to 0.30, which for the present case study would
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correspond to nMann values in the range 0.15 − 0.22m1/3/s, approximately. From

this range is possible to choose a Sf parameter for the model implementation. For

purposes of practicability, the intermediate value Sf = 0.2 was chosen arbitrarily

for the model implementation and validation with all the study cases.
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Figure 5.4: Sensitivity analysis of u and Sf for Case 1. (a) Constant Sf = 0.2,
u varies, x = 0.010 m. (b) Constant u = 0.3 m/s, Sf varies, x = 0.010 m. (c)
Constant Sf = 0.2, u varies, x = 0.11 m. (d) Constant u = 0.3 m/s, Sf varies,
x = 0.11 m. (e) Constant Sf = 0.2, u varies, x = 0.19 m. (f) Constant u = 0.3
m/s, Sf varies, x = 0.19 m

The same analysis described above for the Case 1 has been performed, only for

verification purposes, for Case 5 (Fig.5.5). Figures 5.5a,c and e show the results for
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Figure 5.5: Sensitivity analysis of u and Sf for Case 5. (a) Constant Sf = 0.2,
u varies, x = 0.010 m. (b) Constant u = 0.3 m/s, Sf varies, x = 0.010 m. (c)
Constant Sf = 0.2, u varies, x = 0.11 m. (d) Constant u = 0.3 m/s, Sf varies,
x = 0.11 m. (e) Constant Sf = 0.2, u varies, x = 0.19 m. (f) Constant u = 0.3
m/s, Sf varies, x = 0.19 m

the different velocities, keeping Sf = 0.2 as constant. The trend of the results ob-

tained with the model are quite similar to the ones for Case 1. In Fig.5.5a, all values

are close and adjust well the experiments. The differences between the curves are

better observed in Figs.5.5c and d. In the former (x = 0.09 m), it is clearly observed

that the lower velocities (0.1 ≤ u ≤ 0.3 m/s) capture well the complete series of

experimental data, including the peak. The peaks of the curves obtained presented
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shifts between them, and although they are not completely noted in Fig.5.5c, these

are well identified in Fig.5.5(x = 0.19 m). It seems that, for the present condition

of analysis, results in the range of 0.3 < u < 0.5 m/s, approximately, presented a

better approximation to the peak of the experiments, in spite of overestimation of

the elevations.

On the other hand, Figures 5.5b,d and f present the results for a varying Sf and

a fixed u = 0.3 m/s. All model results agree well with experiments for x = 0.01 m

(Fig.5.5b). Then, as observed in the Case 1, for longer positions from the origin,

spatial shifts between the curves for the different Sf values are more evident, as

observed in Figs.5.5d and f for x = 0.09 m and x = 0.19 m, respectively. In both

cases, the peaks of the model output curves placed to the left and to the right of the

mean maximum value of experiments, suggest faster and lower flow propagation,

respectively. Similarly, as found out in Case 1, the results with Sf from 0.15 to 0.3

are the ones from which the peaks in curves presented more temporal agreement

with the experimental ones. For these values, the nMann coefficients ranged from

0.22m1/3s to 0.31m1/3s, respectively.

5.2 Application 1: Shipping water evolution

The proposed model has been implemented with the parameters described in the

previous section, that is, u = 0.3 m/s, Sf = 0.2 and time step equal to 1E − 5 s.

For validation of the model in this application, ten VWPs are considered, which

were positioned on the deck from x = −.01 m to x = 0.19 m (considering the bow

edge as the origin), separated by 0.02 m from each other (see Fig.3.8 for reference).

Mean and standard deviation values are calculated from the repetitions to compare

the obtained model results. For each case considered, the input series used in the

model corresponds to the freeboard exceedance time series, i.e., F series, of each

event.

Figure 5.6 shows the comparisons for the Case 1, which presented a maximum

freeboard exceedance (η0) of 0.042 m. It can be observed that the model agrees well

with experiments at the beginning of the deck (e.g., x = 0.01 m and x = 0.03 m).

At this region, obtained results are very close to the range defined by the standard

deviations of experiments. However, an small underestimation of amplitudes is

observed for the curve tails for t & 1.7 s. At positions over the deck farther than

the origin (x & 0.05 m), the trend followed at the curve tail starts approximating

the experiments in a closer way. At the same time, it is observed that the model

overestimates the experiments from the beginning of the curves to the point at which

they reach their peaks. Regarding this, it has to be considered that the model was

developed under the assumptions of constant propagation velocities and considering
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an invariable amount of shipping water as defined by the freeboard exceedance series,

then, these might be causes of the differences observed. Despite of this, the model

captured the complete trend of the experiments in an approximated way. Moreover,

it also approximated the point in time at which the peak values of experiments

occurred.
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Figure 5.6: Model validation Case 1. Time step = 5E − 5 s, Sf = 0.2, u = 0.3 m/s.

Figures 5.7 and 5.8 show the results for the Cases 3 and 5, respectively. For

these cases, maximum freeboard exceedances of 0.058 m and 0.072 m, respectively,

were observed in the input functions, suggesting resultant amounts of water on deck

larger than in Case 1. However, it is possible to observe very similar trends of the

proposed model to attain the experiments. The overestimation of the curve tail is

also observed in these cases at x = 0.01 m and x = 0.03 m over the deck, were
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the water elevations given by the model for t < 1.7 s are closer to the experimental

ones. Subsequently, as x increases, the model tends to overestimate the experiments

including the curves tails. In spite of that, it is interesting to observe how the peak

values of model capture the experimental ones.
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Figure 5.7: Model validation Case 3. Time step = 5E − 5 s, Sf = 0.2, u = 0.3 m/s.

Overall, results suggest that the proposed model allowed to capture the trend

followed by the experiments, despite of two main differences that were derived from

the model assumptions. In the first place, the model time series did not started at

the same time as the time series of experiments, which may be mainly related to

the acceleration effects of the wavefront propagating onto the deck. These effects of

acceleration are not considered in the development of the model, which assumes a

constant horizontal flow velocity during all the propagation over the deck. In the
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Figure 5.8: Model validation Case 5. Time step = 5E − 5 s, Sf = 0.2, u = 0.3 m/s.

second place, the model overestimates the amplitudes; however, in an acceptable

way if, for instance, a security factor needs to be considered. This may be in part,

related to the consideration of an invariant shipping water volume, defined by the

freeboard exceedance time series, that is, the input function of the model. Then, it

has to be considered that possible changes in the resultant volume on deck due to

the wave-bow interaction are disregarded, thus, it might be a reason that explains

the overestimation of the experimental amplitudes.

Regardless of the aspects described above, the model captured well the generated

trends of the experiments for all cases (i.e., Cases 1 to 5), considering the same kernel

parameters and varying only the input data obtained from the input series, say F

and η0. The model allowed representing the rising limb, peak and falling limb of
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experimental data curves. Additionally, it might give approximated information

of the points in time at which the maximum values of experimental time series

occurred.

5.2.1 Comparison with DB model

The results obtained with the proposed model have been compared with the classical

dam-break (DB) approach of Stoker to estimate the shipping water elevations. The

DB model of Stoker has been implemented considering the same positions as in the

previous section. For all the cases, the respective maximum freeboard exceedance of

the input time series F has been considered for its implementation. The model has

been started at the time when the shipping water starts invading the deck, which

was assumed when the F series began accounting with water elevations η > 0. For

explanation purposes, we present the comparisons for Cases 2 and 4, considered as

representative of the other cases, as shown in Figs. 5.9 and 5.10, respectively.

Figure 5.9 shows the comparisons of water elevations (η) at different positions

for the Case 2 (η0 = 0.054 m). At x = 0.01 m, the DB time series maintains an

horizontal trend of amplitudes similar to the peak values of the proposed model and

experiments for t > 1.3 s. At farther positions from the origin, the DB results main-

tain such an almost constant trend, even though the water elevations of experiments

decrease for these positions.

On the other hand, Figure 5.10 presents the comparisons for the Case 4 (η0 =

0.063 m). In this case, the shipping water volume was larger than in Case 2; however,

the behaviour of the DB results compared with the proposed model and experimental

ones is very similar.

In general, it can be verified that, although the DB model almost approached

the rising limb of the proposed model curves, it did not give approximated infor-

mation about peaks time of occurrence, as obtained with the proposed approach.

Furthermore, the DB results did not represent the decay tendency observed after

the peak values in the proposed model and experiments.

In order to verify how large is the overestimation of the experiments by both,

the proposed model and the DB results, a practical approach has been considered

as the indicator of overestimation. It consists in considering the areas under the

curves of the time series of results (i.e., from 0 ≤ t ≤ 2 s) to have a general idea of

overestimation between the analytical and experimental approaches.

Figure 5.11 shows the comparisons of the areas under curves for experiments

(mean values curves) with the proposed model (Fig.5.11a), and the DB model

(Fig.5.11b), for the different positions over the deck.

Notice that the proposed model presents a closer agreement with experiments
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Figure 5.9: Proposed model and experimental results comparison with the DB ap-
proach for Case 2. Time step = 5E − 5s, Sf = 0.2, u = 0.3 m/s, η0 = 0.054
m.

than the DB results. For the proposed model, the agreement is closer at positions

near the origin, whereas for the DB model, there is an almost constant overestimation

for all positions over the deck.

Overall, for both models the differences of areas in relation to experiments are

larger for Case 5 and smaller for Case 1. the approximations are better at positions

near the origin, and tend to reduce for positions farther from it.

The present approach allowed to verify that results obtained with the proposed

model yielded an acceptable overestimation of the resultant water on deck when

compared against the DB results.

105



Experiment, x=10m , A=0.021249

Proposed model , A=0.021419

DB, A=0.050974

Experiment, x=30m , A=0.019017

Proposed model , A=0.021096

DB, A=0.04706

Experiment, x=50m , A=0.015589

Proposed model , A=0.020714

DB , A=0.043912

Experiment, x=70m , A=0.013616

Proposed model , A=0.020271

DB, A=0.041192

Experiment, x=90m , A=0.012191

Proposed model , A=0.019769

DB, A=0.038771

Experiment, x=110m , A=0.010225

Proposed model , A=0.019208

DB, A=0.036578

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
Experiment, x=130m , A=0.010291

Proposed model , A=0.018591

DB, A=0.03457

Experiment, x=150m , A=0.0095123

Proposed model , A=0.017923

DB, A=0.032715

Experiment, x=170m , A=0.0085065

Proposed model , A=0.017208

DB, A=0.030993

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
t (s)

Experiment, x=190m , A=0.0078848

Proposed model , A=0.016452

DB, A=0.029386

C4 C4 C4

C4C4C4

C4 C4 C4

C4

x=0.01m x=0.03m
x=0.05m

x=0.07m x=0.09m x=0.11m

x=0.13m x=0.15m x=0.17m

x=0.19m

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
t (s)

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
t (s)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

�

 (
m

)

�

 (
m

)

�

 (
m

)

�

 (
m

)

Figure 5.10: Proposed model and experimental results comparison with the DB
approach for Case 4. Time step = 5E − 5 s, Sf = 0.2, u = 0.3 m/s, η0 = 0.063 m.

5.3 Application 2: Loading on deck estimation

In this section the model implementation methodology described in previous section

was extended to estimate the vertical loading on the force balance region using the

approach described in Section 2.3. The structure is fixed, then, static water head

is estimated from water elevations obtained with the proposed analytical approach

(convolution model) and compared with experimental measurements given by the

force balance. Furthermore, the proposed model results are compared with the load

results obtained with the dam-break model of Stoker.

As described in Section 2.3, the sensing area of the balance, which was embedded
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Figure 5.11: Areas under the water elevation time series for 0 < t < 2 s. (a)
Proposed model and experiments. (b) Dam-break approach and experiments.

to the deck of the structure, is discretized in regions defined by virtual wave probes

positions, as observed in Fig.5.12a. In order to cover the sensing area of the balance,

17 VWPs from x = 0.02 m (VWP01) to x = 0.18 m (VWP17), separated by

0.01 m, were considered for the application. With the water elevations obtained

analytically, static pressure was calculated and assumed constant over the deck area

adjacent to each wave probe. Then, vertical forces are assumed acting downwards

at the regions centres and the total vertical load time series are calculated. Only for

illustrative purposes, Figures 5.12b and c show the mean values time series obtained

experimentally for the positions at which the model will be implemented in Cases 2

and 4 (17VWPs: VWP01 to VWP17, 0.02 m ≤ x ≤ 0.18 m), to know the typical

tendencies followed by the flow in the surface of interest.

The input function to implement the convolution model corresponds to the max-

imum freeboard exceedance time series obtained from VWPw0 (x = −0.005 m,

Fig.5.12a), obtained as described previously in Section 4.2.2. Figures 5.13a-f show
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Figure 5.12: Discretization of the sensing area of the balance to estimate time series
of water elevations for the vertical loading analysis. (a) Discretization. (b) Mean
values of water elevation time series obtained experimentally for Case 2 (illustrative
purposes). (c) Mean values of water elevation time series obtained experimentally
for Case 4 (illustrative purposes).

the input time series considered for the five study cases. Note that only the mean

values are considered for the implementation of the proposed model (PM) and that

the start time of those series are considered to implement the DB approach.

Figures 5.14 5.15 and 5.16 present the results of total vertical loading obtained

with the analytical models and experiments for the Cases 1,3 and 5, respectively.

Each figure shows the comparisons between analytical and experimental results. The

results obtained with the present model and those obtained with the dam-break

model of Stoker (DB) are presented. To implement this last, it was imposed the

time at which the series of freeboard exceedance started (see Fig.5.13 for reference).

In order to analyze the differences in the total loading for each method, compar-

isons between areas of curves were done. To do this, a parameter α was defined as
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the ratio of areas under the curves of analytical and experimental results, consider-

ing the interval of time 0 ≤ t ≤ 2 s. Although the α parameter does not account for

specific information such as maximum values or points in time, it may give an idea

about the overestimation of the experiments.

Figure 5.14 shows the comparisons for the Case 1. Notice that the proposed

model presents a realistic agreement with the experiments. Despite of a shift to

attain their starting time, it allows capturing the trend of the complete signal, spe-

cially the peak and the falling limb of the curve. As an indicative of overestimation,

the α parameter indicates that the area under the curve of the proposed model over-

estimates that of the mean values of experimental data about 2.4 times. Conversely,

the DB results overestimated the experimental results in a more significant manner

(almost five times the area under the curve of experiments). Moreover, there is also

a shift in time to attain the beginning of the experimental series.
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Figure 5.14: Total vertical loading on the force balance for the Case 1: Comparison
of experiments and results obtained with the proposed model (above) and the dam-
break approach (below).

Figure 5.15 presents the comparisons for the Case 3. The total loading results

obtained with the proposed model again captured the complete curve of experimen-

tal results, following its trend and almost assessing the time at which maximum load

occurred, similarly as it was observed above for the Case 1. The shift in time to

attain the initial stage of the experiments is also observed; however, for this case,

the overestimation in results is lower than in Case 1, as can be inferred by α = 2.2.

For the case of the DB comparison, it is observed overestimation of experiments

similarly as in Case 1. In the present case, the α value decreased about 10% in

relation to Case 1.

Finally, Figure 5.16 presents the comparisons for the case that presented the

largest amount of water on the deck (Case 5). In this case, the vertical loading

started at an earlier time than in previous cases, perhaps due to the small freeboard
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Figure 5.15: Total vertical loading on the force balance for the Case 3: Comparison
of experiments and results obtained with the proposed model (above) and the dam-
break approach (below).

(∼ 0.006 m). Results with the present model still captured the shape and trend

followed by experimental data, in spite of an acceptable overestimation in ampli-

tudes, as observed in the other cases. In this case, the α parameter indicates a lower

overestimation of areas under results curves than in Cases 1 and 3. This decrease

was also observed for the DB results. However, for the Case 5, the DB results

presented overestimation of experiments suggested by α = 4.5, lacking of realism to

follow their trend.
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Figure 5.16: Total vertical loading on the force balance for the Case 5: Comparison
of experiments and results obtained with the proposed model (above) and the dam-
break approach (below).

The areas under the total vertical load curves (0 ≤ t ≤ 2s), for the five study

cases, are summarized in the Fig.5.17. It can be noted that the areas increase

from Case 1 to Case 5 in all the results, where both, the proposed model and the

DB model overestimated the experimental results. The areas for DB are about
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four times the area of the experiments, as verified before with the α indicator.

Conversely, the proposed model overestimated experiments only about two times.

Overall, these results serve as an indicator to estimate of how much the global

loading is overestimated for each model, which could be used as an starting point

for the design of a security factor in practical applications. However, such general

information does not allow defining which model is most adequate because there are

other factors of importance that have to be considered such as maximum values and

the trends followed by results.
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Figure 5.17: Areas under the total vertical loading curves for the experimental and
analytical results at each study case.

The observed results clearly demonstrate the strengths and limitations of the

analytical models analyzed when compared with experiments. For the case of the

dam-break model, there is an ease of implementation. However, besides it overesti-

mates significantly the experiments, it is necessary to know the maximum freeboard

exceedance for its implementation. Moreover, the starting time of the simulation has

to be imposed according to user’s criteria. Results observed clearly demonstrated

overestimation of experimental results and a lack of realism to follow their trends,

specially to account for important information such as the peak values and the

falling limb of time series. In counterpart, results obtained with the proposed model

allowed a realistic representation of the signals, giving approximated information

about the peak values and covering the complete experimental data. The model

presents the limitation to attain the time at which the experiments begin, which

is a possible consequence of the constant velocity assumption in its development;

however, this is very acceptable since the model does not need to set a point in time

to run the simulation, as needed in the DB model. In fact, the proposed model

considers the complete input function, which in real applications can be measured

or predicted before the shipping water on deck.
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Chapter 6

Conclusions

The shipping of water on coastal, naval and offshore structures is a problem that

requires combination of analytical, numerical and experimental approaches to be

studied, aiming to improve design of the structures and to reduce operational prob-

lems.

In project or risk assessment stages, practical estimation of shipping water evo-

lution and derived loads are of main interest. Thus, analytical models are valu-

able tools for their analysis. In this way, development and validation of analytical

methodologies are of importance to perform loading estimations. However, vali-

dation of methods still requires systematic experiments with high-resolution and

repeatable data.

In this thesis, it was proposed an alternative analytical approach to represent the

evolution of shipping water and related vertical loads on deck of a fixed structure us-

ing convolution. Basically, it regards the direct application of the advection-diffusion

equation, widely used in other research areas such as Hydrology, to the shipping wa-

ter problem. It was validated with systematic experiments of an innovative method

to reproduce isolated shipping water events.

Regarding the proposed analytical findings, it is possible to conclude the next

points:

a) The shipping water problem has been modelled concerning the one-dimensional

shallow water equations, which were simplified to obtain an advection-diffusion

equation applied to the shipping water problem. The approach assumes con-

stant shear stress on the deck using resistance coefficients based on the Man-

ning approach. It allowed considering frictional effects in an approximated

way.

b) A convolution model was considered from a solution of the advection-diffusion

equation applied to the shipping water by means of the Green function method,

considering a semi-infinite domain with Dirichlet-type boundary conditions,
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that is, a boundary condition at the upstream of the domain (i.e., freeboard

exceedance time series) and an initial condition in the domain equal to zero

(i.e., assuming a dry deck). This solution was represented as a convolution

formed by an input and a kernel functions. The latter allowed the use of

constant kinematic and diffusion parameters, that is, constant mean shipping

flow velocity and a constant resistance coefficient using the Manning approach,

respectively.

b) The model allowed considering the time series of freeboard exceedance as the

input of the convolution. This function was convoluted with the kernel function

to give water elevations time series at several positions along the deck as

outputs.

c) The model assumes a constant propagation velocity, neglecting acceleration

terms. This velocity was considered as the wavefront velocity at the initial

stages of shipping water, which corresponds to a horizontal velocity lower

than the velocity due to the well developed wavefront over the deck.

d) A procedure to find adequate input parameters of the proposed model was

introduced in order to implement it, verifying the range of applicability of

some parameters (i.e., mean shipping flow velocity and resistance coefficient).

With adequate parameters, the model was calibrated and applied to the other

cases of study.

Furthermore, to validate the proposed model, a systematic experimental inves-

tigation of shipping water events was proposed in the present thesis and in related

previous papers. It consisted in generation of isolated shipping water events using

the wet dam-break method as the wave generation mechanism. It allowed generating

five different unbroken waves (bores), which in turn generated five shipping water

events. These events, which were of the dam-break and small plunging dam-break

types, were used to investigate the applicability of the present analytical approach.

It was possible to use high-speed cameras to capture detailed information of the flow

propagation, accounting with plenty information to validate the analytical method-

ology and to identify the main loading stages. Moreover, an experimental procedure

was implemented to measure the vertical loading on deck. Regarding the experi-

mental investigation, the next conclusions can be mentioned:

a) In the shipping water evolution analysis, an image-based methodology that

was developed and published in previous research, was employed in this work

to obtain two-dimensional reconstruction of the experiments by using virtual

wave probes. It allowed obtaining water elevation time series to validate the

application of the model for the water evolution.
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b) In the incoming wave evolution analysis, experiments with and without the

fixed structure were performed. The generation of the incident waves was in-

vestigated in detail and it was verified from image reconstruction the influence

of the structure in the features of the incoming wave. As the wave was closer to

the structure, more changes in their shape were verified. It was observed that

during and after the run-up of the incoming wave on the bow of the structure,

there was a reflected wave (backflow) of considerable amplitude. Such a wave

may affect the characteristics of the after-coming waves in studies of shipping

water events using wave trains, which are typical approaches to study shipping

water nowadays. The changed wave patterns may allow events of shipping wa-

ter different to the expected ones. The single incoming waves generated (i.e.,

bores) were related to the linear wave theory by making some approximations

of their parameters. From the relationships, they were considered waves with

steepness of 0.13-0.18 and height of 0.031 m-0.044 m from Cases 1 to 5, respec-

tively. That is, cases with higher freeboard presented steeper waves, whereas

cases with lower freeboard longer waves.

c) For the shipping water evolution analysis with two-dimensional image recon-

struction, it was possible to obtain details of water on deck for model valida-

tions. The maximum freeboard exceedances were between 0.042 m (Case 1)

and 0.072 m (Case 5). All the events presented water propagation onto the

deck attaining maximum wavefront velocities in the order of 1-1.1 m/s. Run-

up and backflow over the deck of significant amplitudes were also observed

for all cases. From observations, it is suggested to perform further studies

concerning the backflow loading on deck.

d) The vertical loading measurements were obtained through a force balance em-

bedded to the deck of the structure. It allowed obtaining time series of total

vertical loads on deck, which were employed for the validation of the appli-

cation of the proposed convolution model to the estimation of vertical loads.

The method allowed to know trends of slow-varying shipping water vertical

loads for the five cases considered.

e) The proposed experimental methodology allowed to guarantee the repeatabil-

ity and reproducibility the data used for model validation.

The proposed analytical approach was implemented to predict shipping water

elevations and to estimate the derived vertical loading. Results obtained were com-

pared with the experimental measurements. Also, results of the present work were

compared with the classical dam-break model of Stoker, which is a common ap-

proach to predict the shipping water evolution. From the comparisons made, the
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next conclusions are mentioned:

a) In the estimation of water elevations at different positions over the deck, the

proposed model results presented good agreement with time series given by

virtual wave probes (experiments). Main differences were observed to attain

the beginning of time series and exact amplitudes in results. The temporal

shifts to attain experiments may be related to the assumption of constant

propagation velocity to develop the model, neglecting the acceleration effects.

Moreover, the overestimation in amplitudes may be related to consider the in-

put series of the model (i.e., freeboard exceedance) outside the deck, then, it is

possible that changes in the resultant volume of water on deck due to backflow

during the bow run-up stage were disregarded. Despite of these differences,

the proposed model captured well the trend followed by experimental data

curves, approximating their peaks and decay tendency. On the other hand,

the dam-break approach presented overestimation of both proposed model and

experimental results, disregarding the expected trend of results along time (i.e.,

peak values and decay tendencies).

b) In the estimation of vertical loading by the proposed model, comparisons with

experiments demonstrated its improvement over classical approaches (dam-

break) for the estimation. Comparisons with measurements of the force bal-

ance shown that the proposed model has potential to estimate vertical loading

on deck, giving approximate information about the peak values and represent-

ing the decay tendency of results.

It is possible to extend the use of the advection-diffusion equation applied to

the shipping water problem to several study cases by a preliminary estimation of

the advection and diffusion parameters. Regarding the proposed analytical method,

more research to evaluate the range of application of the resistance coefficients is

suggested. The approach can be extended by investigating solutions obtained with

different types of boundary conditions. Concerning the proposed experimental ap-

proach, further research may be done to relate it to methods that are typically used

(e.g., regular wave trains). It would allow systematic studies to identify local details

of shipping water, regarding its interaction with different structure geometries and

obstacles over the deck.
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Appendix A

Model development

The model development shown in this appendix has been structured with infor-

mation available in the literature, considering references such as LIN [52], AB-

DUL HADI et al. [60], XU et al. [54], [53], and STAKGOLD [55].

A.1 Assumptions

In the present study, let us consider the shipping water problem as defined in Fig.A.1.

Description of the variables can be found in the Sect.2.1.1 of the thesis. The approx-

imation of irrotational flow with a boundary layer condition at bottom is followed,

neglecting the cross-stream variation. Moreover, the fluid is incompressible, there is

no density variation, and viscous effects are presented in the form of shear stresses on

the boundary layer region due to the no-slip condition on the bottom. It is assumed

that the horizontal length-scale is greater than the vertical one (Lx >> Lz), then,

the problem was formulated under the shallow water assumptions: disregarding the

vertical accelerations and considering an hydrostatic pressure distribution.

z
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Figure A.1: Region of interest in the present study.
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A.2 From Navier-Stokes equations to 2D shallow

water equations (z-direction integration)

The Navier Stokes equations can be used to decribe the motion of the shipping water

represented by the fluid layer shown in Fig.A.1. Considering an incompressible,

viscous and Newtonian fluid of constant density, the continuity equation can be

expressed as:

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (A.1)

and the x−, y−, z− direction momentum equations can be written as follows:

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= −1

ρ

∂p

∂x
+ gx +

1

ρ

[
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

]
(A.2)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= −1

ρ

∂p

∂y
+ gy +

1

ρ

[
∂τxy
∂x

+
∂τyy
∂y

+
∂τzy
∂z

]
(A.3)

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
= −1

ρ

∂p

∂z
+ gz +

1

ρ

[
∂τxz
∂x

+
∂τyz
∂y

+
∂τzz
∂z

]
(A.4)

where u,v and w are the x,y and z components of velocity, respectively; ρ is water

density; p is pressure; g is gravity; and the terms τij indicate the i− shear stress

component in the j− direction.

When the assumption of Lx >> Lz is considered, the z-direction integration of

the Navier Stokes equations yields the shallow water ones. These allow the descrip-

tion of a thin layer of fluid in hydrostatic balance, bounded by a free surface and a

bottom topography.

Let us consider a layer of fluid bounded by a bottom topography and a free

surface following the Euler system as shown in Fig.A.2. The shallow water equations

can be obtained from integrating Eqs. (A.2) to (A.4) along the z−coordinate.

A.2.1 Depth-averaged integration of the continuity equa-

tion

The continuity equation (A.1) can be integrated from the bottom (z = −h) to the

free surface (z = η) as follows
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Figure A.2: Euler system defining the layer of fluid bounded by bottom and free
surface.

∫ η

−h

(
∂u

∂x
+
∂v

∂y
+
∂w

∂z

)
dz =

∫ η

−h

∂u

∂x
dz +

∫ η

−h

∂v

∂y
dz +

∫ η

−h

∂w

∂z
dz = 0 (A.5)

which can also be expressed as∫ η

−h

∂u

∂x
dz +

∫ η

−h

∂v

∂y
dz + w(x, y, η)− w(w, y,−h) = 0 (A.6)

To go further in the development of the integration, let us introduce the Leibnitz

rule briefly, which is used ti express the integral of a derivative as a derivative of

an integral. It is applicable to the terms described above. The next procedure

exemplifies the use of the Leibnitz rule:

∂

∂x

∫ b(x)

a(x)

F (x, y)dy =

∫ b(x)

a(x)

∂

∂x
F (x, y)dy + F (x, b(x))

∂b(x)

∂x
− F (x, a(x))

∂a(x)

∂x
(A.7)

or

∫ b(x)

a(x)

∂

∂x
F (x, y)dy =

∂

∂x

∫ b(x)

a(x)

F (x, y)dy − F (x, b(x))
∂b(x)

∂x
+ F (x, a(x))

∂a(x)

∂x
(A.8)

Applying the Leibnitz rule to express the equation (A.6) we obtain the following

expression:

∂

∂x

∫ η

−h
udz − u(x, y, η)

∂η

∂x
− u(x, y,−h)

∂h

∂x
+

+
∂

∂y

∫ η

−h
vdz − v(x, y, η)

∂η

∂y
− v(x, y,−h)

∂h

∂y
+

+w(x, y, η)− w(x, y,−h) = 0

(A.9)
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Next subsections present the boundary conditions of the flow layer, which are defined

at the free surface and bottom.

Kinematic boundary conditions at the free surface

We can define the surface motion as:

zsurf = η (A.10)

where η = f(x, y, t). The vertical velocity of the free surface is expressed as:

w(x, y, η) =
Dη

Dt
(A.11)

or

w(x, y, η) =
∂η

∂t
+
∂x

∂t

∂η

∂x
+
∂y

∂t

∂η

∂y
(A.12)

w(x, y, η) =
∂η

∂t
+ u(x, y, η)

∂η

∂x
+ v(x, y, η)

∂η

∂y
(A.13)

Kinematic boundary conditions at bottom

The bottom bed is considered impermeable, which means the absence of mass flux

perpendicular to it:

~u.~nbot = 0 (A.14)

where nbot is the normal vector to the bed. Defining the bottom reference as

zbot = −h (A.15)

with h = f(x, y, t). The vertical velocity at the bottom is expressed by the next

material derivative:

w(x, y,−h) =
D(−h)

Dt
(A.16)

w(x, y,−h) =
∂(−h)

∂t
+
∂x

∂t

∂(−h)

∂x
+
∂y

∂t

∂(−h)

∂y
(A.17)

w(x, y,−h) = −∂h
∂t
− u(x, y,−h)

∂h

∂x
− v(x, y,−h)

∂h

∂y
(A.18)

Boundary conditions substitution

The next step consists in substituting both the free surface and bottom boundary

conditions (Equations (A.13) and (A.18), respectively) as well as the depth-averaged

flow velocities (Equations and ) into the continuity equation ((A.9)).
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To simplify the equation (A.9), the free surface boundary condition should be sub-

stituted as

∂η

∂t
= w(x, y, η)− u(x, y, η)

∂η

∂x
− v(x, y, η)

∂η

∂y
(A.19)

and the bottom boundary condition as

∂h

∂t
= −w(x, y,−h)− u(x, y,−h)

∂h

∂x
− v(x, y,−h)

∂h

∂y
(A.20)

Then, it is introduced the use of the depth-averaged flow velocities in the x− and

y− directions (u and v, rexpectively) as follows:

u =
1

H

∫ η

−h
udz (A.21)

v =
1

H

∫ η

−h
vdz (A.22)

where H is the total water depth (H = η + h). Replacing equations (A.19)-(A.22)

into (A.9) yields

∂uH

∂x
+
∂η

∂t
+
∂h

∂t
+
∂vH

∂y
= 0 (A.23)

or

∂(η + h)

∂t
+
∂uH

∂x
+
∂vH

∂y
= 0 (A.24)

∂H

∂t
+
∂uH

∂x
+
∂vH

∂y
= 0 (A.25)

A.2.2 Depth-averaged integration of the momentum equa-

tion

To show the development to integrate the momentum equation in the vertical di-

rection, a similar procedure as done with the continuity equation is followed. The

conservative form of the momentum equation in the x− ((A.2)) and y− ((A.3))

directions are expressed as in the equations (A.26) and (A.27), respectively (LIN

[52]):

∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z
= −1

ρ

∂P

∂x
+

1

ρ

[
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

]
(A.26)
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∂v

∂t
+
∂(uv)

∂x
+
∂v2

∂y
+
∂(vw)

∂z
= −1

ρ

∂P

∂y
+

1

ρ

[
∂τxy
∂x

+
∂τyy
∂y

+
∂τzy
∂z

]
(A.27)

Due to the shallow water condition, the horizontal length-scale exceed the vertical

length-scale. Thus, several terms in the z-direction momentum equation ((A.4)) can

be neglected. Then, hydrostatic balance can be assumed, considering the pressure

as

P = Pa + ρg(z + η) (A.28)

where Pa is the atmospheric pressure. Then, the pressure term in equation (A.26)

is expressed as LIN [52]:

− 1

ρ

∂P

∂x
= −1

ρ

∂Pa
∂x
− g ∂η

∂x
− gη

ρ

∂ρ

∂x
(A.29)

In a similar way as done with the continuity equation ((A.1)), the x− and y−
direction momentum equations are vertically integrated from the bottom to the

free surface by applying the Leibnitz relationship and substituting the hydrostatic

balance expression as well as the free surface and bottom boundary conditions. The

corresponding procedure is shown below, showing the integration of the momentum

equation terms separately .

Kinematic boundary conditions

The kinematic boundary conditions at the free surface and the bottom are the same

described by equations (A.13) and (A.18), respectively.

Dynamic boundary conditions

The dynamic boundary conditions are due to the shear stress on the free surface

and bottom. These are respectively represented by (A.30) and (A.31) as follows

(ABDUL HADI et al. [60]):

τ(x, η) = τsur = −τxx,η
∂η

∂x
− τxy,η

∂η

∂y
+ τxz,η (A.30)

τ(x,−h) = τbot = τxx,−h
∂h

∂x
+ τxy,−h

∂h

∂y
− τxz,−h (A.31)

where τxi are the x−direction stress components acting in a plane normal to the

i−direction.
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Integration of the derivative and advection terms

To show the development of the integration along the z-direction of the momentum

equations, let us consider the equation (A.26). First, let us integrate the left hand

terms of such a equation:

∫ η

−h

[
∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z

]
dz =∫ η

−h

∂u

∂t
dz +

∫ η

−h

∂u2

∂x
dz +

∫ η

−h

∂(uv)

∂y
dz +

∫ η

−h

∂(uw)

∂z
dz

(A.32)

Applying Leibnitz rule ((A.8)), as done with the continuity equation, it is possible

to expand the right-hand terms of equation (A.32) as follows:

∫ η

−h

[
∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z

]
dz =

∂

∂t

∫ η

−h
udz − u(x, y, η)

∂η

∂t
− u(x, y,−h)

∂h

∂t
+ ...

...+
∂

∂x

∫ η

−h
u2dz − u2(x, y, η)

∂η

∂x
− u2(x, y,−h)

∂h

∂x
+ ...

...+
∂

∂y

∫ η

−h
(uv)dz − (uv)(x, y, η)

∂η

∂y
− (uv)(x, y,−h)

∂h

∂y
+ ...

...+ (uw)(x, y, η)− (uw)(x, y,−h)

(A.33)

As w = 0 at the free surface and bottom boundaries (i.e., material derivative equals

zero), the kinematic boundary conditions ((A.13) and (A.18)) can be expressed as

w(x, y, η)− ∂η

∂t
− u(x, y, η)

∂η

∂x
− v(x, y, η)

∂η

∂y
= 0 (A.34)

− w(x, y,−h)− ∂h

∂t
− u(x, y,−h)

∂h

∂x
− v(x, y,−h)

∂h

∂y
= 0 (A.35)

Rearranging terms, (A.33) can be written as

∫ η

−h

[
∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z

]
dz =

∂

∂t

∫ η

−h
udz +

∂

∂x

∫ η

−h
u2dz +

∂

∂y

∫ η

−h
(uv)dz + ...

...+ u(x, y, η)

[
w(x, y, η)− u(x, y, η)

∂η

∂x
− v(x, y, η)

∂η

∂y
− ∂η

∂t

]
+ ...

...+ u(x, y,−h)

[
−w(x, y,−h)− u(x, y,−h)

∂h

∂x
− v(x, y,−h)

∂h

∂y
− ∂h

∂t

]
(A.36)
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Substituting (A.35) and (A.36) into (A.36), it is possible to neglect the last two

terms of (A.36). It yields

∫ η

−h

[
∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z

]
dz =

∂

∂t

∫ η

−h
udz +

∂

∂x

∫ η

−h
u2dz +

∂

∂y

∫ η

−h
(uv)dz

(A.37)

Considering the depth-averaged flow velocities introduced before ((A.21), (A.21)),

the first term of the right-hand side of (A.37) is simplified:

∫ η

−h

[
∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z

]
dz =

∂(uH)

∂t
+

∂

∂x

∫ η

−h
u2dz +

∂

∂y

∫ η

−h
(uv)dz

(A.38)

To simplify the last two terms of above equation, we have to decompose the mo-

mentum vertical field into mean (depth-integrated) and fluctuating values. The

velocity can be represented as an analogy to the Reynolds-average assumptions as

(ABDUL HADI et al. [60]):

u(z) = u+ ũ (A.39)

where u is the mean velocity and ũ is the fluctuating velocity. The next integration

rule can be considered to simplify the product of two velocities (ABDUL HADI et al.

[60]): ∫ η

−h
(u+ ũ)(u+ ũ)dz =

∫ η

−h
u2dz +

∫ η

−h
(ũũ)dz (A.40)

Applying these assumptions to to expand the last terms of (A.38) we have:

∫ η

−h

[
∂u

∂t
+
∂u2

∂x
+
∂(uv)

∂y
+
∂(uw)

∂z

]
dz =

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
+

∂

∂x

∫ η

−h
(ũũ)dz +

∂

∂y

∫ η

−h
(ũṽ)dz

(A.41)

Integration of the pressure terms

Let us consider the pressure term of the momentum equation as defined in (A.29).

The integration in the z-direction is expressed as follows:∫ η

−h
−1

ρ

∂P

∂x
= −1

ρ

∫ η

−h

∂Pa
∂x

dz −
∫ η

−h
g
∂η

∂x
dz −

∫ η

−h

gη

ρ

∂ρ

∂x
dz (A.42)
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Integrating each of the right-hand terms of (A.42), disregarding the Pa variation

across the vertical direction, we have:

− 1

ρ

∫ η

−h

∂Pa
∂x

dz = −1

ρ

∂Pa
∂x

∫ η

−h
dz = −1

ρ

∂Pa
∂x

(η + h) (A.43)

Considering H = η + h:

− 1

ρ

∫ η

−h

∂Pa
∂x

dz = −H
ρ

∂Pa
∂x

(A.44)

For the second term of (A.42):

−
∫ η

−h
g
∂η

∂x
dz = −g ∂η

∂x

∫ η

−h
dz = −g ∂η

∂x
(η + h) = −gH ∂η

∂x
(A.45)

and for the third term of (A.42):

−
∫ η

−h

gη

ρ

∂ρ

∂x
dz = −gη

ρ

∂ρ

∂x

∫ η

−h
dz = −gη

ρ

∂ρ

∂x
(η + h) = −gηH

ρ

∂ρ

∂x
(A.46)

Finally, the depth-integrated pressure term is expressed as∫ η

−h
−1

ρ

∂P

∂x
= −H

ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
(A.47)

Integration of the shear stress terms

The integration of the shear stress terms of (A.26) is performed as follows:

∫ η

−h

1

ρ

(
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

)
dz =

1

ρ

∫ η

−h

∂τxx
∂x

dz +
1

ρ

∫ η

−h

∂τxy
∂y

dz +
1

ρ

∫ η

−h

∂τxz
∂z

dz

(A.48)

Applying the Leibnitz rule to each term of (A.48) the next expressions are obtained:

∫ η

−h

1

ρ

(
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

)
dz =

1

ρ

[
∂

∂x

∫ η

−h
τxxdz − τxx(x, η)

∂η

∂x
− τxx(x,−h)

∂h

∂x

]
+ ...

...+
1

ρ

[
∂

∂y

∫ η

−h
τxydz − τxy(x, η)

∂η

∂y
− τxy(x,−h)

∂h

∂y

]
+ ...

...+
1

ρ
[τxz(η)− τxz(−h)]

(A.49)
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Depth-averaged momentum equation

Considering equations (A.41), (A.47) and (A.49), the x-direction depth-averaged

momentum equation can be expressed as

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
+

∂

∂x

∫ η

−h
(ũũ)dz +

∂

∂y

∫ η

−h
(ũṽ)dz =

−H
ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
+

1

ρ

[
∂

∂x

∫ η

−h
τxxdz − τxx(x, η)

∂η

∂x
− τxx(x,−h)

∂h

∂x

]
+ ...

...+
1

ρ

[
∂

∂y

∫ η

−h
τxydz − τxy(x, η)

∂η

∂y
− τxy(x,−h)

∂h

∂y

]
+

1

ρ
[τxz(η)− τxz(−h)]

(A.50)

By grouping terms in the equation (A.50), it can be rewritten as

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
+

∂

∂x

∫ η

−h
(ũũ)dz +

∂

∂y

∫ η

−h
(ũṽ)dz =

−H
ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
+

1

ρ

∂

∂x

∫ η

−h
τxxdz +

1

ρ

∂

∂y

∫ η

−h
τxydz + ...

...+
1

ρ

[
−τxx(x, η)

∂η

∂x
− τxy(x, η)

∂η

∂y
+ τxz(η)

]
+ ...

...− 1

ρ

[
τxx(x,−h)

∂h

∂x
+ τxy(x,−h)

∂h

∂y
− τxz(−h)

]
(A.51)

Substituting the dynamic boundary conditions (A.30) and (A.31) into (A.51) we

obtain the 2D shallow water momentum equation in the x-direction:

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
+

∂

∂x

∫ η

−h
(ũũ)dz +

∂

∂y

∫ η

−h
(ũṽ)dz =

−H
ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
+

1

ρ

∂

∂x

∫ η

−h
τxxdz +

1

ρ

∂

∂y

∫ η

−h
τxydz +

1

ρ
τsur −

1

ρ
τbot

(A.52)

where τsur and τbot are assumed to be due to τxz,η (stress due to wind) and τxz,−h

(stress due to bottom friction), respectively (see (A.30) and (A.31)).

Simplified form of the 2D shallow water momentum equation in x-

direction assuming independence of τxx and τxy from z

Several shallow water applications are carried out depending how the flow and vis-

cous terms of (A.50) or (A.52) are assumed (LIN [52]). In this case, let us consider
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uniform velocity and uniform stresses in the vertical direction. With these assump-

tions, it is possible to neglect the terms due to the velocity fluctuations. Moreover,

let us assume that the terms ∂τxx/∂x and ∂τxy/∂y are constant in the z-direction

due to independence of τxx and τxy from z. It allows to integrate the fourth and

fifth right-hand side terms of (A.52) in the vertical direction. Thus, (A.52) can be

simplified to

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
=

−H
ρ

∂Pa
∂x
− gH ∂η

∂x
− gηH

ρ

∂ρ

∂x
+
H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
τxz,η −

1

ρ
τxz,−h

(A.53)

By a similar procedure, the y-direction simplified shallow water momentum equation

can be obtained as follows

∂(vH)

∂t
+
∂(uvH)

∂x
+
∂(v2H)

∂y
=

−H
ρ

∂Pa
∂y
− gH ∂η

∂y
− gηH

ρ

∂ρ

∂y
+
H

ρ

∂τyx
∂x

+
H

ρ

∂τyy
∂y

+
1

ρ
τyz,η −

1

ρ
τyz,−h

(A.54)

A.3 From 2D to 1D shallow water equations (y-

direction integration)

The 2D shallow water system of equations, neglecting the dependence of τxx and τxy

from z, can be defined by the continuity equation (A.25) and the x- and y- direction

momentum equations (A.53) and (A.54), respectively.

To obtain the 1D shallow water system of equations, the 2D (z−integrated Navier

Stokes equations) shallow water system of equations will be integrated along the y-

direction (from −B/2 to B/2) of a layer of width B, as shown in Fig.A.3. The

flow follows the x− direction, and at the sides, shear stresses are not considered.

The main stresses are due to the wind and bottom, which are opposed to the flow

direction.

y

x

flow direction
wind shear

stress

bottom shear stress

no lateral shear stress

no lateral shear stress

B=1 O

Figure A.3: Fluid layer for the y- direction integration of the shallow water equa-
tions.
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A.3.1 1D shallow water equations: Integration of the con-

tinuity equation

Following a procedure similar as for the 2D shallow water equations, the procedure

to obtain the 1D shallow water system of equations is described. Let us start with

the y-direction integration of the continuity equation (A.25):∫ B/2

−B/2

∂H

∂t
dy +

∫ B/2

−B/2

∂(uH)

∂x
dy +

∫ B/2

−B/2

∂(vH)

∂y
dy = 0 (A.55)

Applying Leibnitz and integration rules to the terms of (A.55), we have

First term:∫ B/2

−B/2

∂H

∂t
dy =

∂

∂t

∫ B/2

−B/2
Hdy−H(x,B/2)

∂(B/2)

∂t
+H(x,−B/2)

∂(−B/2)

∂t
(A.56)

Second term:∫ B/2

−B/2

∂(uH)

∂x
dy =

∂

∂x

∫ B/2

−B/2
(uH)dy− uH(x,B/2)

∂(B/2)

∂x
+ uH(x,−B/2)

∂(−B/2)

∂x
(A.57)

Third term: ∫ B/2

−B/2

∂(vH)

∂y
dy = vH(x,B/2)− vH(x,−B/2) (A.58)

Kinematic boundary conditions at the sides of domain

To express the kinematic boundary conditions at the B/2 and −B/2 lateral bound-

aries, let us consider impermeable walls at the sides, that is, no mass flux perpen-

dicular to them:

v.nwall = 0 (A.59)

where nwall in the vector normal to the wall and v is the mean velocity in the

y−direction, as defined before. At the boundary −B/2 we have:

v(x,−B/2) =
D(−B/2)

Dt
(A.60)

v(x,−B/2) =
∂(−B/2)

∂t
+
∂x

∂t

∂(−B/2)

∂x
=
∂(−B/2)

∂t
+ u

∂(−B/2)

∂x
(A.61)

∂(−B/2)

∂t
+ u

∂(−B/2)

∂x
− v(x,−B/2) = 0 (A.62)
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In a similar way, for the boundary B/2 we have

v(x,B/2) =
D(B/2)

Dt
(A.63)

v(x,B/2) =
∂(B/2)

∂t
+
∂x

∂t

∂(B/2)

∂x
=
∂(B/2)

∂t
+ u

∂(B/2)

∂x
(A.64)

∂(B/2)

∂t
+ u

∂(B/2)

∂x
− v(x,B/2) = 0 (A.65)

Simplifying the extended terms of the continuity equation

Equations (A.56) to (A.58) can be grouped as follows:

∂

∂t

∫ B/2

−B/2
Hdy −H(x,B/2)

∂(B/2)

∂t
+H(x,−B/2)

∂(−B/2)

∂t
+

∂

∂x

∫ B/2

−B/2
(uH)dy−

uH(x,B/2)
∂(B/2)

∂x
+ uH(x,−B/2)

∂(−B/2)

∂x
+ vH(x,B/2)− vH(x,−B/2) = 0

(A.66)

or

∂

∂t

∫ B/2

−B/2
Hdy +

∂

∂x

∫ B/2

−B/2
(uH)dy + ...

...+H(x,−B/2)

[
∂(−B/2)

∂t
+ u

∂(−B/2)

∂x
− v(x,−B/2)

]
− ...

...−H(x,B/2)

[
∂(B/2)

∂t
+ u

∂(B/2)

∂x
− v(x,B/2)

]
= 0

(A.67)

Replacing (A.61) and (A.65) into (A.67), and applying the rule of integration to the

first two terms, considering H and u independent of y, we have:

∂H

∂t
[y]

(B/2)
(−B/2) +

∂(uH)

∂x
[y]

(B/2)
(−B/2) =

∂H

∂t
(B/2 +B/2) +

∂(uH)

∂x
(B/2 +B/2) = 0

(A.68)

which yields

∂(BH)

∂t
+
∂(uBH)

∂x
= 0 (A.69)

Considering B equal to the unity, the 1D shallow water continuity equation can be

expressed as
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∂H

∂t
+
∂(uH)

∂x
= 0 (A.70)

A.3.2 1D shallow water equations: Integration of the mo-

mentum equation

The x-direction momentum 2D shallow water equation (A.53), neglecting the de-

pendence of τxx and τxy from z, the atmospheric pressure variation (∂Pa/∂x) and

the density variation (∂ρ/∂x), can be rewritten as

∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y
=

−gH ∂η

∂x
+
H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
τxz,η −

1

ρ
τxz,−h

(A.71)

Let us integrate (A.71) in the y−directions by steps, starting with its left-hand

inertial terms, following with the body force terms and finishing with the viscous

terms.

Integration in the y-direction of local acceleration and advection terms

The left side terms of (A.71) are integrated as follows:

∫ B/2

−B/2

[
∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y

]
dy =∫ B/2

−B/2

∂(uH)

∂t
dy +

∫ B/2

−B/2

∂(u2H)

∂x
dy +

∫ B/2

−B/2

∂(uvH)

∂y
dy

(A.72)

Applying Leibnitz and integration rules to the above terms we obtain:

First term: ∫ B/2

−B/2

∂(uH)

∂t
dy =

∂

∂t

∫ B/2

−B/2
uH(t, y)dy − uH(t, B/2)

∂(B/2)

∂t
+ uH(t,−B/2)

∂(−B/2)

∂t

(A.73)

Second term: ∫ B/2

−B/2

∂(u2H)

∂x
dy =

∂

∂x

∫ B/2

−B/2
u2H(x, y)dy − u2H(x,B/2)

∂(B/2)

∂x
+ u2H(x,−B/2)

∂(−B/2)

∂x

(A.74)
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Third term: ∫ B/2

−B/2

∂(uvH)

∂y
dy = uvH(x,B/2)− uvH(x,−B/2) (A.75)

Kinematic boundary conditions at the sides of the domain

Let us consider again the kinematic boundary condition at −B/2, (A.62):

∂(−B/2)

∂t
+ u

∂(−B/2)

∂x
− v(x,−B/2) = 0 (A.76)

then, at B/2:

∂(B/2)

∂t
+ u

∂(B/2)

∂x
− v(x,B/2) = 0 (A.77)

Replacing the terms of (A.72) by the ones of (A.73), (A.74) and (A.75), and grouping

them, we have:

∫ B/2

−B/2

[
∂(uH)

∂t
+
∂(u2H)

∂x
+
∂(uvH)

∂y

]
dy =

∂

∂t

∫ B/2

−B/2
uH(t, y)dy +

∂

∂x

∫ B/2

−B/2
u2H(x, y)dy + ...

...+ uH(x,−B/2)

[
∂(−B/2)

∂t
+ u

∂(−B/2)

∂x
− v(x,−B/2)

]
+ ...

...+ uH(x,B/2)

[
−∂(B/2)

∂t
− u∂(B/2)

∂x
+ v(x,B/2)

]
(A.78)

Substituting the kinematic boundary condition it is possible to neglect the last terms

of (A.78). u is constant in the y−direction and H is independent of y. Then, we

can integrate the remaining terms as follows:

∂(uH)

∂t
[y]

B/2
−B/2 +

∂(u2H)

∂x
[y]

B/2
−B/2 =

∂(uHB)

∂t
+
∂(u2HB)

∂x
(A.79)

Integration of the body force term in the y-direction

Considering that the veriation of η along x is independent of y, the integration of

the corresponding term is expressed as:∫ B/2

−B/2
−gH ∂η

∂x
dy = −gBH ∂η

∂x
(A.80)

Considering that H = h+ η:
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− gBH ∂η

∂x
= −gBH∂H

∂x
+ gBH

∂h

∂x
(A.81)

Integration of the viscous term in the y-direction

The viscous terms of (A.53) are integrated in the y-direction as follows:

∫ B/2

−B/2

[
H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
(τxz,η − τxz,−h)

]
dy =∫ B/2

−B/2

H

ρ

∂τxx
∂x

dy +

∫ B/2

−B/2

H

ρ

∂τxy
∂y

dy +

∫ B/2

−B/2

1

ρ
τxz,ηdy +

∫ B/2

−B/2
−1

ρ
τxz,−hdy

(A.82)

Applying Leibnitz rule to the first term:

∫ B/2

−B/2

H

ρ

∂τxx
∂x

dy =
∂

∂x

∫ B/2

−B/2

H

ρ
τxx(x, y)dy − H

ρ
τxx(x,B/2)

∂(B/2)

∂x
+ ...

...+
H

ρ
τxx(x,−B/2)

∂(−B/2)

∂x

(A.83)

Integrating the second term:

∫ B/2

−B/2

H

ρ

∂τxy
∂y

dy =
H

ρ
τxy(x,B/2)− H

ρ
τxy(x,−B/2) =

HB

ρ
τxy(x) (A.84)

Integrating the third term:

∫ B/2

−B/2

1

ρ
τxz,ηdy =

1

ρ
τxz,η(B/2)− 1

ρ
τxz,η(−B/2) =

B

ρ
τxz,η (A.85)

Integrating the fourth term:

∫ B/2

−B/2

1

ρ
τxz,−hdy =

1

ρ
τxz,−h(B/2)− 1

ρ
τxz,−h(−B/2) =

B

ρ
τxz,−h (A.86)

Grouping the terms from (A.83) to (A.86)
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∫ B/2

−B/2

[
H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
(τxz,η − τxz,−h)

]
dy =

∂

∂x

∫ B/2

−B/2

H

ρ
τxx(x, y)dy − H

ρ
τxx(x,B/2)

∂(B/2)

∂x
+ ...

...+
H

ρ
τxx(x,−B/2)

∂(−B/2)

∂x
+
BH

ρ
τxy(x) +

B

ρ
τxz,η +

B

ρ
τxz,−h

(A.87)

Assuming B as constant along x, we can neglect the right-side second and third

terms of (A.87). It yields:

∫ B/2

−B/2

[
H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
(τxz,η − τxz,−h)

]
dy =

BH

ρ

∂τxx
∂x

+
BH

ρ
τxy(x) +

B

ρ
τxz,η +

B

ρ
τxz,−h

(A.88)

Neglecting shear stresses in the y-plane:

∫ B/2

−B/2

[
H

ρ

∂τxx
∂x

+
H

ρ

∂τxy
∂y

+
1

ρ
(τxz,η − τxz,−h)

]
dy =

BH

ρ

∂τxx
∂x

+
B

ρ
τxz,η +

B

ρ
τxz,−h

(A.89)

Grouping all terms of the x-momentum equation

From the development shown above, the one-dimensional (x−direction) shallow wa-

ter momentum equation, considering B = 1, is expressed as:

∂(uH)

∂t
+
∂(u2H)

∂x
= −gH ∂H

∂x
+ gH

∂h

∂x
+
H

ρ

∂τxx
∂x

+
1

ρ
τxz,η −

1

ρ
τxz,−h

(A.90)

Neglecting the τxx normal stress due to the assumption of no viscous effects, which

are presented only in the shear stress components in the boundaries, we have:

∂(uH)

∂t
+
∂(u2H)

∂x
= −gH ∂H

∂x
+ gH

∂h

∂x
+

1

ρ
τxz,η −

1

ρ
τxz,−h (A.91)

It is considered an horizontal bottom and the mean level located at the bottom

surface. Then equality H = η + h, with h = 0 becomes H = η. From this,
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dh/dx = 0, and the above equation can be expressed as:

∂(uη)

∂t
+
∂(u2η)

∂x
= −gη ∂η

∂x
+

1

ρ
τxz,η −

1

ρ
τxz,−h (A.92)

Assuming the shear stress caused by the air is smaller than the one caused by the

bottom boundary (τxz,−h >> τxz,η), last equation can be rewritten as:

∂(uη)

∂t
+
∂(u2η)

∂x
= −gη ∂η

∂x
− 1

ρ
τxz,−h (A.93)

The 1D (x-direction) system of shallow water equations is summarized as follows:

Continuity equation

∂η

∂t
+
∂(uη)

∂x
= 0 (A.94)

or in its non-conservative form:

∂η

∂t
+ η

∂u

∂x
+ u

∂η

∂x
= 0 (A.95)

Momentum equation

∂(uη)

∂t
+
∂(u2η)

∂x
= −gη ∂η

∂x
− 1

ρ
τxz,−h (A.96)

A.4 Dimensional analysis to simplify terms

The momentum equation of the 1D shallow water system (A.96) is nonlinear. This

restricts the development of analytical approximate solutions for the considered

problem. Identification of convenient terms can be made by normalizing the gov-

erning equations to verify the order of the terms involved to perform simplifications.

To do this, any convenient variables of the problem can be defined as characteristic

or reference parameters. For this study, let us define the reference parameters as

follows: η0 corresponds to the maximum water elevation of the event at upstream

(x = 0). u0 is the horizontal flow velocity at upstream (x = 0) at η0 occurrence, and

L0 is the structure length. With these reference parameter the next dimensionless

parameters are defined to characterize the water-on-deck events:

η∗ =
η

η0
(A.97)

u∗ =
u

u0
(A.98)
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x∗ =
x

L0

(A.99)

t∗ =
u0t

L0

(A.100)

Replacing the above terms, the continuity equation (A.94) can be rewritten as:

u0η0
L0

(
∂η∗

∂t∗
+
∂η∗u∗

∂x∗

)
= 0 (A.101)

which yields: (
∂η∗

∂t∗
+
∂η∗u∗

∂x∗

)
= 0 (A.102)

Following a similar procedure, the momentum equation (A.94) can be expressed as:

u20η0
L0

∂ (u∗η∗)

∂t∗
+
u20η0
L0

∂(u2∗η∗)

∂x∗
= −gη

2
0

L0

∂η∗

∂x∗
η∗ − τxz,−h

ρ
(A.103)

multiplying by
L0

gη20
we have:

F 2
n

(
∂(u∗η∗)

∂t∗
+
∂(u2∗η∗)

∂x∗

)
= −∂η

∗

∂x∗
η∗ − L0

gη20

τxz,−h
ρ

(A.104)

where Fn represents the Froude number, which in the present work is defined as:

Fn =
u0√
gη0

(A.105)

Let us neglect the inertial terms (left-side) by assuming subcritical flow (Fn <

1). Analyzing the order of the terms we observe that for such assumption, the

momentum equation can be simplified as follows:

∂η

∂x
= −τxz,−h

gρη
(A.106)

A.5 The constant shear stress assumption

The τxz component of the shear stress sensor noted in the equation of momentum

(A.106) can be considered in vectorial form, accounting for the shear stress on the

bottom at different x and t. However, for practical application, it is assumed that

the roughness of the surface is constant. The shear stresses can be accounted for as

resistance coefficients, which can be defined as [52]:
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Sf =
τb
ρgη

(A.107)

where τb is the constant shear stress (i.e., constant τxz for the present approach).

Simplified scalar assumptions to relate constant bottom shear stresses (τb) to con-

stant resistance coefficients (Sf ) are preferred in many cases in terms of practical

implementation. Use of Chezy or Manning empirical formulations are alternatives.

The Chezy or Manning approaches can be considered through the next expression

[53]:

Sf =

(
u

kηm

)2

(A.108)

where, for the Manning friction approach: k = 1/nm, with nm as the Manning

roughness coefficient (dimension L1/3T ) and m = 2/3. Furthermore, for the Chezy

approach: k = Cc, with Cc as the Chezy friction coefficient (dimension L1/2T ) and

m = 1/2.

A.6 The advection-diffusion model

Let us consider the 1D shallow water continuity equation (A.94) in its non-

conservative form:

∂η

∂t
+ η

∂u

∂x
+ u

∂η

∂x
= 0 (A.109)

Defining the bottom resistance coefficient as Sf =
τb
gρη

([52], page 223), the momen-

tum equation (A.106) is rewritten as:

∂η

∂x
= − τb

gρη
= −Sf (A.110)

A single partial differential equation with η as the dependent variable, allowing

analytical solutions, will be obtained by following the next steps:

1. To replace (A.108) into (A.110);

2. To derive the resulting equation with respect to x;

3. To replace the obtained ∂u/∂x expression into the continuity equation

(A.109);

4. To simplify the resulting equation until obtaining an advection-diffusion equa-

tion.

Thus, substituting (A.108) into (A.110) gives:

∂η

∂x
= −Sf = −

(
u

kηm

)2

= − u2

(kηm)2
= − u2

k2η2m
(A.111)
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Deriving with respect to x:

∂2η

∂x2
= −

(kηm)2(2u)
∂u

∂x
− u2k2(2m)(η2m−1)

∂η

∂x
k4η4m

(A.112)

∂2η

∂x2
= −

2u
∂u

∂x
k2η2m

+
2mu2

∂η

∂x
k2η2mη

(A.113)

∂2η

∂x2
− 2mu2

k2η2mη

∂η

∂x
= − 2u

k2η2m
∂u

∂x
(A.114)

− k2η2m

2u

∂2η

∂x2
−
(
−k

2η2m

2u

)
2mu2

k2η2mη

∂η

∂x
=
∂u

∂x
(A.115)

∂u

∂x
= −k

2η2m

2u

∂2η

∂x2
+
um

η

∂η

∂x
(A.116)

Substituting ∂u/∂x in the continuity equation (A.109):

∂η

∂t
+ u

∂η

∂x
+ η

(
−k

2η2m

2u

∂2η

∂x2
+
um

n

∂η

∂x

)
= 0 (A.117)

∂η

∂t
+ u

∂η

∂x
− k2η2m

2u

∂2η

∂x2
+ um

∂η

∂x
= 0 (A.118)

∂η

∂t
+ u(m+ 1)

∂η

∂x
=
k2η2mη

2u

∂2η

∂x2
(A.119)

which after some algebra yields,

∂η

∂t
+ u(m+ 1)

∂η

∂x
=

uη

2Sf

∂2η

∂x2
(A.120)

Finally, it has been obtained an advection-diffusion equation with η as the de-

pendent variable. From this equation,the advection and diffusion coefficients are

defined by (A.121) and (A.122), respectively:

A = u(m+ 1) (A.121)

B =
uη

2Sf
(A.122)

where m is considered as m = 2/3 or m = 1/2 for the Manning or Chezy ap-

proaches to consider the resistance coefficients, respectively. Both coefficients have

to be considered constant to allow analytical solutions of (A.120) for different initial

and boundary conditions. Among the possible mathematical methods that can be
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used to obtained the solutions, it is possible to mention the Laplace transform and

the Green function methods. The latter was considered in the present work for a

boundary-value problem of the Dirichlet-type in semi-infinite domain. Details of the

procedure to obtain the solution of such a problem can be found in [54].
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Appendix B

Complementary experimental

setup illustrations

In this appendix some figures of the experimental setup are presented as comple-

mentary information for illustration purposes.

Experimental setup

Pumping 
system

Water
reservoir

Sand for
damping

Gate

Sources for
LED panel

Conventional WPs

CAM2

Drained 
water

reservoir

Fixed structure
&

embedded balance

Impact
absorber

Downstream
tank reservoir

Upstream
tank reservoir

CAM1 Field of view

Weight &
Electromagnet

Figure B.1: General view of the complete experimental setup, considering the ex-
periment with the rectangular fixed structure inside the tank.
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Experiment without 

the internal structure

Experiment with 

the internal structure

Figure B.2: Typical views of initial conditions for the experiments without (above)
and with (below) the internal fixed structure.
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Conventional wave probes calibration

Static-load pre-tests
for balance verification

Camera calibration

Figure B.3: Some important stages during sensors preliminary tests: conventional
wave probes calibration (above), static-load pre-tests of the balance before each
test (below-left) and camera calibration following the image-based methodology de-
scribed in the Experimental Methods section (below-right).
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Force balance embedded to the fixed structure

Balance top view

Balance back view

Figure B.4: Force balance top view (above left) and back view (above right). De-
tailed view of the force balance embedded to the internal fixed structure (below).
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Appendix C

A tentative for wave

characterization

This appendix presents a tentative to characterize the steepness of the resulting wet

dam-break wave in order to relate it with regular waves (i.e., linear wave theory).

It has to be mentioned that the physics of both waves is completely different, and

that the present procedure is described merely for illustrative purposes.

The sketch of Figure C.1 shows parameters considered to estimate the bore

steepness, following the approach of NAKAGAWA et al. [9]. To do this, spatial

distributions of water elevations (η vs x) are used to estimate the bore steepness as

(η2 − η1)/L, considering the parameters illustrated in the figure.

The spatial distributions (η vs x) have been obtained from virtual wave probe

measurements in the experiment without the internal fixed structure using the

CAM2, which was set to visualize the region of the tank near the gate (see Chapter

3 for details). This region was chosen regarding the better visualization of the well

developed bore with minimum effects of the downstream tank wall on it.

Figure C.2 shows the spatial distributions of the bore for all cases, from which

mean values were considered to estimate the parameters indicated in Fig.C.1 at the

points indicated by the arrows. From the available information, a common time

stage (t = 0.85s) was selected for all cases in order to capture as much as possible

the formation of the after-coming second peak in the wave trend, for the spatial

range 0 < x < 0.6m, where the gate was considered as reference.

The approximated bore parameters measured for each case are summarized in

Table C.1. Also, the resultant regular wave relations are presented in the right side

of the table. These last were obtained considering the regular wave steepness as

Hw/Lw (where Hw and Lw are wave height and length, respectively) and assuming

that Lw = L and Hw = η0 − η1 (Fig.C.1). Then, it can be assumed that the

cases considered in this study may resemble regular waves for the model scale in

the ranges 0.17 ≤ Lw ≤ 0.34 m and 0.031 ≤ Hw ≤ 0.044 m for Cases 1w and 5w,
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respectively. In other words, it can be generalized that in cases that present the

higher freeboards (e.g., C1w, C2w) steeper waves are generated by the wet dam-

break approach, whereas in cases with smaller freeboard (e.g., C4w, C5w), longer

waves are generated, as verified from the wave periods shown in the table.

It is important to note that although the wet dam-break ratio is the same for all

cases, changes in the freeboard maintaining the same ratio for the fives cases yielded

five different waves, which for further analyses they may be assumed to be in the

range of wave steepness from 0.01 to 0.02, approximately.

L

h1

h0

h2

z

x

Bore
steepness=

1

2

2 - 1
L

Figure C.1: Incoming wave (bore) steepness characterization.

Table C.1: Values of the incoming wave (bore) characterization of steepness and
their relationship with regular waves.

Bore ⇔ Regular wave
Case L Steepness ⇔ Hw Amplitude Lw Steepness Frequency Period

(m) ⇔ (m) (m) (m) (rad/s) (s)
C1w 0.17 ≈ 0.18 ⇔ 0.031 0.015 0.17 0.18 19.04 0.33
C2w 0.21 ≈ 0.18 ⇔ 0.037 0.018 0.21 0.18 17.13 0.37
C3w 0.23 ≈ 0.16 ⇔ 0.037 0.018 0.23 0.16 16.37 0.38
C4w 0.26 ≈ 0.15 ⇔ 0.039 0.019 0.26 0.15 15.40 0.41
C5w 0.34 ≈ 0.13 ⇔ 0.044 0.022 0.34 0.13 13.46 0.47
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Figure C.2: Spatial distributions of water elevations considered for t = 0.85 s to
characterize the steepness of the resulting bores for the experiment without struc-
ture. (a) C1w. (b) C2w. (c) C3w. (d) C4w. (e) C5w.
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Appendix D

Examples of shipping water events

obtained with h0/h1 = 0.6, 0.5, 0.4

During the experimental investigation, it was verified that the wet dam-break ap-

proach allowed reproducing several types of isolated shipping water events. If the

structure is the same, then, the resulting events will depend on the characteristics of

the incoming wave. With the dam-break installation used in the present investiga-

tion, it was verified that, for instance, for ratios higher than 0.6, the incident waves

were unbroken, whereas for ratios lower than 0.6 the incident waves presented their

front partially broken. The present work was focused in the ratio 0.6; however, as

object of illustration, some events obtained with unbroken waves are presented in

this appendix.

Figures D.1, D.2 and D.3 show time series of some events generated with the same

freeboard (FB = 0.042 m, h0 = 0.108 m) and wet dam-break ratios h0/h1 = 0.6, 0.5

and 0.4, respectively.

The former event (Fig.D.1) was generated by an unbroken wave, and it corre-

sponds to the type of event investigated in the present thesis.

On the other hand, Figures D.2 and D.3 show events generated with broken

waves, that is, with their front partially broken.

It can be verified from all cases that the resultant patterns of shipping water

depend of a combination of the structure and wave parameters. Thereby, the exper-

imental approach proposed in the present thesis enables the possibility to investigate

details of different types of shipping water in a systematic and practical way.
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t=1.00 s t=1.04 s t=1.08 s

t=1.12 s t=1.16 s t=1.20 s

t=1.24 s t=1.28 s t=1.32 s

t=1.44 st=1.40 st=1.36 s

t=1.48 s t=1.52s t=1.56 s

t=1.68 st=1.64 st=1.60 s

t=1.72 s t=1.76 s t=1.80 s

t=1.92 s

t=2.04 st=2.00 s

t=1.88 st=1.84 s

t=1.96 s

Figure D.1: Snapshots of a shipping water event generated with h0/h1 = 0.6, h0 =
0.108 m and FB = 0.042 m (unbroken wave).
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t=1.00 s t=1.04 s t=1.08 s

t=1.12 s t=1.16 s t=1.20 s

t=1.24 s t=1.28 s t=1.32 s

t=1.44 st=1.40 st=1.36 s

t=1.48 s t=1.52s t=1.56 s

t=1.68 st=1.64 st=1.60 s

t=1.72 s t=1.76 s t=1.80 s

t=1.92 s

t=2.04 st=2.00 s

t=1.88 st=1.84 s

t=1.96 s

Figure D.2: Snapshots of a shipping water event generated with h0/h1 = 0.5, h0 =
0.108 m and FB = 0.042 m (unbroken wave).
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t=1.00 s t=1.04 s t=1.08 s

t=1.12 s t=1.16 s t=1.20 s

t=1.24 s t=1.28 s t=1.32 s

t=1.44 st=1.40 st=1.36 s

t=1.48 s t=1.52s t=1.56 s

t=1.68 st=1.64 st=1.60 s

t=1.72 s t=1.76 s t=1.80 s

t=1.92 s

t=2.04 st=2.00 s

t=1.88 st=1.84 s

t=1.96 s

Figure D.3: Snapshots of a shipping water event generated with h0/h1 = 0.4, h0 =
0.108 m and FB = 0.042 m (unbroken wave).
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Journal article No. 1

Marine Systems & Ocean Technology (2015), Volume 10, Issue 1,
pages 3846.
DOI 10.1007/s40868-015-0003-6

An alternative for estimating shipping

water height distribution due to green

water on a ship without forward speed

Hernández-Fontes J.V. �, Vitola M.A., Esperança P.T.T., Sphaier

S.H.

Abstract

The aim of this paper was to present a practical approach for estimating the

distribution of water height on the deck of a ship due to a green water event. This

distribution can be used to estimate vertical loading on ship and platform decks in

the early design phase. The present approach is an extension of the methodology

proposed by Ogawa et al. in J Soc Naval Archit Jpn 182:177185 (1997) for estimating

that distribution on a ship with advance speed. In this study, the methodology was

adapted for application to a ship without forward speed. The analytical formulation

is presented, followed by a parametric study to evaluate the influence of the main

input parameters in the results. The results are compared with experimental data

from Buchner in Offshore Technology Conference (OTC), vol 7698, Houston, Texas,

(1995a) and numerical results from Nielsen in numerical prediction of green water

loads on ships, Technical University of Denmark, Lyngby (2003). It is observed that

the parameters with the greatest influence on the resultant water height distribution

are the initial water height at the stem of the ship and the breadth of the incoming

volume of water. A smaller influence is observed for the other input parameters.

The results indicate potential for the adapted model to estimate shipping water

height distributions due to green water events, at least in early design stages.
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Abstract

This paper presents an alternative and open-source methodology based on bi-

nary image analysis to measure water elevations in two-dimensional hydrodynamic

experiments. The proposed methodology considers the three main stages of an ar-

tificial vision system: image digitalization, processing and analysis. In the image

processing stage, binary images were obtained by intensity modulation and pseudo-

color-based segmentation. The image analysis stage employs simplified morpholog-

ical operations to measure water elevations at specified regions of interest in the

binary images. The image processing and analysis stages were developed in scripts

for the ImageJ open-source software. The applicability of the proposed methodol-

ogy was verified by comparing measurements of water elevations obtained using the

proposed approach and conventional wave probes during experiments of shipping

water on a fixed structure. The experiments included cases where single-valued and

double-valued water surfaces were observed. For all the test cases, the water eleva-

tion time series obtained using the proposed approach were in good agreement with

the experiments before three-dimensional effects on flow were significant. For the

case in which a double-valued water surface was observed, it was confirmed that the

proposed procedure possesses the capability to measure the effective water height

at specified regions of interest.
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Abstract

Green water occurs when an incoming wave exceeds the freeboard and propagates

onto the deck of naval/offshore structures, such as FPSOs and platforms. This water

can affect the integrity of facilities and equipment that are installed on the deck,

compromise the safety of the crew and affect the dynamic stability of the structure.

Traditionally, wave trains have been used to study the green water problem, which

is a good approach to analyzing consecutive green water events. However, to carry

out systematic studies that allow local details to be identified for different types of

green water, an alternative method is to study isolated events generated by a single

incoming wave. The purpose of this paper was to experimentally investigate the

generation of different types of isolated green water events using the wet dam-break

approach as an alternative to generating the incoming wave. Tests were carried out

in a rectangular tank with a fixed internal structure. Different freeboard conditions

were tested for two aspect ratios of the wet dam-break (h0/h1 = 0.40 and 0.6).

Conventional wave probes were used to measure the water levels in the tank, and a

high-speed camera was set to capture details of the generated green water events.

The results demonstrated the ability of this approach to represent different types of

green water, similar to those obtained with unbroken regular waves in barge-shaped

fixed structures, including dam-break, plunging-dam-break and hammer-fist.
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