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Coquinas, rochas reservatórios em alguns campos do pré-sal na Bacia de Santos, 

na costa sudeste do Brasil, são exemplos de rochas carbonáticas onde muita atenção tem 

sido focada na caracterização adequada de suas propriedades de fluxo multifásico e 

petrofísico. Plugues de coquina foram coletados de um afloramento em uma pedreira no 

nordeste do Brasil e um conjunto abrangente de análises foi realizado. Isso incluiu 

Microscopia Eletrônica de Varredura (MEV), Espectroscopia de Raios-X de Energia 

Dispersiva (EDS), Difração de Raios-X (DRX), Ressonância Magnética Nuclear (RMN), 

aquisição de imagens por microtomografia micro-computadorizada (μCT) usando uma 

série de tamanhos de pixel, medições de permeabilidade / porosidade diretas absolutas e 

método de centrifugação para medições de pressões capilares. Os resultados incluíram a 

composição de rocha carbonática e sistemas de poros em diferentes escalas, permitindo a 

reconstrução e modelagem de porosidade e permeabilidade absoluta para amostras de 

coquina usando reconstruções digitais 3D e simulações numéricas usando modelos de 

rede de poros (PNMs). Os resultados forneceram informações críticas sobre o sistema de 

poros de amostras de coquinas, incluindo métodos aperfeiçoados para prever o fluxo 

monofásico e bifásico através das redes de poros. 
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Coquinas, from the pre-salt reservoirs in the Santos Basin off the southeast coast 

of Brazil, are examples of carbonate rocks where much attention has focused on proper 

characterization of its petrophysical and multiphase flow properties. Since it is very 

difficult to obtain rock samples from these very deep reservoirs, analogues from north-

eastern Brazil are often used because of very similar geological age and petrophysical 

properties. Coquina plugs were collected from an outcrop in a quarry in northeast Brazil 

and a comprehensive set of analysis were performed. This included Scanning Electron 

Microscopy (SEM), Energy-Dispersive X-ray Spectroscopy (EDS), X-ray Diffraction 

(XRD), Nuclear Magnetic Resonance (NMR), micro-computed tomography (μCT) image 

acquisition using a series of pixel sizes, direct absolute permeability/porosity 

measurements, and centrifuge methods for capillary pressure measurements. Results 

included the carbonate rock composition and pore systems at different scales, thus 

allowing the reconstruction and modelling of porosity and absolute permeability of 

coquina samples based on 3D digital reconstruction and numerical simulations using pore 

network models (PNMs). The results provided critical information about the pore system 

of the coquina carbonate rock, and improved methods for predicting single- and two-

phase flow through the pore networks. 
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1 INTRODUCTION 

1.1 Context and Motivation 

Carbonate reservoirs present several challenges regarding their exploration and 

production of oil and natural gas. About 50% of the world's reserves of hydrocarbons are 

in formations of this nature, according to VIK et al. (2013a). In Brazil, pre-salt carbonate 

reservoirs accounted for 31.5% of total national oil production in 2015, accounting for 

about 50% of total hydrocarbons produced in Brazil in 2017 (ANP, 2018). 

Although the average production of pre-salt wells reached 1.3 million barrels per 

day in 2017 (ANP, 2018), many studies are still needed to obtain a satisfactory 

understanding of the fluid flow dynamics in the porous systems of these carbonate rocks, 

thus potentially providing an even more significant increase in production. 

The first major challenge when studying the pre-salt reservoir's carbonate rocks is 

the difficulty of obtaining samples for study and geological, sedimentological and 

petrophysical characterization purposes. An approach used to overcome this difficulty is 

the use of geologically analogue samples to the pre-salt reservoir rocks. 

These analogous rocks are lacustrine carbonate rocks, such as coquinas and 

microbialites. The coquinas can be defined as rocks formed by the accumulation of shells 

(CAMARA, 2013), being denominated autochthonous when the deposition of shells 

and/or their fragments occurs in situ or with little movement, without influence of a 

transport agent, or allochthonous, characterized as concentrations of shells and/or 

fragments deposited by some transport agent (PETTIJOHN, 1957; KRUBEIN & SLOSS, 

1963, apud CAMARA, 2013). In the present work, samples of allochthonous coquinas 

were selected whose outcrops are found in the Sergipe-Alagoas Basin, specifically in the 

Morro do Chaves Formation. Samples (plugs) of Layer named 2B were selected. 

A number of data acquisitions were carried out, after the selection of samples from 

layer 2B, through the use of permeameter / porosimeter, Nuclear Magnetic Resonance 

(NMR), Scanning Electron Microscopy (SEM), X-ray spectroscopy (XRS), X-ray 

diffraction (XRD), analysis of thn sections and X-ray computed microtomography (with 

different resolutions), corresponding to the one defined in the present work as basic 

petrophysics. A second stage, characterized by the digital reconstruction of the porous 

systems of the samples and simulation of the flow of fluids in these systems, with the help 

of programs and computer codes, was also performed, being defined as digital 
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petrophysics. A workflow has been proposed and developed with the purpose of 

optimizing the data flow and optimizing the results obtained. 

With the aid of digital petrophysics, one can estimate petrophysical parameters 

associated to the single-phase and two-phase flow. All the simulations are optimized by 

taking into account the data obtained experimentally: contact angle between the wetting 

fluid and the rock, through a goniometer, interfacial tension between wetting and non-

wetting fluids, fluid viscosities and obtaining capillary pressures through the 

centrifugation method. In addition, during the data acquisition steps through X-ray 

microtomography, limitations on the resolutions used to obtain images, the question of 

porosity in sub-resolution, and the selection and definition of the threshold value for 

segmentation of the images are discussed, and, when possible, also optimized. 

The simulations to obtain the intrinsic or absolute permeability must be performed 

in a Representative Elementary Volume (REV) based on the absolute permeability values, 

since the porosity-based REV may not be sufficient for the understanding of fluid flow in 

pore systems of heterogeneous carbonate rocks (SILVA et al., 2018). In this case, the 

numerical simulations must be performed in the total volume of the plug, thus avoiding 

results that are not representative when working in volumes below the REV. 

Absolute permeabilities calculated for the total volume of each sample, as well as 

relative permeabilities, were obtained through the PNM method, using quasi-static 

simulations. Experimental data such as porosity, absolute permeability, contact angle, 

viscosity measurements, interfacial tension and capillary pressure measurements are used 

for comparison, optimization and calibration of computational models and comparison of 

results. 

The characterization of the porous system of these coquinas, as well as the 

interaction of these with different fluids, are not completely understood. The acquisition 

of data and obtaining and evaluation of models that help the geology and the engineering 

of reservoirs for the exploration and production of hydrocarbons in these challenging 

carbonate reservoirs motivated the creation of this workflow. It involves a brief geological 

assessment, basic petrophysics, digital petrophysics and computational simulation that 

can provide valuable and reliable information for the creation of a database that can aid 

in the simulation of flow and production of field scale hydrocarbon reservoirs. 



 

 

3 

1.2 Objectives 

The present work addresses several topics related to basic and advanced 

petrophysics, including a proposed workflow to perform and evaluate computational and 

experimental pore-scale studies in highly complex heterogenous carbonate rock samples 

from the Brazilian Pre-salt scenario.  

Specific objectives of this study are to generate and study pore-scale models of 

real coquina plugs using experimental and digital data, and to perform numerical single 

and two-phase flow simulations using pore-network modeling (PNM) from X-ray 

microtomography images obtained under different pixel sizes. 

Some other important objectives are: 

i) Generation of the modeled pore networks using absolute permeability 

numerical simulation estimates and real measurements as the main 

calibration parameters; 

ii) Use of nuclear magnetic resonance (NMR) data for segmentation purposes 

and to identify the porosity that is not detected from 3D reconstructed 

models from those microtomography images, which can be understood as 

sub-resolution porosity; 

iii) Modeling of sub-resolution porosity in order to predict fluid flow through 

low-permeability samples; 

iv) Verify the feasibility of the proposed workflow based on several 

experimental techniques such as scanning electron microscopy (SEM), 

energy-dispersive X-ray spectroscopy (EDS), energy-dispersive X-ray 

diffraction (XRD), drop shape analysis (DSA), and centrifuge method (for 

cappilary pressure measurements); 

The ultimate goal of this research is to gain basic knowledge about the modeling of 

heterogeneous carbonate rock pore systems, using experimental data to calibrate these 

networks, and the state-of-art in digital petrophysics. This study therefore aims to provide 

reliable results to aid in the development of representative reservoir models. 

1.3 Text Organization 

Chapter 2 presents a contextualization of the study, containing the main topics 

related to the definition of petrophysical parameters evaluated in this work, as well as 
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characterization of the sample and its collection site, the data acquisition stage with the 

X-ray microtomograph, steps for digital reconstruction of the sample, presentation of 

nuclear magnetic resonance techniques and scanning electron microscopy, through 

segmentation methods studied, digital image analysis, the generation of three-

dimensional models for subsequent numerical simulation of fluid flow in porous media 

through two different techniques. 

Chapter 3 presents the workflow developed and the proposed methods, 

highlighting each of the steps described above, specifying each point considered 

important and crucial for the development of the studies. 

Chapter 4 presents results of the execution of the steps presented in the proposed 

workflow, as well as relevant discussions. 

Chapter 5 presents conclusions of this study, also showing ideas for future work. 

Finally, Chapter 6 features bibliographical references, while Chapter 7 presents 

appendices to the present work. 
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2 THEORETICAL FRAMEWORK 

In order to contextualize and support the present work, it is necessary to approach 

the main topics addressed and discussed during the execution of the proposed studies. 

2.1 Main Definitions 

Initially it becomes necessary to present a theoretical basis of the main terms 

discussed in the present work. 

2.1.1 Porosity 

Porosity can be defined in general as the ratio of pore volume to total rock volume, 

expressed as a fraction. According to AHR (2008), the reservoir rocks are composed of 

solid material and interstitial porous spaces that may or may not be connected, leading to 

the following equation: 

 

 𝜙 =  (
𝑉𝑝

𝑉𝑡
) . 100 (2.1) 

 

where porosity is represented by 𝜙, 𝑉𝑝 represents the volume of the pores and 𝑉𝑡 the total 

volume of the rock, being calculated as: 

 

 𝑉𝑡 =  𝑉𝑝 +  𝑉𝑠 (2.2) 

 

where 𝑉𝑠 is the volume of total solids. 

It should be noted that an important definition is that of effective porosity (𝜙𝑒), 

which refers to the fraction of total porosity that is interconnected and capable of 

transmitting fluids, being calculated as the ratio of the volume of interconnected pores 

and the total volume of the rock. According to AHR (2008), measurements made in the 

laboratory to obtain the pore volume (𝑉𝑝) actually calculate the effective porosity of the 

sample. It is defined the residual porosity (𝜙𝑟) in such a way that: 

 

 𝜙 =  𝜙𝑒 + 𝜙𝑟 (2.3) 
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The main types of porosity can be separated according to SELLEY (2000) in: 

i) Primary or depositional porosity: it is the porosity that by definition is 

associated with the deposition of the sediments themselves and, 

consequently, of the particles that compose them, and can be subdivided 

into: 

a. Intergranular or interparticle: occurs in the spaces between the grains 

or debris that form the frame or framework of a sediment; 

b. Intragranular or intraparticle: type of porosity present within the grains 

or debris that compose a sediment, especially if it is of carbonate origin 

associated with skeletal remains; 

ii) Secondary or post-depositional: It is, by definition, the porosity formed 

after the deposition of a sediment. It is more easily found in carbonate 

rocks due to the great mobility of carbonate minerals in the subsurface and 

can be subdivided into: 

a. Intercrystalline porosity: occurs between the individual crystals of a 

crystalline rock. It is characteristic of carbonates that have undergone 

crystallization; 

b. Fenestral porosity: resulting from openings in the structure of larger 

and wider rocks than interstices supported by grains and to a large 

extent can be attributed to digging organisms or to gas escape routes; 

c. Moldic porosity: formed by the dissolution of grains from deposition 

usually after some type of cementation and is associated with 

individual particles; 

d. Vugular porosity: Second type of porosity formed by dissolution 

typically found in carbonates and with larger pores when compared to 

the moldic pores. With the increase in vugs size there is also the 

denomination of cave-type porosity; 

e. Fracture porosity: formed by fractures, this porosity characterizes 

rocks that are strongly lithified and is formed later to the other types of 

porosity; 

 

Other porosity types found in the literature (Scholle & Ulmer-Scholle, 2003) are: 

(i) shelter porosity: it is a type of interparticular porosity created by the shelter of large 
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sedimentary particles in such a way that filling the porous space under them is prevented; 

(ii) breccia porosity: also of the interparticular type that occurs in breccias easily found 

in carbonate rocks; (iii) channel-type porosity: the porous system is in an elongated shape 

such that there is continuity of the latter in one or two dimensions; (iv) porosity of organic 

constructions (Growth-framework): primary porosity created from the in situ growth of 

structures in the framework of the carbonate rocks; (v) borings or burrows: they are 

openings created by different organisms by means of drilling and excavation, 

respectively, of these in rocks and other carbonate materials, and (vi) shrinkage porosity: 

porosity produced by the contraction of the sediment. 

The previously presented classifications described in the works of SELLEY 

(2000) and SCHOLLE & ULMER-SCHOLLE (2003) are in fact based on the types of 

porosity defined according to CHOQUETTE & PRAY (1970), whose classification is 

simple and is based on the separation in three groups: selective frames, non-selective 

frames and selective frames or not. It is interesting to note that, as described by AHR 

(2008), CHOQUETTE & PRAY (1970) classification is a useful method to describe 

porosity in carbonates, but it was not designed to aid in the determination of the spatial 

distribution of porous types and has little usefulness in determining the relationships 

between the rocks and their petrophysical properties, since it focuses on the selectivity of 

the frames. 

Another important classification refers to the work of LUCIA (1983). One of the 

objectives of this classification is to provide a practical method for visual description of 

porosity in carbonate samples, one of its main attributes being the importance given by 

this characterization to the emphasis on the petrophysical meanings of the separated and 

connected vugs. By definition given by the author, vugs are pores larger in size than the 

grains in the surrounding framework. According to LUCIA (1983), the pore types are 

separated into two central categories: vugulares and interparticles. As reported by AHR 

(2008), this classification provides a separation more focused on objectivity than on 

genetic characteristics, thus providing no information about the characteristics of rocks 

and pores, however, but it provides an excellent practical method focused mainly on the 

relationship between the rocks and their petrophysical properties. 
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2.1.2 Permeability 

The experiments carried out by Henry Philibert Gaspard Darcy (1803-1858) and 

Charles Ritter (1793-1864) (apud AHR, 2008) had as their main objective to establish the 

laws governing the flow of a fluid, in their case water, through a mixture of sand and 

gravel contained in a well-packed column so that they could obtain the flow rate of pure 

water flowing through the mixture under atmospheric pressure conditions. According to 

AHR (2008), the main variables involved were associated with the textural characteristics 

of the sand and gravels used in the experiments, which operated with small flow rates and 

pressure differentials as compared to hydrocarbon reservoir conditions. The experiments 

conducted by Darcy were carried out in a homogeneous and isotropic porous medium in 

such a way that the flow through this medium had a constant velocity, presenting a 

laminar regime in its flow. 

The expression originally described and published in 1856, with some 

modifications in relation to the original work in the letters representing the parameters 

and measures used, is given by: 

 

 
𝑄

𝐴
= −𝑘 (

ℎ1 − ℎ2
𝐿

) (2.4) 

 

where, in the International System (SI), Q is flow rate in m3/s, A is the cross-sectional 

area of the flow in m2, k is the hydraulic conductivity in m/s, (h1 – h2) is the hydraulic 

load in m and L is the length of the trajectory through which the flow passes in m Eq. 2.4 

is widely known as Darcy's Law.  

A reduced version of this equation used in the literature (ROSA et al., 2006) is 

given by: 

 

 𝑄 = −𝑘 . 𝑖 . 𝐴 (2.5) 

 

in which i is a dimensionless parameter representing the hydraulic gradient, given by: 

 

 𝑖 =  
𝑑ℎ𝑒

𝑑𝑥
 (2.6) 
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with the term 𝑑ℎ𝑒 𝑑𝑥⁄  represents the hydraulic head loss per unit length in the direction 

of flow. The negative sign in equations 2.4 and 2.5 indicates that flow occurs in the 

direction opposite the hydraulic gradient. 

The intrinsic permeability (𝐾) of a porous medium is directly related to the 

hydraulic conductivity (𝑘) through the following equation (NARSILIO et al., 2009): 

 

 𝐾 = 𝑘 . (
𝜂

𝜌. 𝑔
) (2.7) 

 

where, in SI units, 𝜂 is the dynamic viscosity of the fluid given in Pa.s (kg/m.s) that is 

flowing through the porous medium, 𝜌 is the density of the same fluid in kg/m3 and 𝑔 is 

the acceleration of gravity given in m/s2. 

In the expression above, 𝐾 represents the absolute or specific permeability 

coefficient, a geometric factor that defines characteristics of fluid transmission in a porous 

medium, having area dimension (m2 in IS).  

By definition, 1 Darcy is the permeability of a rock when a fluid with unit 

viscosity (1 Pa.s) flows through an area with a cross section of 1 cm2 with a flow rate of 

1 cm3/s and pressure differential of 1 atm/cm. This value of 1 Darcy, represented by 1 D, 

corresponds to 9,869 x 10-13 m2 in the International System of Units (approximately 1 

µm2). In carbonate hydrocarbon reservoirs, for example, absolute permeability may range 

from values below 0.1 mD (1 milidarcy equals 1 x 10-3 darcy) to values greater than 10 

D, according to AHR (2008). 

The permeability can be expressed according to the following classification: 

i) Specific or Absolute Permeability (𝐾): is the permeability of a given rock 

or porous medium related to the flow of a single fluid, and can be measured 

in samples or cores in the laboratory; 

ii) Effective Permeability (𝐾𝑒): is a measure of the permeability of the rock 

or porous medium to another fluid when this same rock or porous medium 

is already saturated in such a way that the presence of a wetting fluid 

prevents partially the entry of the non-wetting fluid into the pores of a 

given rock and, therefore, its value is lower than that found for absolute 

permeability; 

iii) Relative Permeability(𝐾𝑟): is the ratio between the effective permeability 

at a given saturation of a fluid and the absolute permeability at a saturation 
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of 100% of this same fluid, which can be obtained by the relation 𝐾𝑟 =

 𝐾𝑒 𝐾⁄ . 

The permeability is dependent not only on the pore size but also on the degree of 

interconnection between the pores and/or cracks, being related to the porosity, 

specifically the effective porosity (AHR, 2008). 

Originally conceived as a particular constant of the medium, the permeability is 

actually spatially non-uniform (corresponding to usually heterogeneous porous media), 

dependent on the direction (being non-isotropic in most cases), dependent on the stress 

conditions the rocks are in and on the electrolytic composition of the fluids as well as the 

quantity and respective distribution of the phases of these fluids (BIRD, 1960). 

According to BEAR (1972), the permeability 𝑲 is a tensor that measures the 

ability of a porous medium to allow the passage of fluids (being originally defined for the 

flow of Newtonian fluids with low velocities, permanent and isothermal flow in porous 

media through Darcy's Law). 

 

2.1.2.1 Relative Permeability 

The relative permeability to a phase is the ratio of the effective permeability of 

that phase to the absolute permeability, with the relative permeability being usually 

identified for a phase i as 𝐾ri (𝐾rw for water and 𝐾ro for oil, for example). 

The relative permeability corresponds to the flowing capacity of each phase in a 

given porous medium according to the distribution of this phase in the pore volume 

considered (AHMED, 2010). 

The relative permeability curves as a function of wetting fluid saturation, which 

are widely used in reservoir engineering, can be analyzed by identifying three distinct 

regions, as shown in Figure 2-1. The first one, represented as region A, shows the 

saturation values where predominantly oil flows. Regions B and C denote saturations 

where two-phase flow and mostly water occur, respectively. It is important to emphasize 

that, in Figure 2-1 that the phase composed by the non-wetting fluid presents higher 

values of the relative permeability over a greater range of saturations, indicating that there 

is a lower resistance to the flow of this phase when compared to the wetting fluid. 
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Figure 2-1. Relative Permeability Curve as a function of wetting fluid saturation 

(AHMED, 2010). 

 

2.1.3 Wettability 

The term wettability represents the attraction or repulsion of a fluid to a porous 

medium in the presence of other immiscible fluids. The difference between the forces of 

attraction and repulsion determines how the fluids will distribute in this porous medium. 

Thus, the fluid with greater attractive forces with the rock will maximize the contact 

between these two phases (HORNAPOUR et al., 1990). On the other hand, the fluid with 

higher repulsive forces will minimize contact with the rock. 

When two immiscible fluids saturate a porous medium, the tendency to adhere to 

or spread on the surface of the rock is determined by the wettability. According to 

(DONALDSON & ALAM, 2008), there are four different states of wettability between a 

fluid and a solid surface: 

i) Water wettability: The system is considered when most of the surface is 

wettable to water. In this case, since the medium has great affinity for 

water, this phase will be located in the smallest pores maximizing its 

contact with the solid. In an oil-water-rock system, water will form a film 

that will extend throughout the porous volume as a continuous phase. On 
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the other hand, the oil will remain, often as a discontinuous phase, in the 

largest pores, surrounded by a water film. Due to this tendency, the water 

will spontaneously soak the rock by displacing the oil present in the porous 

volume. The spontaneous imbibition of the aqueous phase will continue 

until the surface and capillary forces equalize. In case the porous medium 

is saturated with water, the oil phase will not enter the pores 

spontaneously. A displacement pressure is required to displace the non-

aqueous phase in the porous medium, in a process known as drainage; 

ii) Fractional wettability: The term was introduced by BROWN & FATT 

(1956) to classify a porous media in terms of a water-wettable part, and an 

oil-wettable part. Attributed mainly to rocks whose mineral components 

on their surface are quite heterogeneous. In this system, water- and oil-

wettable surfaces are not defined by pore size (FAERSTEIN, 2010); 

iii) Mixed wettability: Term introduced by SALATHIEL (1973), differs from 

the fractional wettability, because in this case the oil forms a continuous 

medium preferentially in the larger pores and water in the smaller pores 

(FAERSTEIN, 2010). This can be explained by the presence of agents in 

the oil that can adsorb on the surface of the rock, gradually changing the 

wettability. These systems have been associated with low residual oil 

saturations, due to the formation of continuous oil paths through the larger 

pores, which promote the flow of oil in the porous system; 

iv) Oil wettability: unlike water wettability, in this case the oil forms a film 

throughout the porous system, being located mainly in the smaller pores, 

while the water will be present in the largest pores, surrounded by the oil 

film. If oil is injected, reducing the saturation of water to very low levels, 

water present will be forming small droplets inside the oil phase. In these 

systems, water will not spontaneously soak into the porous medium only 

through a pressure differential imposed. 

 

There are also solid surfaces that do not have a preference for their wettability: 

they are said to have neutral wettability (SOARES, 2016). Thus, if the solid is not wetted 

preferentially by any of the fluids present, the system is defined as neutral or having 

intermediate wettability (FAERSTEIN, 2010). 
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According to TREIBER et al. (1971), ANDERSON (1986) and OKASHA et al. 

(2007), carbonate rocks are more oil-wet than siliciclastic rocks. In the work of 

ANDERSON (1986) one can still find the effects of mineralogy on the wettability of 

some rocks studied. 

 

Figure 2-2. Example of pores of a water-wettable rock (WW) and an oil-wettable rock 

(OW). (Source: modified by RADKE et al., 1993). 

 

Figure 2-2 shows the pore example of a predominantly water-wetted rock (WW) 

and a predominantly oil-wetted rock (OW). In the case of a WW rock, the water is adhered 

to the pore walls and the oil is located in the center of the pore. Similarly, in an OW rock 

the oil is adhered to the pore walls with the water located in the center. 

 

2.1.3.1 Contact Angle 

One of the most widely used methods for predicting wettability is measuring the 

contact angle. This method consists of releasing a drop of liquid under the solid surface 

such that this drop will adopt a specific equilibrium conformation. According to 

RAMIASA et al. (2014), this conformation is obtained when the interfacial energies of 

the system, in this case represented by the liquid-solid interface, come into equilibrium, 

resulting in a specific configuration and angle of contact. Thus, the contact angle can be 

defined as the angle measured between the solid surface and the tangent that passes 

through the point of contact between the drop and the solid surface for the region with 

water, as shown in Figure 2-3. This angle is, by definition, directed toward the region that 

has the aqueous phase (FAERSTEIN, 2010). 
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Figure 2-3. Example of contact angles on a solid water-wettable surface and an oil-wetted 

solid surface. The contact angle is measured between the solid surface and the tangent 

line passing through the point of contact between the droplet and the solid surface. This 

angle is, by definition, directed toward the region having the aqueous phase. (Source: 

modified from http://www.petrowiki.com/). 

 

The experiments performed to obtain the values of the contact angles of an oil-

water-rock system find certain difficulties of execution due to the complex geometry of 

the pores and the chemical complexity of the fluids involved (FAERSTEIN, 2010). 

However, when properly executed, they help to determine the preference of wettability 

in rocks (SOARES, 2016). 

 

Table 2-1 – Classification of wettability as a function of contact angle values according 

to ANDERSON (1986). 

 

Wettability Water-wetting Neutral-wetting Oil-wetting 

Minimun contact angle 

(θ)  

0° 60° to 75° 105° to 120° 

Maximum contact 

angle (θ) 

60° to 75° 105° to 120° 180° 

 

 

According to ANDERSON (1986), for contact angles (θ) close to 0º the surface 

is strongly wettable to water, while at contact angles close to 180º the surface is strongly 

oil-wetted. Table 2-1 shows values commonly used to define water, oil and neutral 

wettability, according to ANDERSON (1986). 

 

2.1.3.2 Interfacial Tension 

The interfacial tension is a material property of a fluid-fluid interface whose origin 

is tied to the different intermolecular forces of attraction acting on the two phases of these 

fluids. The result is an interfacial energy per area that acts to oppose the creation of a new 
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interface, being equivalent to a linear tension acting in all directions parallel to the 

interface (BUSH, 2004). The interfacial tension has unit of force/length or equivalent 

energy/area. 

The Young's equation can be used to relate these tensions acting on a drop of water 

resting on a solid surface surrounded by oil, according to Figure 2-4. The Young equation 

is given by: 

 

𝜎𝑂𝑊 . cos(𝜃) = 𝜎𝑂𝑆 − 𝜎𝑊𝑆 (2.8) 

 

Where the term σ represents the interfacial tension and θ the contact angle. The 

indexes o, w and s represent the different phases in the system: oil, water, and solid, 

respectively. 

 

 

Figure 2-4. Example of the tensions acting on the interfaces of a drop of water resting on 

a solid surface surrounded by oil (Source: DONALDSON & ALAM, 2008) 

 

In the equation, the contact angle (θ) of this drop of partially wetting water is 

related to the interfacial tensions of the fluids involved, in this case oil and water, and the 

solid surface. Figure 2-5 shows a schematic with side view involving the interfacial 

tensions and the contact angle of the drop shown in Figure 2-5. 
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Figure 2-5. Scheme with lateral view involving the interfacial tensions and the contact 

angle of a drop of water on a solid surface surrounded by oil. (Source: modified from 

RAZA et al., 1968). 

 

A possible way of measuring the contact angle, presented by LEACH et al. (1962), 

is achieved by positioning a drop of oil, surrounded by water, between two parallel 

surfaces, moving one of them and measuring the resulting angles, as shown in the scheme 

presented in Figure 2-6. 

 

 

Figure 2-6. Scheme of the experiment of LEACH et al. (1962), to obtain the contact 

angles in the advance and retreat of the water in the presence of an oil drop (in green) as 

the lower plate moves parallel to the top plate. (Source: modified from CRAIG, 1971). 

 

The contact angles are then obtained in the water receding and advancing process. 

This method results in angles for the advance and the retreat of the water. The water/rock 

contact angle at the water retreat, when the oil displaces the water, may be much smaller 

than the water/rock contact angle at the water advance (in this case the water displaces 

the oil), as shown in Figure 2-6. In the experiment conducted by LEACH et al. (1962) 

these angles were measured as a function of time, reaching a stabilization time between 

1 and 2 days. It is important to highlight that FAERSTEIN (2010) mentioned that this 

difference between the forward and backward contact angle of water, which can reach 

75° (DONALDSON & ALAM, 2008), is the main cause of the observed hysteresis in 

relative permeability curves and capillary pressure. This is because the aging time, i.e. 
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the time that the drop of oil remained in contact with the solid surface, changes the 

wettability according to the phase that first came into contact with the porous medium. 

The work of TREIBER et al. (1971) showed that the aging time is a very important 

variable during the measurement of the contact angle. 

2.1.4 Capillary Pressure 

Capillary pressures are generated at the interfaces between two immiscible fluids 

that exist in the pores (capillaries) of a porous medium. The basic relationship between 

capillary pressure, interfacial tension, contact angle and effective radius is given by: 

 

𝐶𝑝 =
2𝜎 cos(𝜃)

𝑟
 (2.9) 

 

Where Cp (Pc or Pc) is the capillary pressure, σ is the interfacial tension, θ is the 

contact angle and r is the effective radius of the interface between the two fluids. This 

equation is widely used to calculate the pressure in a glass capillary located at the interface 

between water and oil, according to Figure 2-7. 

 

Figure 2-7. Definition of the effective radius of the interface r used in the equation to 

calculate the capillary pressure Cp. (Source: http://www.pucrs.br/). 

 

 

Capillary pressure is therefore responsible for the curvature at the interface 

between two fluids. The Young-Laplace equation defines a pressure differential ΔP, 
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which is the capillary pressure, as a function of the mean radii of curvature, R1 and R2, 

and the interfacial tension σ between two fluids: 

 

∆𝑃 = 𝐶𝑝 = 𝜎 (
1

𝑅1
+
1

𝑅2
)  (2.10) 

 

This equation shows that the capillary pressure is directly proportional to the 

interfacial tension between the phases and the smaller the confinement radius, the higher 

the Cp. Figure 2-9 shows the delimitation of the R1 and R2 radii used in the Young-Laplace 

equation for calculating capillary pressure.  

For the displacement of a droplet that is trapped in a pore by the action of capillary 

forces, the pressure differential must be greater than the capillary pressure. By the 

equation it is evident that the capillary pressure is higher in small pores, and the pressure 

required to remove the phase captured by these pores will also be high. 

 

 

Figure 2-8. Definition of the R1 and R2 radii used in the equation for calculating capillary 

pressure Cp. (Source: http://www.pucrs.br/). 

 

Analyzing equation 2.10 it is possible to conclude that: 

a. If R1<R2 the capillary pressure Cp will be greater than zero (Cp >0) and there 

is a system whose surface is wettable to water; 

b. If R1>R2 the capillary pressure Cp will be less than zero (Cp <0) and there is a 

system whose surface is oil-wettable. 

The saturation of water in a system can be defined as the relation between the 

volume of water and the total volume of fluids in a porous medium. There is an inverse 
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relationship between saturation and capillary pressure: the lower water saturation in a 

porous medium the higher the capillary pressure. This inverse tendency is the same when 

the radius of curvature R1 is reduced, shown in Figure 2-8, and there is an increase in Cp. 

The extraction of one phase from the porous medium by another is defined 

according to the displaced phase (wetting or non-wetting). Two processes can be 

identified: drainage, in which the non-wetting phase displaces the wetting phase and 

imbibition, in which the wetting phase displaces the non-wetting phase. In a rock wettable 

preferably by water, the drainage and inbibition processes can be observed through the 

graph of Figure 2-9. 

 

 

Figure 2-9. Example of capillary pressure curves Cp (Pc or Pc) in drainage and imbibition 

processes. (Source: http://www.perminc.com/). 

 

Drainage in a water-oil-rock system is characterized by the displacement of water 

by the oil, whose porous medium is initially completely saturated with water. When 

irreducible water saturation (Swir) is reached, drainage ceases, regardless of the pressure 

exerted on the system. During imbibition, the oil is displaced by water. In this case, 

increasing the water saturation capillary pressure decreases, however, without ever 

reaching the same saturation values found during the drainage, characterizing, therefore, 

a hysteresis. It is important to mention that the water saturation always reaches a 
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maximum value when the capillary pressure cancels, so that at this point the amount of 

oil present can not be reduced, even with a great change in the capillary pressure, 

denominated this minimum saturation of oil as residual oil saturation. 

 

2.1.5 Representative Elementary Volume (REV) 

The petrophysical parameters used in models and numerical simulators of flow of 

fluids in reservoirs are usually determined in the laboratory, with the aid of samples taken 

from the reservoirs themselves, by means of direct experimental measurements, or by 

their prediction, through numerical simulations using digitally reconstructed rocks 

(“Digital Rock Physics”). However, these measured or calculated parameters depend on 

samples and representative data, directly related to materials that have dimensions above 

the heterogeneity scale (VIK et al., 2013a), in such a way that the values of these 

properties do not vary considerably and can be used . 

Representative Elementary Volume (REV) can be defined as the volume of a 

sample capable of capturing a representative quantity of its heterogeneity (BEAR, 1972). 

Thus, REV can be considered as the volume at which macroscopic properties (such as 

hydraulic conductivity or permeability, for example) are relatively insensitive to small 

volume changes of the sample analyzed (Figure 2-10) or to the location of the region of 

interest within this same sample (CORBETT et al., 1999; CORBETT, 2009). The REV 

may differ in size according to the petrophysical property that one wishes to measure 

(VIK et al., 2013a), so that a suitable representative scale may depend directly on the 

property being evaluated momentarily. With REV, fluctuations in measurements of the 

properties studied are non-existent and a representative amount of heterogeneity can be 

established. Thus, REV can be characterized as the volume of a heterogeneous material 

that is large enough to be statistically representative and yet small enough to be 

considered an elementary volume of Continuum Mechanics (OLIVEIRA et al., 2014). 

The work of KANIT et al. (2003) presented a quantitative definition of the REV based 

on statistical arguments, describing that it must guarantee with great precision the value 

of some property obtained through spatial averaging over a given domain. 

In this way, REV becomes essential for an effective approximation between the 

values of the data collected and/or calculated in a sample, and the actual values found in 

a sample of much larger dimensions, or even in the scale of the reservoir, in such a way 
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that REV is essential for the study, development and implementation of upscaling 

techniques (LIU et al., 2014; 2016). 

As presented by VIK et al. (2013a, 2013b), a possible way to calculate the REV 

is through a change of scale or dimension while analyzing a particular petrophysical 

property of a sample. When the scale of the measurements does not involve the REV, the 

values of the measurements obtained show large variations, which indicates, by 

geostatistical analysis, the existence of samples with insufficient dimensions (CORBETT 

et al., 1999; VIK et al., 2013a). Thus, with the increase in the sample volume, these 

variations or fluctuations in the values of a given property are decreasing and there is a 

tendency of stabilization to a fixed value or threshold: this threshold being considered the 

REV, equivalent to the optimal volume in which the measure obtained represents, with a 

high degree of reliability, the measurement found in upper volumes of the same sample. 

 

 

Figure 2-10 – Characterization of REV in a sample. From the volume V3 the porosity 

value becomes stable (Source: SILVA et al., 2018) 

 

Many studies involving the REV and the influence of sample volumes or 

dimensions to obtain petrophysical properties are widely available in the literature. 

GHARAHBAGH & FAKHIMI (2010) studied the determination of REV of rocks 

through numerical simulations involving hybrid programming between the Finite 

Element Method (FEM), and the Discrete Element Method. STROEVEN et al. (2004), 

who used the finite element method to investigate the REV of granular materials, 

ŁYDŻBA & RÓŻAŃSK (2012), which presented a method of evaluation of the minimum 

REV based only on the morphology of the microstructures, more precisely on the 
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properties of the geometries of these microstructures. NORDAHL & RINGROSE (2008) 

characterized the REV from the permeability obtained numerically of digitally 

reconstructed rocks. 

A more accurate definition of REV, which is often considered an intuitive and ill-

defined formulation entity including its physical size (SILVEIRA FILHO, 2003), can be 

analyzed through a mathematically more concise and robust approach. According to this 

author, REV can be estimated from the intrinsic means for each property of interest 

(absolute permeability, for example). This evaluation of the REV is a function of the 

property of interest is fundamental and can lead to very different results when analyzing 

different petrophysical parameters (SILVA et al., 2018). 

2.2 Contextualization of the Samples Studied 

A contextualization of the carbonate samples studied in the present work, the 

presentation of some information necessary for a possible correlation between them and 

the reservoirs of the Pre-salt of the Santos basin, as well as the geographical location of 

the sample collection site, are addressed in this topic. 

2.2.1 Carbonate Rocks 

Carbonate rocks host about 50% of the worldwide hydrocarbon reserves (VIK et 

al., 2013a). These rocks constitute a type of chemical/biochemical sedimentary rock 

which originated from the precipitation of minerals present in the water through various 

chemical or biological processes and, which can be distinguished from siliciclastic 

sedimentary rocks through their mineralogy, textural characteristics and their own 

chemical nature, as stated by BOGGS (2006). According to the author, carbonate rocks 

correspond to 20 to 25% of all sedimentary rocks found in geological records, from 

Cambrian to Quaternary, and can be divided, based on mineralogy, into limestones and 

dolomites, and composed mainly of the minerals calcite and dolomite, respectively. 

SELLEY (2000) reports that carbonate rocks suffer even more from weathering 

when compared to terrigenous sediments, being the products of this weathering 

transported as solutes, and that many of the existing carbonate rocks originate from 

organic origin, presenting great variability in the size of their particles and chemical 

instability in the carbonates that constitute them. 
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AHR (2008) points out three great characteristics of carbonate rocks: First, 

carbonates form within the basins by biological, chemical or detrital deposition processes; 

Second, carbonates are strongly associated with biological activities, either by metabolic 

activities inherent to the organisms or by their movement, through the creation of paths 

or galleries in the rocky body itself; And third, carbonates are susceptible to rapid 

dissolution, cementation, recrystallization and relocation depending on the 

physicochemical conditions found in the various diagenetic environments. 

An important difference between siliciclastic and carbonate rocks is porosity: 

while in the former the porosity is mainly interparticular, in the latter it does not always 

present such porosity, but may have pores with different sizes, shapes and origins. 

According to AHR (2008), since porosity and permeability are mutually related and have 

a good degree of correlation in siliciclastic rocks (sandstones), experimental 

measurements made on small specimens from these rocks can be considered 

representative for obtaining data of samples with larger volumes, as long as they are 

homogeneous, however, for carbonate rocks, which have very heterogeneous pore 

systems, the permeability values are not always intrinsically related to porosity values, 

and measurements carried out in small volumes may not be representative of a sample 

with a larger volume. Similar information is available from VIK et al. (2007; 2013a), who 

also explained that these rocks have great heterogeneity and a wide range of pore classes, 

which makes them, from the point of view of the characterization of their petrophysical 

properties and understanding of the flow and recovery mechanisms of fluids, more 

challenging than most sandstone materials. 

2.2.2 The Pre-Salt Cluster 

The pre-salt cluster represents a structure that was created about 160 million years 

ago when the supercontinent Gondwana began to separate, originating the continents of 

South America and Africa, is located in ultra-deep waters , approximately 290 km from 

the coast of the state of Rio de Janeiro, southeastern region of Brazil, ( FORMIGLI et al., 

2009).  

BELTRÃO et al. (2009) reported that the pre-salt reservoirs are partially 

dolomitized Cretaceous (Aptian) carbonate rocks and include coquins and other 

lithologies of the Rift phase below the Sag phase microbial carbonates located directly 

beneath the salt. FORMIGLI et al. (2009) explained that due to severe climate changes 
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on Earth, salt dissolved in a low-energy marine environment created between the two 

continents precipitated into a layer that eventually became a perfect seal for the 

hydrocarbons that migrated into these reservoirs. 

DOS SANTOS et al. (2013) reaffirmed that the Santos Basin is located on the 

passive eastern margin of Brazil, exhibiting a complex structural evolution formed during 

the African-American Split, in the Rift phase. They highlighted some important points 

about the petroleum system of the Santos Basin: 

i) The main source rock is associated with lacustrine deposits, and shales of 

the Itapema Formation; 

ii) The migration occurred in the Paleogene, when a truly effective seal, with 

up to 2,000 m of an evaporitic section developed, while and there was also 

the formation of structural traps, which suffered few changes; 

iii) The reservoir consists of thick bundle of carbonates. 

 

CARMINNATI et al. (2009) have further described the Pre-salt sequence, which 

can be subdivided into three subunits: a Lower Syn-Rift Sequence, an Upper Syn-Rift 

Sequence and a Sag Sequence, they indicated some characteristics of its reservoirs: 

i) According to drilled wells, which cores produced in analogy to the Campos 

Basin, indicated that the lower part of the sequence was deposited in a 

lacustrine environment; 

ii) Coquinas were deposited at the top of this sequence and represented a 

potential exploratory target in the Campos Basin; 

iii) A well-delimited separation existed between the Upper Syn-Rift Sequence 

and the Sag Sequence. This sequence is composed mainly of microbioalites 

deposited in a saline paleoenvironment and represents the carbonate 

reservoirs; 

iv) Erosive events following this deposition may have played an important role 

in the preservation or destruction of some sections of these reservoirs. 

 

These events are also cited by JONES & CHAVES (2011), who conclude that the 

carbonates may have undergone significant changes through diagenetic alterations 

suffered by the reservoir rock, which eventually altered its petrophysical parameters 
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(permeability and porosity) and through of rainfall, which gave rise to an additional 

secondary porosity. These effects were being constructed through a combination of events 

and time. 

Figure 2-11 presents the fields of the area known as Pre-salt, which extends from 

the Santos Basin to the Campos Basin and is located in ultra-deep waters. In the Santos 

Basin, the Pre-salt is found at a depth between 1900 and 2400 m, approximately 290 km 

offshore of the coast of Rio de Janeiro (PINHEIRO et al., 2015). 

 

 

Figure 2-11 – Geographical location of the Brazilian Pre-salt.  

(Source: modified from PINHEIRO et al., 2015). 

 

As for the petrophysical parameters, the reservoirs modeled and presented by 

MELLO et al. (2011), based on available data (lithology, temperature, maturity and 

hydrocarbon discoveries) consistent with knowledge of the Santos basin and its carbonate 

reservoirs, showed several values of porosity, especially in the Rift and Sag sequences. 

As a result of the proposed model, the values of this petrophysical property varied from 

2% to 15% in Buracica/Piçarras, 2% to 14% in Jiquiá/Itapema and 2.5% to 16% in 

Alagoas/Sag. However, through high-resolution 3D seismic data obtained from an area 

of about 4,000 km² during 2011 and 2012, and more than 20 wells drilled in the BMS-9 

block, more information from the Pre-salt region was obtained, according to DOS 
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SANTOS et al. (2013). The complemented and essential information about the main 

reservoir, Barra Velha Formation, are already available: it has a thickness that can reach 

500 m with a porous column of up to 300 m, net-pay ranging from 30 to 200 m and an 

average porosity of 12 %, with associated permeabilities ranging from 50 mD to 1,000 

mD. In addition, they reported that this reservoir was deposited in an alkaline lacustrine 

environment and corresponded to complex deposits with strong associated diagenetic 

processes. 

As for the dynamic properties of these reservoirs, PIZARRO & BRANCO (2012) 

explained that due to the very heterogeneous nature of carbonate reservoirs, partly due to 

the great reactivity of the carbonates which usually suffer intense chemical diagenesis, 

hydrocarbon recovery is strongly controlled by vertical and horizontal connectivities, 

while regions of high permeability and the presence of fractures and faults can create 

preferential paths for the flow of fluids in these reservoirs, whether they are injected or 

produced. 

2.2.3 Carbonate Rocks Analogous to Pre-Salt Reservoirs 

BELTRÃO et al. (2009) stated that microbial carbonates in the predominant Pre-

salt reservoirs, are very little known around the world, being the first great challenge to 

identify and study possible analogues for this type of rocks, considering the heterogeneity 

and the corresponding dynamic aspects. Their work, however, emphasizes that the 

continuity of the low and high permeability layers, the role of diagenesis and the role of 

fractures and faults can be critical in the search for an analogue of these reservoirs, be 

they outcrops or recent deposits. 

VIRGONE et al. (2013) have described that the production of important 

carbonates occurs in lacustrine systems composed predominantly of microbialites/tufas, 

locally associated with oolites, in hypersaline shallow environments, or coquinas in more 

moderate salt environments, with the margins of lacustrine carbonate systems composed 

of overlapping microbial constructions, thus exhibiting different internal morphologies, 

due to changes in the depositional environment. The authors still argue that the study of 

analogous outcrops can help in the characterization of the properties of these carbonate 

deposits mainly with the aid of petrophysics and X-ray computed tomography techniques. 

CORBETT & BORGHI (2013) have shown that lacustrine carbonates can develop 

from chemical and / or biological processes, as affected by a wide range of environmental 
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factors. They supposed that the carbonates present in the pre-salt reservoirs are similar to 

many other carbonate rocks exhibiting different types of porosity with a certain 

complexity and with a great variety of sizes and shapes. Due to this complexity, the 

authors argue that, for modeling purposes of reservoirs based on these carbonate rocks, 

careful characterization is necessary. Moreover, they affirm that the samples have several 

types of rocks, making a statistical characterization of these carbonates a great challenge. 

2.2.4 Sergipe-Alagoas Basin 

The Sergipe-Alagoas Basin is located in the states of Sergipe, Alagoas and also in 

a small portion of Pernambuco (Figure 2-12). Its total area is estimated at 44,370 km², of 

which one third is in the emergent part and the other two thirds in the submerged part. 

(CÂMARA, 2013). 

According to CORBETT et al. (2013), the Sergipe-Alagoas Basin is known due 

to its outcrops that include all sections of the evolution of the Brazilian continental 

margin. 

 

 

Figure 2-12 – Location map of the Sergipe-Alagoas Basin. (Source: modified from 

NOGUEIRA et al., 2003). 

 

Sergipe-Alagoas Basin occupies an elongated strip in the SW-NE direction of the 

Brazilian continental margin, 350 km long and 35 km wide on land (CAMARA, 2013). 
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The Basin is limited to the south by the Jacuípe Basin, by the Vaza Barris fault system in 

the ocean portion, and to the north, by the Pernambuco-Paraíba Basin by the Alto de 

Maragogi. The western boundary, with the crystalline basement dating from the 

Precambrian, is determined by systems of distensional faults and associated structures 

(TAVARES, 2014). According to FEIJÓ & PEREIRA (1994), the Sergipe and Alagoas 

basins were individualized because of important differences in their structural and 

stratigraphic character. 

2.2.5 Morro do Chaves 

The Morro do Chaves Formation is defined by AZAMBUJA & ARIENTI (1998) as 

a carbonate succession that intercalates with siliciclastic rocks of the Coqueiro Seco and Rio 

Pitanga formations. Located in the municipality of São Miguel dos Campos in the state of 

Alagoas, it currently corresponds to a quarry of limestone, formerly known as Quarry Atol 

but currently called the São Sebastião Mine. The quarry is about 60m high and 1km long, 

where there is an outcrop, a succession dominated by coquinas interspersed with sandstones 

and shales (CÂMARA, 2013). 

 

Figure 2-13 – Stratification and heterogeneities present in the lacustrine carbonates of the 

Morro do Chaves Formation. (Source: CORBETT & BORGHI, 2013). 

 

AZAMBUJA & ARIENTI (1998) stated in their work that coquinas from Morro do 

Chaves Formation are formed by non-marine bivalves and ostracodes with varied terrigenous 

percentages. The bivalves developed in shallow oxygenated waters, and after their death the 

shells were reworked and accumulated as coquina bars, washover fans and beaches, having 

different sizes and degrees of fragmentation (Figure 2-13). The formation and preservation 

of these thick deposits of coquinas are related to a high productivity of these bivalves, which 
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can be correlated to environmental and ecological factors, especially in moments of low 

tectonic activity and low contribution of terrigenous sediments. 

2.2.6 Coquinas 

The coquinas can be defined as rocks formed exclusively by shells or fragments 

of shells, mainly shells of bivalves, deposited by the action of some transporting agent 

(SCHÄFFER, 1972). As reported by CÂMARA (2013) and ESTRELLA (2015), the 

composition, stratum geometry and distribution of these carbonate rocks are governed by 

the sedimentation laws. 

Coquinas are denominated autochthons when the deposition of shells and/or their 

fragments occurs in situ or with little movement without influence of transporting agents, 

or allochthons characterized as concentrations of shells and/or their fragments deposited 

by some transporting agent (KRUBEIN & SLOSS, 1963, apud CÂMARA, 2013). The 

rocks appear in the geological record as layers ranging from a few centimeters to a few 

meters, associated with terrigenous and/or carbonate deposits (CASTRO, 1988). 

TEIXEIRA (2012) reported that the rocks were formed by carbonate and siliciclastic 

constituents, sand to pebble size, deposited by a transporting agent in a lacustrine 

environment. 

According to CASTRO (1988) and TEIXEIRA (2012), the main forms of the 

coquina layers are related to: 

a. High bioclastic production: associated to environments where large 

variations in temperature, salinity, energy and turbidity occur; 

b. Mass mortality: influenced by different factors that allowed 

colonization of the substrate and subsequent accumulation of bioclasts; 

c. Hydraulic selection: associated with the capacity of waves and / or 

currents to carry shells of greater granulometry; 

d. Diagenetic effect: related to the concentration of the shells through 

several processes that can influence in a greater or lesser degree to 

carbonation in the layers, depending upon temperature, pressure and 

pH. 

According to ESTRELLA (2015) the bivalves were pulled out of the substrate by 

the action of currents or waves, and it is difficult to find deposits of shells of bivalves that 

maintain their position when alive. During transport the shells were subject to 
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fragmention or bioerosion (action of other organisms/microorganisms), thus weakening 

them and allowing their reduction to the micrite (carbonate mud), as presented by 

TEIXEIRA (2012). 

The coquinas from Morro do Chaves Formation come from lacustrine 

environments, where currents and waves were the agents responsible for transporting 

these shells, being bivalve shells highly resistant to transport and therefore preserved in 

great quantity (TEIXEIRA, 2012 and ESTRELLA, 2015). 

2.3 Techniques 

In order to obtain and analyze the pore systems of the selected carbonate samples, 

it is necessary to summarize some important techniques used in the present work. 

2.3.1 X-Ray Computed Microtomography 

Computed X-ray microtomography (micro-CT, MCT or μCT), also called high-

resolution computed tomography, can be defined as a non-destructive technique that 

allows the collection and analysis of hundreds of sections or images and enables 

subsequent reconstruction and three-dimensional visualization of the internal regions of 

the analyzed samples, as well as automated area and/or volume quantification (NETO et 

al., 2011). 

The most important aspects of the equipment and the computed microtomography 

technique are summarized below, according to information available in the work of 

NETO et al. (2011): 

i) The basic components of a tomograph are: X-ray source, detector and 

a rotation system (MEES et al., 2003); 

ii) X-rays are produced artificially by the source through the acceleration 

of electrons against a metallic material of high atomic number, resulting 

in electromagnetic radiation characterized by high frequency, small 

wavelength and high penetration power; 

iii) The smallest amount of any kind of electromagnetic radiation is called 

a photon, being the set of photons generated by bombardment of 

electrons of high kinetic energy defined as an X-ray beam; 
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iv) The attenuation is linked to a reduction of the intensity of a beam, as it 

crosses the material, leading to absorption of the radiation through the 

medium, or dispersion of the beam; 

v) When an X-ray beam strikes a certain object of thickness x, part of the 

radiation is absorbed and part is scattered, while a fraction passes 

without interacting with this object, according to the equation: 

 𝐼 = 𝐼0𝑒
−𝜗𝑥 (2.8) 

 

where I is the intensity of the X-ray beam passing through the object, 

I0 is the intensity that is not attenuated by the object and ϑ is the linear 

attenuation coefficient that is specific to each constituent phase of the 

analyzed object (SERVIDONI, 2012); 

vi) When X-rays pass through an object, they are attenuated at different 

intensities, depending on the differences between the linear attenuation 

coefficients of the phases: being the density and the effective atomic 

number of the objects are the main factors that determine the degree of 

X-ray absorption; 

vii) The construction of the image on computed tomography basically 

consists of an analysis of the attenuation suffered by the beam of 

radiation that crosses a certain object (LOPES et al., 1997); 

viii) The greatest limitation of X-ray tomography techniques (including 

computed microtomography) is the resolution reached (CNUDDE et 

al., 2006); 

ix) The resolution is related to the size of the sample and the distance 

between it, the X-ray source and the detector (AIRD, 1988); 

x) Other important points reported by NETO et al. (2011) that affect the 

quality of the images are X-ray beam geometry, beam rotation around 

the analyzed sample, the choice of suitable voltage (in quilovolts - kV) 

and current (in microamperes - μA), which in turn depend mainly on 

the size and density of the sample, and the degree of X-ray dispersion 

(depending on the relationship between the tube and the X-ray 

detector); 
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xi) A similarity in the attenuation coefficients of the materials can hinder 

the differentiation between certain parts of the sample, thereby 

generating noise that affects the capacity of a tomograph to represent 

exactly the analyzed material (BULTREYS et al., 2016); 

xii) For a better data acquisition and reduction of possible noise or errors 

associated with the technique, several actions can be taken, especially 

the following: check the alignment between the beam emitting tube and 

the X-ray detector, consider the use of filters in order to reduce the 

incidence in the detector of low energy radiation, which does not 

contribute to the formation of images, an apparatus that reduces the 

dispersion of the X-ray beams and to perform a good post-processing 

of the obtained data, using programs and computational routines 

(TELES, 2016).  

CNUDDE & BOONE (2013) described the technique of X-ray microtomography, 

including the main devices associated with the technique (Figure 2-14), in addition to 

explaining in detail the advantages and disadvantages of the technique. One of the great 

advantages of using X-ray microtomography is due to the non-destructive nature of this 

technique, allowing not only an analysis of valuable samples, without a need to destroy 

them during the process, but also allowing the monitoring of the microstructure of porous 

media during changing conditions. One of its disadvantages is the size of the voxel that 

can be obtained as a function of the sample size being analyzed. 

 

Figure 2-14 – Schematic diagram of the main components of the microtomographic 

equipment. (Source: Modified from CNUDDE & BOONE, 2013) 

 

In general, the smaller the voxel size the larger the resolution of an image. Voxel 

(or pixel volume) can be defined as the 3D equivalent of a pixel (being the smallest unit 

of a digital or graphic image that can be represented in a digital device) in three-
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dimensional space. Thus, on the one hand, the smaller the voxel size the larger the 

resolution of a 3D image reconstructed from the data obtained using microtomography, 

and on the other hand, the larger the sample the larger the voxel needs to represent it. In 

this way, it is invariably necessary to use plugs from a larger sample, in order to increase 

the desired resolution. These plugs or subsamples, however, may not represent the 

properties of the original sample, particularly where heterogeneity is an important feature 

of the sample analyzed (CNUDDE & BOONE, 2013). It is worth remembering, however, 

that the term resolution is constantly used to denote the size of the voxel, or also to 

represent the number of pixels and voxels in an image, but that its definition is tied to the 

Modulation Transfer Function (MTF) that is associated with the measurement of the 

resolution power of an image system (CNUDDE & BOONE, 2013).  

Studies involving X-ray tomography applied to geosciences and engineering have 

been developed for several decades, ranging from works focused on the data acquisition 

process, such as a study of WITHJACK (1988) who focused on the rotation of the x-ray 

source during the acquisition of the data, including the detailed investigation of the 

influence of resolution and noise on the microtomograph data (HOUSTON et al., 2013). 

WILDENSCHILD & SHEPPARD (2013) in their work focused on micro-CT as a tool 

for hydrology and hydrocarbon reservoir research.  

As for the utilization of microtomography to analyse porous media, many studies 

involving their characterization of petrophysical properties (DUNSMUIR et al., 1991; 

WILDENSCHILD et al., 2002; COENEN et al., 2004; ARNS et al., 2005; TOUATI et 

al., 2009; NETO et al., 2011), utilizing many different types of rocks (YOUSSEF et al., 

2007; FERNANDES et al., 2009; KACZMARCZYK et al., 2010a, 2010b), are found on 

the literature. These studies ranged from the influence of the resolution for the prediction 

of petrophysical data using the technique of computerized microtomography (AL-ANSI, 

2013) to the characterization of the petrophysical parameters of samples (cores) of non-

conventional reservoirs (KNACKSTEDT et al., 2012) at different sample scales 

(ALBERTS et al., 2013).  

Many numerical pore-scale simulators used for the prediction of several intrinsic 

parameters of the rocks, such as permeability, for example, require a precise quantitative 

description of the microstructures present in a sample (ARNS et al., 2003). Using 

computed microtomography, it is possible to identify microstructures not only on the 

micrometer order, but also in nanometers (IZZO JR. et al., 2008), depending upon the 
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desired resolution, the size of samples, and the tomographic equipment used to acquire 

the data. 

Many researches involving dynamic imaging have been carried out (BULTREYS 

et al., 2016), highlighting different processes in the geosciences, such as fluid flow in 

porous media (BERG et al., 2013), carbonation (BOONE et al., 2013) and dissolution 

(MENKE et al., 2015) processes, dynamic two-phase flow processes (BULTREYS et al., 

2015b) and solute transport at the pore scale (BOONE et al., 2015). 

2.3.2 Nuclear Magnetic Resonance (NMR) 

Nuclear Magnetic Resonance (NMR) is a non-destructive technique based on 

radio waves in an environment with a constant magnetic field on the atomic nucleus 

(COATES et al., 1999). 

NMR can be defined as a phenomenon that occurs when atomic nuclei that are 

immersed in a static magnetic field are exposed to a second oscillating magnetic field. 

Some atomic nuclei that have intrinsic angular momentum, or spin, are susceptible to the 

NMR phenomenon (COATES et al., 1999). 

The most commonly used physical property for NMR applications in laboratory 

analysis is the spin of hydrogen protons in water molecules. This magnetic spin is an 

intrinsic property of an atom that has an angular momentum, without physical rotation, 

and an associated magnetic moment (Behroozman et al., 2014). Hydrogen is used because 

it has a relatively high magnetic moment due to the presence of only one proton and no 

neutrons at its core, thus causing the NMR signal induced by an external magnetic field 

to be large enough to be detected (FIORELLI, 2015), besides having an intrinsic angular 

momentum. 

When the magnetic moments of the hydrogen protons are situated within a static 

magnetic field (B0), they preform around the field at a frequency called the Larmor 

frequency. Thus, when there is no external magnetic field influence, the axes of the spins 

are randomly distributed and, for the NMR measurement, the nuclei of the atoms must be 

subjected to a constant external magnetic field, defined as B0, so that the spins are then 

distributed neatly and aligned (COATES et al., 1999; FIORELLI, 2015). 

With the application of a magnetic field B0 on the core of a magnetic atomic 

nucleus, the axis of the spin aligns itself to the axis of B0, resulting from a torque (μ x 
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B0), in such a way that the spin axis will precess in around of the magnetic field axis B0. 

The frequency of Larmor, previously defined, can be obtained by the following equation: 

𝑓𝐿 =
𝜔𝐿
2𝜋

=
−𝛾|𝐵0|

2𝜋
 (2.9) 

 

Where γ = 0.2675x109 s-1 T-1 is the gyromagnetic ratio of the hydrogen nuclei, 

which is a measure of the strength of nuclear magnetism, being an intrinsic constant of 

each isotope. For hydrogen, γ/2π = 42.58 MHz/Tesla, and ωL represents the angular 

frequency of Larmor. The frequency of Larmor depends on the strength of the static 

magnetic field, which can vary many orders of magnitude (Behroozman et al., 2014). 

NMR experiment begins when the protons, initially in thermal equilibrium, are 

disturbed by an energizing pulse associated with the Larmor frequency. If this pulse is 

applied and then removed, the protons move away from thermal equilibrium and then 

slowly return to this condition. As the protons relax, they emit a measurable signal. Thus, 

the first step for the NMR measurement is the alignment of protons as a function of the 

external magnetic field (B0). The nuclei are then said to be polarized (COATES et al., 

1999). The polarization increases exponentially with the characteristic time T1 known as 

the longitudinal relaxation time of the rotation structure, which is represented by the 

following equation: 

𝑀𝑍(𝑡) = 𝑀0 (1 − 𝑒
−𝑡

𝑇1) (2.10) 

 

Where 𝑀𝑍(𝑡) is the magnetization at time 𝑡 and 𝑀0 is the equilibrium 

magnetization. 

By applying a time-varying energizing magnetic field B1, oscillating at the Larmor 

frequency, a change occurs in the direction of the magnetization vector M0, whose 

direction becomes transverse to that of the magnetic field B0. Thus, the magnetic field B1 

is applied perpendicular to B0, during a short period of time (τp), and the resonance 

condition is established with the same frequency as Larmor (Coates et al., 1999; 

Behroozman et al., 2014). 

Application of the energizing pulse causes a departure from the magnetization 

vector in the longitudinal direction, which may be associated with the angle with which 
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the magnetization vector moves away from the z-axis. This angle is variable and depends 

on the duration and/or intensity of the current with which the energizing pulse is applied. 

When a single pulse is applied with a 90 ° clearance angle, there is a free induction decay 

(FID), usually exponential and associated with phase loss of the protons, a process known 

as nuclear relaxation (Coates et al., 1999, BEHROOZMAND et al., 2014). 

Each FID has its own time constant, called the transverse relaxation time (T2) or 

spin relaxation time. The following equation represents the transverse relaxation time: 

𝑀𝑍(𝑡) = 𝑀0

−𝑡

𝑇2 (2.11) 

 

Where 𝑀Z(𝑡) now represents the signal intensity at time 𝑡 and 𝑀0 the signal 

strength at time zero. The advantage of measuring the longitudinal relaxation time (T1) is 

that, unlike transverse relaxation time, is unaffected by a lack of homogeneity of the 

magnetic field (Behrooyzand et al., 2014). 

For the analysis of porosity in samples, for example, the NMR equipment 

responds to the hydrogen index (HI), which is directly proportional to the amount of water 

in the pores of the saturated samples. If the fluid is different, it will be necessary to adjust 

the HI to be able to calculate the porosity. This property will be calculated by integrating 

the area under the T2 distribution chart, as shown in Figure 2-15. Since the area under the 

distribution of T2 is a function of the initial polarization, T1, is necessary to guarantee the 

complete polarization of the hydrogen nuclei in order to have a representative and 

satisfactory measure. Proper determination of the T2 distribution is a very important step 

in the processing of NMR data, since it represents the observed magnetization. 

 

 
Figure 2-15 – Obtaining the porosity estimation from the T2 distribution. (Source: 

modified by Coates et al., 1999). 
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When the pores have geometric forms, morphological characteristics and/or 

distinct physicochemical properties, they will present different T2  values. According to 

COATES et al. (1999) the transverse relaxation time T2 will be directly proportional to 

the pore surface-volume ratio, which is a pore size measurement, when the formation is 

100% saturated with a single fluid and when the acquisition is performed with the use of 

a short energizing pulse. 

One can relate short relaxation times to relatively small pores and long relaxation 

times to larger pores. Figure 2-16 shows various relaxation time distributions for 

uniformly or heterogeneous distributed pore sizes with similar geometric shapes. These 

correlations are the subject of study in the literature, involving comparisons of the T1 

and/or T2 distributions with the pore size distributions of various saturated porous media. 

ARNS (2004) and STRALEY et al. (1997) present studies involving these correlations, 

where the pore size distributions (or grains size distributions) agree the NMR data of 

arenitic and carbonate samples. 

 

 

Figure 2-16 – Distribution of different relaxation times and the relationship with the 

distribution of different pore sizes. (Source: BEHROOZMAND et al., 2014) 

 

More complete theoretical discussions about nuclear magnetic resonance are 

provided by COATES et al. (1999), DUNN et al. (2002a, 2002b), LEVITT (2006) and 

BEHROOZMAND et al. (2014). 
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2.3.3 Three-Dimensional Digital Rock Reconstruction 

After acquiring the data using microtomography, a step of 3D reconstruction and 

visualization of the results from 2D slices that are overlapped to form a set of sections 

(“stack”) is necessary. The 2D sections are created from programs developed by 

microtomographers that use local linear attenuation coefficient (µ) distributions from the 

original (attenuated) intensity of the X-ray beam traversing the object (in this case the 

rock sample) and are converted by the detector into information that is later used for the 

formation of two-dimensional images. The data generated by these programs (raw data) 

can be read or converted by other commercial or open source programs, in digital formats 

("Dicom", for example), which are supported by most of the programs intended to 3D 

reconstruction of images. 

3D reconstruction, possible for each section, can be done through commercial 

programs such as Avizo® (Visualization Sciences Group, FEI Company), VGStudio / 

VGStudio Max® (Volume Graphics GmbH), ScanIP® (Simpleware Ltd.), MAVI® 

(Fraunhofer Institute for Industrial Mathematics ITW), or through free open source 

programs such as Fiji / ImageJ (Wayne Rasband, National Institute of Health, U.S.A.), 

for example, or even through algorithms developed with the help of Matlab® (The 

Mathworks Inc.) or other platforms that use programming languages like Fortran or C ++, 

among others. 

A number of studies have focused on 3D reconstruction techniques from 

microtomographies (YEONG & TORQUATO, 1998a; 1998b; BLUNT et al., 2002, 

OKABE & BLUNT, 2004), as applied to materials ranging from sandstone (NETO et al., 

2011) to extremely heterogeneous carbonates with the presence of vugular porosity 

(OKABE & BLUNT, 2007). 

2.3.4 Segmentation 

After the steps of data acquisition through the use of μCT and 3D reconstruction 

of the images using specific programs or well-defined programming routines, one has the 

stage of image processing and formulating three-dimensional models that can represent 

the micro- and macro-structures present in the analyzed rock sample. One of the most 

important steps during the analysis of reconstructed 3D images is segmentation. 

Segmentation can be understood as a process of converting a grayscale, or even a 

colored image, to a binary image by identifying two populations present in the image 
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based on the intensity of their values obtained during tomographic acquisition (AL-

RAOUSH & WILLSON, 2005). In studies involving the analysis of rocks and their 

respective pore systems, for example, these two populations refer to the pore phase and 

to solid phase, which makes it possible to distinguish the pores of solid materials present 

in a given sample. These two phases are due to different absorption properties of the 

materials, related to different local attenuation coefficients (μ) as previously explained, 

generating different values of intensity in the obtained images (WILDENSCHELD et al., 

2002). However, each phase has a variety of intensities due to the interactive nature of 

the X-ray spectrum with the analyzed system (AL-RAOUSH & WILLSON, 2005). The 

images of the porous media are on a gray scale and, in many cases, show bimodal 

distributions of the populations, corresponding to the empty space (pores) and the grains 

(LINDQUIST & VENKATARANGAN, 1999). 

These simpler targeting methods are based on the choice of a threshold value 

obtained from the grayscale distribution histogram from the obtained images. Often 

computational algorithms are used based on the histogram evaluation to obtain the 

threshold value, and in some cases the choice of the value obtained is justified by the use 

of petrographic slides (HAYASHI, 2014; HOERLLE, 2018). 

2.3.4.1 Non-Automated Methods 

Among the most used non-automated segmentation methods, the analysis of thin 

sections, a technique which identifies the pores with blue epoxy resin, facilitating the 

observation of these structures. The concomitant visualization between the thin section 

and images from the X-ray computed microtomography technique, through the use of 

different computational programs allows the choice of a threshold value and its 

segmentation (HOERLLE, 2018). This analysis includes some uncertainties related to the 

experience of the user during the identification of the pore system, including also the 

limitation of the optical microscope itself, whose resolution may be lower than that of the 

μCT images. 

Direct analysis using optical microscopy with SEM improves the segmentation 

procedure (WILDENSCHILD et al., 2002; AL-RAOUSH & WILLSON, 2005). The use 

of thin sections impregnated with blue epoxy resin helps to more accurately identify pore 

spaces, especially for detecting the intraparticle porosity of coquina samples. Although 

the use of visual segmentation methods requires some experience, they often improve the 

selection of regions where meso- and macro-pores are dominant, among other 
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applications. The use of SEM as an auxiliary tool also guarantees the possibility of 

visualizing, with high resolution, regions that may become indistinct in μCT images 

generated with larger pixel sizes (BLUNT et al., 2013; BULTREYS et al., 2016). 

2.3.4.2 Automated Methods 

SEZGIN & SANKUR (2004) performed and extensive research on the most 

varied automated methods of segmentation of images, classifying them according to their 

similarities and ranking them according to an average coming from the evaluation of five 

pre-established criteria.  

Table 2-2 presents their classification adopted some of the methods that will be 

explained in this section and can be used for image analysis of carbonate rocks (SILVA, 

2015; HOERLLE, 2018). 

 

Table 2-2 – Classification of the methods studied in the present work from the 

classification proposed by SEZGIN & SANKUR (2004) based on 40 evaluated 

methods. 

 

Method Position Average Rating 

Cluster_Kittler 1° 0.256 

Cluster_Otsu 6° 0.318 

Cluster_Ridler 14° 0.401 

Local_Bernsen 24° 0.550 

Local_Niblack 33° 0.638 

 

The clustering-based method called Cluster_Ridler, also defined as an iterative 

thresholding method, presented in the paper by RIDLER & CALVARD (1978), also 

known as Isodata, was one of the first iterative models based on two major Gaussian 

distributions. Basically this method, at a given iteration n, finds a threshold value called 

𝑇𝑛, obtained from the mean of the object and background classes, so that the iteration 

ends when changes in the values of these averages become very small. 

The presence of two main peaks a grayscale histogram demonstrates the existence 

of two distinct luminance regions, one corresponding to the object and one to the 

background. An important advantage of this method is that by establishing distinct levels 

for the object and for the background, a processed image always appears as a white object 

contrasting under a black background. However, the main disadvantage of this method 

occurs when the histogram is bimodal, with two well defined distinct peaks, which makes 

it difficult obtain an appropriate level of separation, is. 
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The clustering-based method called Cluster_Otsu, also defined as a clustering 

thresholding method, presented in the work of OTSU (1979), is based on the minimization 

of the weighted sum of the variances inherent to each class (that of the object and the 

background) to establish an optimal threshold. It is important to emphasize that the 

minimization of the inherent variances of each class is equivalent to the maximization of 

the data between these classes. In addition, the best results using this method occur when 

the number of pixels in a class, such as that of the object, for example, approximates the 

number of pixels in the background. 

Some important points related to this method are (OTSU, 1979): 

i) The procedure to obtain the threshold (or thresholds, depending on the 

number of classes) is simple, so that the computational algorithms 

developed to represent this method only use the zero order and first 

order accumulated moments of the histogram of gray scales, in their 

calculations; 

ii) An optimal threshold value is selected automatically and presents great 

stability since the technique is based on integration (that is, on a global 

property) of the histogram, and not on differentiation (that is, on local 

properties) of the histogram. 

Another clustering-based method, also defined as a minimum error thresholding 

method, is called Cluster_Kittler, presented in the work of KITTLER & ILLINGWORTH 

(1986). This method is based on the premise that the image can be characterized by a 

mixed distribution, p(g), of pixels of the object pf(g) and of the background pb(g), such 

that the premise that the variance is the same is discarded, leading essence to a problem 

of Gaussian minimum error density adjustment. 

Local method based on the work of NIBLACK (1986), uses the local variance as 

the evaluation parameter, based on obtaining the local mean 𝑚(𝑖, 𝑗) and the standard 

deviation, 𝜎(𝑖, 𝑗), calculated for a window of pixels of dimensions 𝑏 𝑥 𝑏, the parameters 

calculated for a given pixel of coordinates (𝑖, 𝑗), its neighborhood will be composed of a 

window of 𝑏 𝑥 𝑏 pixels. 

However, a local method based on the work of BERNSEN (1986), uses as an 

evaluation parameter of the local contrast, such that the threshold is associated with a 

mean value, calculated as the average the value of the minimum intensity of the pixel 

𝐼𝑙𝑜𝑤(𝑖, 𝑗) and the maximum intensity of the pixel 𝐼ℎ𝑖𝑔ℎ(𝑖, 𝑗) within a window of 𝑏 𝑥 𝑏 
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pixels (Figure 2-17). This method uses a predefined value for the threshold in its 

algorithm, so that if the local contrast is greater than or equal to this value, the threshold 

value is associated with the local gray level value (the mean values of the minimum and 

maximum gray within the pixel window), and if it is smaller than this, the neighborhood 

is considered to consist of only one class, object or image, as a function of the obtained 

𝑇(𝑖, 𝑗). 

 

Figure 2-17 – Example of a pixel window, highlighting a pixel of coordinates (𝑖, 𝑗) used 

in the Bernsen method (Local_Bernsen). (Source: Adapted from BIENIECKI & 

GRABOWSKI, 2005) 

2.4 Pore-Network Modeling 

Pore-Network Modeling (PNM) considers a porous medium as a system of porous 

elements composed of bodies (Pore Bodies), which because of their larger dimensions 

control the porosity of the medium, and throats (Pore Throats), whose reduced dimensions 

determine the hydraulic conductivity (DE VRIES et al., 2017). The first studies involving 

the use of PNMs were performed by FATT (1956). 

An important feature of the reconstruction of porous systems through the PNM 

technique is that the generated models are computationally simple, in that reconstructions 

generate porous body-throat systems, which can be used for numerical simulation 

purposes involving fluid flow without large computational demand (RAOOF et al., 2013). 

Moreover, important statistical characteristics of the porous media models generated 

using this technique can be obtained: pore size distribution, as presented in the works of 

OREN et al. (1998), LINDQUIST et al. (2000) and RAOOF et al. (2013), and 

distributions of coordination numbers, as shown by RAOOF & HASSANIZADEH 

(2009), RAOOF et al. (2013) and XIONG et al. (2016). The coordination number, which 
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is a topological property of the network, can be defined as the number of pore throats 

connected to a given pore body (JOEKAR-NIASAR & HASSANIZADEH, 2011). 

It is important to highlight that the bodies and the throats can present different 

geometries when analyzing a slab of the cross section of these structures. For simulation 

purposes, for example, the cross-sections can retain the wetting fluid in their corners while 

allowing other fluids to flow through the same pore (RAOOF et al., 2013), thus 

configuring a more realistic feature to the model of the porous system obtained. 

The reconstruction of a porous medium using PNMs technique from the network 

extraction in X-ray microtomography images can be performed in two stages: one refers 

to the separation of the pore space in discrete elements while the second one relates to 

subsequent measurement of the geometric properties of each element of the pore network, 

such as radius, volume, length and some shape description parameters for each element 

of the network. The methods that approach these two steps can be classified as: methods 

that select and separate the pore space based on a central topology (Topology-central 

Methods) and methods that do it based on a central morphology (Morphology-central 

Methods), as presented in the work of BULTREYS et al. (2016). 

The methods based on the central topology, developed initially by LINDQUIST 

et al. (1996), use the concept of the medial axis, a representation of the porous space 

through a central skeleton, through which the branching points are considered the centers 

of the porous bodies. Usually the medial axis is used as a search structure to find the 

location of the throats, recognized in the form of narrower cross-sections. 

These methods, however, present some associated problems, especially when 

there are small defects/imperfections in the surface of the porous space coming from the 

image that is used as the basis for the reconstruction and generation. These small 

imperfections lead to inaccurate identification, according to the existence of incorrect 

branches originating from the process of separation between the voxels that define the 

rock and the pore. Techniques of pre- and post-processing of the images can be used to 

try to correct these deviations. Another problem is the assumption that the pore network 

junctions are defined as pore bodies, since they often do not necessarily form the 

geometric pore bodies (BULTREYS et al., 2016). This problem eventually interferes with 

simulations involving the flow of fluids, because processes such as slow drainage and 

imbibition are controlled by the pore network geometry. However, the great advantage is 
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due to the fact that networks, generated using these methods, are directly related to the 

real geometry coming from the analyzed images. 

Methods based on the central morphology, initially developed by ZHAO et al. 

(1994) use a multi-oriented scanning of the digitally reconstructed porous system to 

identify constrictions in order to obtain a more reliable coordination number, thereby 

obtaining a better separation between porous bodies and pore throats. However, after 

checking with a defined number of guidelines, some throats may not be identified or even 

lost during scans. 

Among the methods based on morphology, some are related to the central axis 

topology method, and are defined as Grain-based Methods. In this case, the individual 

grains are identified and dilated in such a way that no pore spaces remain. In places where 

three grains touch, a skeleton forms, while points where four or more grains touch each 

other become the nodes of the porous network. 

A complete description of PNMs and associated simulation techniques can be 

found in the works of BULTREYS et al. (2016), RAOOF et al. (2013), RAOOF (2011), 

JOEKAR-NIASAR (2010) e BLUNT (2001). 

2.4.1 Numerical Simulation 

From the acquisition of data through computed X-ray microtomography 

techniques, three-dimensional digital reconstruction (or two-dimensional, depending on 

the focus of the study), segmentation of the reconstructed image capable of separating the 

object, i.e. rock, from the background. It is possible to calculate fluid flow parameters 

related to the flow of different fluids (single or multiphase flow) and different rocks. 

The present work opted for simulations of fluid flow at the pore level based on the 

studies of JOEKAR-NIASAR & HASSANIZADEH (2011) and RAOOF et al. (2013), it 

is possible to estimate the parameters of the meso- and macro-scale from micro-scale 

information, specifically of the pore system to be reconstructed. Absolute permeability 

calculations, as previously described, are based on the relation between the resolution of 

equations for the micro and meso/macroscale. For two-phase oil-water simulation in a 

porous system, in which one of the fluids is defined as wetting and the other as non-

wetting, the numerical simulations are done using PNM technique because it is 

computationally simpler and allows the estimation and prediction of parameters in 

samples with larger dimensions. 
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For PNM simulation of flow of one or more fluids two approaches are used to 

solve the relevant equations. A first approach assumes a quasi-static flow modeling for 

estimating the absolute permeability calculation, and a second approach uses dynamic 

flow modeling for estimating capillary pressures and relative permeabilities as a function 

of water saturation. 

Although the two approaches can be used for two-phase simulation, there are 

some differences in the use of each (JOEKAR-NIASAR, 2010): 

a. Quasi-static modeling is based on the fact that fluid displacement is controlled 

by the entry capillary pressure of the different pores, thus allowing only 

simulations of the equilibrium states of the drainage and imbibition processes. 

In this case, conditions between the states of equilibrium are not modeled, 

being the modeling necessary near these states. 

b. In dynamic modeling, capillary and viscous forces should be included at the 

pore scale, with fluid invasion at the pore scale determined by the entry 

capillary pressure of the network elements, and the rate of invasion as 

determined by capillary and viscous forces. This modelling approach is more 

robust and complex modeling than quasi-static approach. 

2.4.1.1 Single-phase Flow 

Fluid flow is established in the network by imposing a pressure differential across 

network. It is assumed that the laminar flow occurs with each pore throat may as described 

with the Hagen-Poiseuille equation: 

 

𝑄𝑖𝑗 = 𝑔𝑖𝑗(𝑝𝑗 − 𝑝𝑖) (2.32) 

 

where Qij is the volumetric flow rate through the pore throat between two adjacent porous 

bodies, i and j, connected, pi and pj are the pressures of these two adjacent bodies and gij 

is the conductance of the cylindrical shaped pore throat whose value can be obtained by 

the following equation: 
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𝑔𝑖𝑗 = 
𝜋 𝑅𝑖𝑗

4

8𝜇𝑙𝑖𝑗
 (2.33) 

 

where Rij is the radius of the pore throat that connects the bodies i and j, μ is the dynamic 

viscosity of the fluid and lij the length of the pore throat. 

For a flow considered incompressible, the continuity equation can be applied in 

the pore connections as follows: 

 

∑𝑄𝑖𝑗

𝑁𝑖

𝑗=1

=  0;             𝑖 = 1,2,3, … , 𝑁𝑖 (2.34) 

 

where Qij is the volumetric flow rate within the pore throat going from the pore body i to 

the body j, and Ni is the coordination number of pore body i. 

Equations 2.32-2.34 can be solved through a linear system of equations with a 

sparse, symmetric and definite positive coefficient matrix, which will be solved to obtain 

the pressures in the pore bodies. Considering a well-defined volume sample, the average 

velocity of a fluid in the pore, v̄, can be calculated as (RAOOF et al., 2013): 

 

�̅� =  
𝑄𝑡𝑜𝑡 𝐿

𝑉𝑓
 (2.35) 

 

where Qtot is the total flow rate through the pore network, which can be determined at the 

inlet or outlet of the pore network as the sum of all flows, L is the length of the pore 

network and Vf  is the total volume of the liquid phase within the pore network. 

The absolute permeability K of the sample is then calculated using the Darcy 

equation: 

 

𝐾 = 
𝜇𝑄𝑡𝑜𝑡 𝐿

𝐴∆P
 (2.36) 
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where μ is the viscosity of the fluid, ΔP is the pressure differential between the inlet and 

outlet of the pore network and A is the cross-sectional area of the porous network. 

The equations described above refer to the calculations required to obtain absolute 

permeability estimates using the PNM technique. The equations necessary for the 

simulations involving two-phase flow and obtaining the capillary pressure values and 

relative permeabilities, as a function of water saturation, will be discussed below. 

2.4.1.2 Two-phase Flow 

For the simulations involving the flow of two fluids in the porous network, 

considering the existence of a wetting and non-wetting fluid, the quasi-static modeling 

approach was adopted, based on the work of JOEKAR-NIASAR (2010) and RAOOF 

(2011), who described improved, more robust and efficient algorithms for solving the 

proposed equations. These algorithms are defined for two pressures, that is, when a body 

is filled with two fluids, each fluid has its own pressure (JOEKAR-NIASAR, 2010). This 

concept is based on the work of THOMPSON (2002), who defined local capillary 

pressures and solved the pressure field for the two phases separately. The capillary 

pressure for body i can be defined as: 

 

𝑝𝑖
𝑐 = 𝑝𝑖

𝑛 − 𝑝𝑖
𝑤 = 𝑓(𝑠𝑖

𝑤) (2.37) 

 

where 𝑝𝑖
𝑐 is the pore capillary pressure i, 𝑝𝑖

𝑛 is the pressure of the non-wetting phase in 

the pore i, 𝑝𝑖
𝑤 is the pressure of the wetting phase, being the shown difference a function 

of saturation of the wetting phase, 𝑓(𝑠𝑖
𝑤), in the body i. 

A flow rate 𝑄𝑖𝑗
𝛼  is associated with the pore throat ij for each phase, non-wetting 

and wetting, separately. Equation 2.34 can then be replaced by the total volume balance 

for the pore i: 

 

∑𝑄𝑖𝑗
𝑛 + 𝑄𝑖𝑗

𝑤

𝑁𝑖

𝑗=1

=  0 (2.38) 

 

In addition, a separate volumetric balance for each phase is applied: 
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𝑉𝑖
∆𝑠𝑖

𝛼

∆𝑡
= −∑𝑄𝑖𝑗

𝛼

𝑁𝑖

𝑗=1

 ;   𝛼 = 𝑤, 𝑛 (2.39) 

 

where Vi is the volume of pore body i, 𝑠𝑖
𝛼 is the saturation of phase α in body i and 𝑄𝑖𝑗

𝛼  is 

the volumetric flow rate of phase α in body i. This volumetric flow rate is given by the 

following equation: 

 

𝑄𝑖
𝛼 = −𝑘𝑖𝑗

𝛼𝛥𝑝𝑖𝑗
𝛼  ;        𝛼 = 𝑤, 𝑛 (2.40) 

 

where 𝑘𝑖𝑗
𝛼  is an equivalent conductivity, which is a function of the pore throat radius, pore 

throat length, fluid viscosity, and location of the meniscus in the pore throat, and 𝛥𝑝𝑖𝑗
𝛼  is 

the pressure differential between the bodies i and j for each phase. This formulation allows 

the inclusion in the simulation of mechanisms related to local capillary pressure, such as 

a snap-off, for example. 

Before exposing the other equations, it is necessary to present the main 

assumptions used in the equation and resolution of the two-pressure algorithm: 

a. The volume of the pore throats is considered negligible when compared to the 

volumes of the bodies, such that the time required to fill a pore throat is not 

considered for calculation purposes; 

b. The hydraulic resistance to fluid flow in bodies is assumed negligible when 

compared to that of the throats; 

c. The fluids are assumed incompressible and immiscible and the solid matrix is 

defined as rigid; 

d. It is assumed that flow in the pore throats has a low Reynolds number, such 

that the transient effects are neglected in the pore scale; 

e. Finally, no effect of gravity is considered in the simulations such that flow 

occurs only as a function of the pressure differential between the pore network 

boundaries. 
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Considering a pore body i with radius Ri, saturation of the wetting phase is given 

by: 

 

𝑝𝑖
𝑐(𝑠𝑖

𝑤) =  
2𝜎𝑛𝑤

𝑅𝑖 (1 − 𝑒𝑥𝑝(−6,83𝑠𝑖
𝑤))

 (2.41) 

 

where 𝑠𝑖
𝑤 is the wetting phase saturation and σnw is the interfacial tension between the 

wetting and non-wetting fluids. 

The minimum saturation of the wetting phase (𝑠𝑖,𝑚𝑖𝑛
𝑤 ) that must be considered in 

a pore body depends on the overall pressure difference (𝑝𝑔𝑙𝑜𝑏𝑎𝑙
𝑐 ) and is given by the 

equation: 

 

𝑠𝑖,𝑚𝑖𝑛
𝑤 = −

1

6,83
𝑙𝑛 (1 −

1

𝑅𝑖

2𝜎𝑛𝑤

𝑝𝑔𝑙𝑜𝑏𝑎𝑙
𝑐 ) (2.42) 

 

When the inlet capillary pressure in a pore throat invaded by the non-wetting fluid 

is less than the capillary pressure in the pore body associated with this throat, it will be 

invaded by the non-wetting fluid such that the inlet capillary pressure is given by (MA et 

al., 1996): 

 

𝑝𝑒,𝑖𝑗
𝑐 = 

2𝜎𝑛𝑤

𝑟𝑖𝑗
𝑙𝑛

(

 
𝜃 + 𝑐𝑜𝑠2𝜃 −

𝜋

4
− 𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃

𝑐𝑜𝑠𝜃 − √
𝜋

4
− 𝜃 + 𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃

)

  (2.43) 

 

where rij is the radius of the cross-section circle of the pore throat connecting the bodies i 

and j, and θ is the contact angle between the wetting phase and the pore.  

The pore throat conductivity values depend on whether they are occupied by the 

wetting fluid alone or are being invaded by the non-wetting fluid. In the first case 

mentioned, based on the work of AZZAM & DULLIEN (1977): 
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𝑘𝑖𝑗
𝑤 = 

2𝑟𝑖𝑗
2

𝜋𝜇𝑤𝑙𝑖𝑗
    ;        𝑘𝑖𝑗

𝑛 =  0 (2.44) 

 

where μw is the viscosity of the wetting phase and lij is the length of the pore throat. In 

case the pore throat is invaded by the non-wetting fluid, based on the work of 

RANSOHOFF & RADKE (1988): 

 

𝑘𝑖𝑗
𝑤 = 

4 − 𝜋

𝛽𝜇𝑤𝑙𝑖𝑗
(
𝜎𝑛𝑤

𝑝𝑖𝑗
𝑐 )

4

 (2.45) 

 

𝑘𝑖𝑗
𝑛 = 

𝜋

8𝜇𝑛𝑙𝑖𝑗
(𝑟𝑖𝑗
𝑒𝑓𝑓
)
4
 (2.46) 

 

𝑟𝑖𝑗
𝑒𝑓𝑓

= 
1

2

(

  
 √𝑟𝑖𝑗

2 − (4 − 𝜋) (
𝜎𝑛𝑤

𝑝𝑖𝑗
𝑐 )

2

𝜋
+ 𝑟𝑖𝑗

)

  
 

 (2.47) 

 

Where μn is the viscosity of the non-wetting phase, 𝑝𝑖𝑗
𝑐  is the entry capillary pressure of 

the pore body located in the immediately anterior region and β is a resistance factor that 

depends on the geometry, surface roughness and other parameters associated with the 

cross section. The necessary information on the form factor can be found in the work by 

ZHOU et al. (1997). 

For the modeling of the snap-off, which occurs during drainage when the capillary 

pressure of the pore throat becomes less than a critical value of capillary pressure, the 

following criterion is used for the verification or not of the occurrence of snap-off: 

 

𝑝𝑖𝑗
𝑐 ≤ 

𝜎𝑛𝑤

𝑟𝑖𝑗
(𝑐𝑜𝑠𝜃 − 𝑠𝑖𝑛𝜃) (2.48) 
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At the end of the snap-off, the wetting fluid will complete the entire pore throat 

and the non-wetting phase will be disconnected, remaining in the pore bodies connected 

by this throat (JOEKAR-NIASAR, 2010). 

The pressures are calculated in order to reduce the computational cost, considering 

then a mean pressure in pore i with associated saturation: 

 

𝑝�̅� = 𝑠𝑖
𝑤𝑝𝑖

𝑤 + 𝑠𝑖
𝑛𝑝𝑖

𝑛 (2.49) 

 

Knowking that 𝑠𝑖
𝑤 + 𝑠𝑖

𝑛 = 1, there is the following system of equations: 

 

𝑝𝑖
𝑤 = 𝑝�̅� − 𝑠𝑖

𝑛𝑝𝑖
𝑐 (2.50) 

 

𝑝𝑖
𝑛 = 𝑝�̅� + 𝑠𝑖

𝑤𝑝𝑖
𝑐 (2.51) 

 

These equations are used to calculate the pressures of the wetting and non-wetting 

phases based on the mean pressure previously defined. Finally, replacing equations 2.50 

and 2.51 in the equation given by the substitution of equation 2.38 in equation 2.40, there 

is: 

 

∑(𝑄𝑖𝑗
𝑛 + 𝑄𝑖𝑗

𝑤)(𝑝�̅� − 𝑝�̅�)

𝑁𝑖

𝑗=1

= −∑[(𝑘𝑖𝑗
𝑛 𝑠𝑖

𝑤 − 𝑘𝑖𝑗
𝑤(1 − 𝑠𝑖

𝑤)) 𝑝𝑖
𝑐

𝑁𝑖

𝑗=1

+ (𝑘𝑖𝑗
𝑤(1 − 𝑠𝑗

𝑤) − 𝑘𝑗
𝑛𝑠𝑗

𝑤)𝑝𝑗
𝑐]  

(2.52) 

 

which relates the mean pressures on the bodies i and j connected by a pore throat. 

Thus, after the calculation of the mean pressures, the pressures of each phase are 

calculated by returning to equations 2.50 and 2.51, as well as the volumetric flow rates of 
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each phase according to equation 2.40. The volumetric flow rates at a later time can be 

obtained from the flows calculated in previous times. 

Using equation 2.40 for two phases and summing up the terms and rewriting 𝑝𝑖
𝑤 

in terms of 𝑝𝑖
𝑐 and 𝑝𝑖

𝑛 there is: 

 

𝑄𝑖𝑗
𝑛 + 𝑄𝑖𝑗

𝑤 = (𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)(𝑝𝑖
𝑛 − 𝑝𝑗

𝑛) − 𝑘𝑖𝑗
𝑤(𝑝𝑖

𝑐 − 𝑝𝑗
𝑐) (2.53) 

 

From the previous equation, it is possible to obtain: 

 

𝑄𝑖𝑗
𝑛 = 𝑘𝑖𝑗

𝑛
(𝑄𝑖𝑗

𝑛 + 𝑄𝑖𝑗
𝑤)

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)
−

𝑘𝑖𝑗
𝑤𝑘𝑖𝑗

𝑛

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)
(𝑝𝑖

𝑐 − 𝑝𝑗
𝑐) (2.54) 

 

Substituting the equation above in equation 2.39 we have: 

 

𝑉𝑖
∆𝑠𝑖

𝑤

∆𝑡
−∑𝑘𝑖𝑗

𝑛
(𝑄𝑖𝑗

𝑛 + 𝑄𝑖𝑗
𝑤)

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)
−

𝑘𝑖𝑗
𝑤𝑘𝑖𝑗

𝑛

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)
(𝑝𝑖

𝑐 − 𝑝𝑗
𝑐)

𝑁𝑖

𝑗=1

= 0 (2.55) 

 

The term referring to capillary pressure can be approximated by: 

 

(𝑝𝑖
𝑐 − 𝑝𝑗

𝑐) =
𝜕𝑝𝑖𝑗

𝑐

𝜕𝑠𝑖𝑗
𝑤 (𝑠𝑖

𝑤 − 𝑠𝑗
𝑤) (2.56) 

 

where the term 
𝜕𝑝𝑖𝑗

𝑐

𝜕𝑠𝑖𝑗
𝑤 

 is calculated with the immediately preceding pore body. 

After replacing equation 2.56 in equation 2.55 and reformulating for a linear 

equation matrix, there is a saturation update after a time step x: 
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(
𝑉𝑖
∆𝑡
−∑

𝑘𝑖𝑗
𝑛𝑘𝑖𝑗

𝑤

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)

𝜕𝑝𝑖𝑗
𝑐

𝜕𝑠𝑖𝑗
𝑤

𝑁𝑖

𝑗=1

)(𝑠𝑖
𝑤)𝑥+1 + (∑

𝑘𝑖𝑗
𝑛𝑘𝑖𝑗

𝑤

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)

𝜕𝑝𝑖𝑗
𝑐

𝜕𝑠𝑖𝑗
𝑤

𝑁𝑖

𝑗=1

)(𝑠𝑗
𝑤)

𝑥+1

=
𝑉𝑖
∆𝑡
(𝑠𝑖
𝑤)𝑥 +∑

𝑘𝑖𝑗
𝑛

(𝑘𝑖𝑗
𝑛 + 𝑘𝑖𝑗

𝑤)
(𝑄𝑖𝑗

𝑛 + 𝑄𝑖𝑗
𝑤)

𝑁𝑖

𝑗=1

 

(2.57) 

 

The time step should then be determined based on the filling time of the pore body 

by the wetting or non-wetting phase, wherein the saturation of the wetting phase ranges 

from 1 to a minimum value (𝑠𝑖,𝑚𝑖𝑛
𝑤 ) of saturation calculated by equation 2.42, when the 

body is drained. If imbibition occurs in locally in some bodies, the saturation in some 

bodies can return to the maximum value, 1. Thus, the time will depend on the process. 

 

∆𝑡𝑖 =

{
 
 

 
 𝑉𝑖
𝑄𝑖
𝑛 (𝑠𝑖

𝑤 − 𝑠𝑖,𝑚𝑖𝑛
𝑤 )  𝑝𝑎𝑟𝑎 𝑑𝑟𝑒𝑛𝑎𝑔𝑒𝑚 𝑙𝑜𝑐𝑎𝑙, 𝑄𝑖

𝑛 > 0 

𝑉𝑖
𝑄𝑖
𝑛 (1 − 𝑠𝑖

𝑤)         𝑝𝑎𝑟𝑎 𝑒𝑚𝑏𝑒𝑏𝑖çã𝑜 𝑙𝑜𝑐𝑎𝑙, 𝑄𝑖
𝑛 < 0

 (2.58) 

 

Thus, the time step will be chosen so that the time Δti be minimum. 

Finally, for the calculation of absolute permeabilities, the following equation is 

used (CONSTANTINIDES & PAYATAKES, 1996): 

 

𝑞𝛼

𝐴
= −𝐾𝑟𝛼

𝐾

𝜇𝛼
∆𝑝𝛼

𝐿
 ;      𝛼 = 𝑤, 𝑛 (2.59) 

 

where qα is the total flow rate for phase α, A is the cross-sectional area of the pore network 

normal to the direction of flow, Krα is the relative permeability of phase α, K is the 

absolute permeability of the pore network, μα is the viscosity of phase α, L is the pore 

network length in the flow direction and Δpα is the pressure drop of phase α, which can 

be the wetting phase (w) or the non-wetting phase (n). 

For calculation of the flow rate q which is used in the previous equation, 

Poiseuille’s equation is used: 
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𝑞𝑖𝑗
𝛼 = 

𝜋

8𝜇𝛼𝑙𝑖𝑗
𝑟𝑖𝑗
4(𝑝𝑖 − 𝑝𝑗) (2.60) 

 

where 𝑞𝑖𝑗
𝛼  is the total flow rate of phase α from body i to body j, pi and pj are the pressures 

in these bodies and lij is the length of the pore throat between the aforementioned bodies. 

The volumetric balance for each body i requires that the following equation be 

satisfied: 

 

∑𝑞𝑖𝑗
𝛼

𝑁𝑖

𝑗=1

= 
𝜋

8𝜇𝛼
∑𝑟𝑖𝑗

4
(𝑝𝑖 − 𝑝𝑗)

𝑙𝑖𝑗

𝑁𝑖

𝑗=1

= 0 (2.61) 

 

Thus, satisfying the previous equation and calculating 𝑞𝑖𝑗
𝛼 , one can obtain the 

absolute permeability values for each phase α, wetting (w) or non-wetting (n). 
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3 MATERIALS AND METHODS 

This chapter will discuss each stage of the proposed workflow, including the 

method, materials and techniques used, studied and developed. 

3.1 Workflow 

The workflow proposed and presented below aims at an approach to obtain 

petrophysical data in coquinas involving all the steps necessary to obtain experimental 

data, such as porosity and absolute permeability, the steps of data acquisition through 

computed X-ray microtomography and digital reconstruction of the porous systems of the 

studied rocks, as well as the numerical simulation of the flow of fluids involving Pore-

Network Modeling (PNM) and porosity studies in sub-resolution. Figure 3-1 presents an 

overview of the proposed workflow, contemplating all the steps and techniques necessary 

to obtain petrophysical parameters in the samples of selected coquinas. The boxes 

identified by the same colors correspond to steps that are performed and analyzed 

together, being directly dependent. 

Boxes delimited by green color refer to the stages of geological and morphological 

characterization of the studied samples, including petrography. The gray boxes 

correspond to the steps of acquisition of experimental data through several techniques, as 

well as the acquisition of μCT data and treatment of these. The steps in the blue boxes 

represent the studies of digital reconstruction of 3D pore networks and numerical 

simulations of single phase flow. The orange color identifies the steps related to the 

analysis of the representativeness of the results, which must be obtained in the REV of 

each sample. The yellow boxes identify the steps for obtaining data that are used in the 

numerical simulation of the two-phase flow. 

Although the workflow was motivated by studies of coquina samples, it can be 

applied a priori to a wide range of heterogeneous carbonate samples. In this work, 

however, only samples of coquinas are considered (i.e. rocks) geologically analogous to 

the reservoir rocks present in some fields of the Brazilian Pre-salt region in the Santos 

Basin. 
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Figure 3-1 – Overview of the proposed workflow for obtaining petrophysical parameters 

of coquinas from basic and digital petrophysical techniques. 

 

 

For the identification of each step in Figure 3-1, in order to present a more detailed 

description of each activity and its associated methods and materials, the materials and 

methods selected are presented in this section. Figure 3-2 presents the main techniques, 

by means of various through the images of the equipment used throughout this study. 
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Figure 3-2 – Main techniques selected during execution of this work: (a) geological 

characterization of a region of interest; (b) selection and morphological evaluation of 

coquina plugs; (c) preparation and analysis of thin sections using (d) optical microscopy; 

(e) μCT images acquisition; (f) porosity and absolute permeability measurements; (g) 

NMR data acquisition; (h) SEM/EDS analysis; (i) XRD analysis; (j) drop shape analysis 

(DSA); (k) viscosity measurements; and (l) the centrifuge system for capillary pressure 

measurements. 

 

The following items will generally address the main stages of the workflow 

described in Figure 3-1, detailing the equipment used and the methodologies followed. 
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3.1.1 Geological and Morphological Characterization / Petrography 

Initially one should select and delimit a region whose geology has some interest. 

In the present study, the Sergipe-Alagoas Basin was selected, more specifically the Morro 

do Chaves Formation. Figure 3-3 shows the location of the Morro do Chaves Formation, 

in the city of São Miguel dos Campos. 

 

 

Figure 3-3 – Location of the Sergipe-Alagoas Basin, in the northeast region of Brazil, 

identifying the constituent sub-basins and the location of the quarry called Mina São 

Sebastião (in the city of São Miguel dos Campos), where the Morro do Chaves Formation 

is located. 

 

A layer of interest in the Morro do Chaves Formation (Figure 3-2 (a)), called Bed 

2B was selected. CORBETT et al. (2016) pointed out that it is possible to use cross-

stratification as evidence that the coquinas in this layer were deposited lakewards or 

lagoonwards as accreting bioclastic bars. Visually, Bed 2B presents a great horizontal 

variation in the porosity, whose values obtained experimentally demonstrated to have 

bands with good and moderate porosity, in an intercalated way (TAVARES, 2014; 

ESTRELLA, 2015).  

Bed 2B is about 1 meter tick (vertically) and 10 meters long (horizontally), from 

where the plugs were collected. According to ESTRELLA (2015), Bed 2B are showed 

inclined surfaces that suggest non-horizontal time lines of deposition. Figure 3-4 shows 

the representation of Bed 2B through photographs, indicating the regions from which the 

plugs were selected, and which dashed lines indicating the time lines of deposition of the 

coquinas. 
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Figure 3-4 – (a) Image of the Morro do Chaves Formation in the Mina São Sebastião 

quarry of the city of São Miguel dos Campos; (b) identification of a layer (called Bed 2B) 

highlighted by red points where the samples (named 1-4, 1-19B, 1-20B, and 1-34A) were 

taken; (c) image of the plug showing some vugular porosity in the sample; (d) thin section 

obtained from the cut of one end of the sample during the flattening process; (e) rock slab 

prepared from the thin section, with the red square showing the region that was analyzed 

using SEM-EDS, XRD, and μCT with higher resolution 
 

Out a total of 35 samples initially collected, it were selected 10 plugs were selected 

based on the work of ESTRELLA (2015): 1-2A, 1-4, 1-6, 1-14A, 1-18B, 1-19B, 1-20B, 1-

28, 1-31B e 1-34A. However, from these ten (10) plugs, three (3) were selected based on 

the work of HOERLLE (2018) for a more in-depth analysis involving the two-phase 

simulation steps proposed in this work: 1-19B, 1-20B e 1-34A. The sample 1-4 was also 

selected for the analysis of the sub-resolution porosity (Figure 3-5). 

The plugs were prepared, flattened (top and bottom), cleaned with methanol and 

toluene, and placed in an oven at 60° C for 24 hours. The cleaning and drying processes 

were the same as adopted by CORBETT et al. (2017), without needing a humidity-

controlled drying environment since the carbonate sample did not contain gypsum or solid 

hydrocarbon-like gilsonite or pyrobitumen. After preparation and cleaning, each plug was 

approximately 35mm in diameter and about 35mm in length. In addition, small volumes 

were prepared with the materials from the slices, with a square cross-section of 1.0cm x 
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1.0cm and 5mm thickness (rock slabs). These subsamples will be used in scanning 

electron microscopy (SEM/EDS) and computed X-ray microtomography with higher 

resolutions (red squares in Figure 3-6). 

 

 

Figure 3-5 – Plugs used and evaluated in the present work using the proposed workflow 

and techniques studied. 
 

The effects of the physical compaction of the coquinas were evaluated in terms of 

three characteristics: fractured grains, dense packing and orientation of the shells parallel to 

the bedding (TAVARES, 2014; HOERLLE 2018). According to TAVARES (2014), the main 

factor that affects the porosity of the coquinas of the Morro do Chaves Formation (especially 

Bed 2B, the target in this study) is their diagenesis in that three variables control the final 

porosity of these rocks: preservation of primary porosity, creation of secondary porosity and 

porosity obliteration. 
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Figure 3-6 – Red squares indicate the regions from where the rock slabs were extracted 

for SEM-EDS analysis and μCT imaging with higher resolution. 
 

Digital image analysis (DIA) was performed next. For each thin section it was 

obtained a Scan-type RGB image was obatined. Verification of the pore systems 

impregnated with blue epoxy resin on the thin section was performed using a Zeiss Imager 

M2m® optical microscope (Figure 3-7) with an increase of 2.5 times. The scanning was 

done by capturing images in mosaics, which were automatically joined by the microscope 

itself, resulting in a panoramic image of the entire thin section. 

 

 

Figure 3-7 – Detail of the Zeiss Imager M2m optical microscope used to evaluate the thin 

sections of the selected samples. 
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3.1.2 Porosity and Permeability Experimental Measurements 

Quantification of the porosity was done using an Advanced Automated 

Permeameter-Porosimeter System DV-4000 (DV-4000 Advanced Automated 

Permeameter Porosimeter System) from Weatherford Laboratories. The equipment 

shown in Figure 3-8 uses the Helium Gas Expansion technique applying Boyle's Law and 

Charles's Law to yield the effective porosity. According to LUCIA (2007), this is the most 

accurate method to obtain values of the effective porosity in samples. The helium gas 

used is directed to a leak-proof calibrated chamber where the rock is located (Matrix Cup 

or Core Holder), the system gives estimates of grain volume, grain density, pore volume, 

and porosity ranging from 0.1% to 40%. 

 

 

Figure 3-8 – Detail of the DV-4000 porosimeter and permeameter used to obtain the 

measurements of effective porosity and absolute permeability of the samples studied. 

 

The absolute permeability was measured using gas, in this case nitrogen (N2), 

using Darcy's law for a permanent flow regime. A constant flow of nitrogen passed 

through the sample, creating an inlet pressure. The equipment program was automatically 

computed the flow pressure and the output pressure, leading to estimates of the absolute 

permeability. The system can accurately measure absolute permeabilities ranging from 

0.0001 mD to 40 D. In the present work, estimated and calculated absolute permeability 

measurements will always be labeled and compared to absolute permeability values found 

with the aid of the DV-4000 permeameter with the entire plug samples. 

The samples were introduced further into a matrix cup to calculate grain volume 

(Vg), pore volume (Vp), bulk or total volume (Vt) and grain density (Dg). Once these 
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data were estimated, samples were placed in the Hassler type cell to measure the effective 

porosity with Helium (He) gas. 

3.1.3 X-Ray Computerized Microtomography 

The data acquisition step from the X-ray computerized microtomography 

technique was performed using a Bruker X-ray microtomographer model 1173 (Figure 

3-9). The equipment is considered a bench (107 cm wide, 72 cm deep, 62.5 cm high and 

270 Kg), having a sealed X-ray source, tungsten target and flat detector. 

The tungsten filament X-ray tube (Hamammatsu, model L9181) effectively 

operates between 40kV and 130kV voltages with a maximum current of 200μA, reaching 

maximum power of 8W and a maximum focal size of 5μm (Hamammatsu Photonics). On 

the other hand, the detection system (Hamammatsu model C7942SK-05) consists of a 

flat-panel sensor, which operates with a maximum pixel array of 2240x2240. 

 

 

Figure 3-9 – Photograph of X-ray microtomography of Bruker model Skyscan 1173 used 

to acquire images with different resolutions.  

 

Once this sample is correct positioned in the equipment the time to acquire the 

data depends on some factors such as the sample size itself, the desired resolution and the 

current and voltage used during the acquisition. 

For the microtomography measurements of the samples, some important 

observations should be highlighted: 
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i) Due to the large size of samples 1-4, 1-19B, 1-20B and 1-34A, an 

increase in the size of the obtained pixel (approximately 9.97 μm) was 

required, eventually reducing the sample resolution. As previously 

mentioned, the resolution is related to the size of the sample and the 

distance between it, the X-ray source and the detector (AIRD, 1988); 

ii) For the four large samples mentioned above, the microtomographies 

with different pixel sizes help in understanding the limitation of the 

reconstruction of the porous system as a function of the resolution 

itself; 

iii) X-ray microtomografies of the rock slabs were performed with a 

maximum pixel size supported by the equipment, given the size of these 

samples (pixel size close to 6μm). 

 

To obtain quality μCT images, three aspects are important: noise, resolution in 

density and spatial resolution according to TELES (2016). The noise level is associated 

with the degradation level of an image and can be analyzed by the signal-to-noise ratio 

(SNR), while the density resolution is related to the smallest distinguishable difference 

between the attenuation coefficients that the system can detect. The third aspect, spatial 

resolution, is related to the ability to differentiate between two very close structures, as 

evaluated by the modulation transfer function (MTF), which is influenced by the 

resolution of the detector and the size of the focal point in the X-ray tube. 

After the acquisition and generation of the data, it is necessary to use a specific 

program of the equipment manufacturer, capable of converting the information from the 

detector (depending on the analysis of the attenuation suffered by a beam of incoming 

radiation passing through the sample, in this case, carbonate rock) into data that are 

interpreted as digital images that can be read by other programs. In this study, the 

programs of Bruker NRecon® (v.1.6.9.4) and InstaRecon® (v 1.3.9.2), were used, capable 

of saving and converting data to “Dicom” and “bmp”, extension files. These files are 

generated and read by various programs (commercial and free) for treatment or 

reconstruction of images, and allow the correction or treatment of the main image artifacts 

generated due to the acquisition process, such as beam hardening and ring artifacts. 

It is important to mention that the μCT equipment used in this work was the target 

of several analyses performed by TELES (2016), in terms of both signal-to-noise ratio 
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and its spatial resolution and density. These analyses were performed for matrices of 

2240x2240 pixels, 1120x1120 pixels and 560x560 pixels. The present work used a 

2240x2240 pixels matrix, which is the best detection matrix for this equipment. 

For the µCT Bruker Skyscan 1173 used in this work, table 3-1 shows the spatial 

resolution for different pixel sizes in the 2240x2240 detection matrix. One may conclude 

(e. g. TELES, 2016) that the spatial resolution of the structures depends not only on the 

pixel size of the detector but is influenced also by the blur of the pixels due to the 

dimensions of the X-ray tube focal point. The system becomes then larger in very close 

structures, which compromises the detectability of the system (ENGELHARDT & 

BAUMANN, 2006). 

Table 3-1 shows the main parameters related to the data acquisition of the plugs 

of the studied samples, using Bruker Skyscan 1173 μCT. 

 

Table 3-1 – Parameters related to the acquisition and reconstruction of data of the plugs 

studied using a Bruker X-ray microtomograph model Skyscan 1173. 

 

Sample / 

Pixel Size 

(μm) 

Source 

Voltage 

(kV) 

Current 

(μA) 

Ring 

Artefact 

Correction 

Factor 

Smoothing 

Factor 

Beam 

Hardening 

Correction 

(%) 

Filter 

Al / Cu 

(mm / 

mm) 

1-4 / 9.97 130 61 5 4 15 0.5/0.5 

1-4 / 18.53 130 61 13 5 20 0.5/0.5 

1-4 / 24.95 130 61 4 3 20 0.5/0.5 

1-19B / 9.97 130 61 10 10 30 0.5/0.5 

1-19B / 18.87 130 61 5 7 20 0.5/0.5 

1-19B / 24.95 130 61 4 5 30 0.5/0.5 

1-20B / 9.97 130 61 3 4 25 0.5/0.5 

1-20B / 17.81 130 61 4 5 30 0.5/0.5 

1-20B / 24.95 130 61 5 7 20 0.5/0.5 

1-34A / 9.97 130 61 1 5 20 0.5/0.5 

1-34A / 18.17 130 61 5 3 15 0.5/0.5 

1-34A / 24.95 130 61 5 7 15 0.5/0.5 

  

Table 3-2 presents the main parameters related to the acquisition of rock slab data 

of the studied samples, using Bruker Skyscan 1173 μCT. Although the voltage and current 

were changed, its product, which corresponds to the power used by the acquisition 

system, is approximately the same as that used to obtain the images from the plugs 

(approximately 8W). 
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Table 3-2 – Parameters related to the acquisition and reconstruction of rock slab data 

studied using the Bruker X-ray microtomograph model Skyscan 1173. 

 

Sample / 

Pixel Size 

(μm) 

Source 

Voltage 

(kV) 

Current 

(μA) 

Ring 

Artefact 

Correction 

Factor 

Smoothing 

Factor 

Beam 

Hardening 

Correction 

(%) 

Filter 

Al / Cu 

(mm / 

mm) 

1-4 / 6.07 70 114 4 4 30 0.5/0.5 

1-4 / 9.97 70 114 1 1 30 0.5/0.5 

1-19B / 6.07 70 114 4 4 30 0.5/0.5 

1-19B / 9.97 70 114 6 6 25 0.5/0.5 

1-20B / 6.77 70 114 4 5 30 0.5/0.5 

1-20B / 9.97 70 114 6 6 25 0.5/0.5 

1-34A / 6.77 70 114 4 5 30 0.5/0.5 

1-34A / 9.97 70 114 6 6 25 0.5/0.5 

 

The equipment of thi study has been in continuous operation for some years, with 

natural wear, which contributed to a reduction in the efficiency of the detector. Flat-panel 

detectors like the one in the equipment that was used, cause a degradation in the quality 

of the image due to the appearance of dead pixels, as well as a loss of efficiency as a 

function of time and detector operation (PADGETT & KOTRE, 2004). 

In order to carry out the activities proposed at this stage, from acquisition to 

reconstruction of the images, a computer with the following configurations was chosen: 

i) 2 Processing units Intel® Xeon™ E5 2603 v4 1.70 GHz; 

ii) Motherboard Intel® Serverboard™ for processors Intel® Xeon™; 

iii) 512 GB of RAM DDR4; 

iv) Video card Nvidia® Quadro™ P6000 with 24GB of RAM DDR5; 

v) Operating system Microsoft® Windows™ 10 Pro of 64 bits; 

3.1.4 NMR, XRD, SEM and EDS Analyses 

For the estimations of effective porosity of the samples, measurements of T1 and 

T2 were performed with the nuclear magnetic resonance technique, according to 

information presented in the previous chapter. This step was performed after the 

computerized X-ray microtomography stage, because the samples needed to be saturated 

with pre-prepared saline solution. The solution has a concentration of 50,000 ppm sodium 

chloride (NaCl) and a density of 1.039 g/cm³ at a temperature of 25 ºC (standard lab). The 

samples were fully saturated by applying isostatic pressure of 2,000 psi. 

At the end of the saturation procedure one must calculate the saturation index. 

This calculation is used to verify the effectiveness of the procedure. Usually, 100% 
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saturation of the samples is expected, but values between 98% and 102% are considered 

good (LUNA et al., 2016). The following equations were used to calculate the saturation 

index (%): 

𝑉𝑏𝑟𝑖𝑛𝑒 =
𝑀𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑒𝑑 −𝑀𝑑𝑟𝑖𝑒𝑑

𝜌𝑏𝑟𝑖𝑛𝑒
 (4.1) 

𝑆𝐼 =
𝑉𝑏𝑟𝑖𝑛𝑒 ∙ 100

𝑉𝑝
 

(4.2) 

where SI is the saturation index, Msaturated is the mass of the sample saturated with brine, 

Mdried is the dry mass of the sample, ρbrine is the brine density, Vbrine is the volume of the 

brine filling the pore space of the rock and Vp is the pore volume of the sample.  

 

Figure 3-10 – (a) NMR equipment (model MQC from Oxford Instruments), (b) SEM 

equipment (TM3030 from Hitachi) using a EDS Bruker XFlash MIN SVE detector, and 

(c) XRD equipment (Bruker D8 Advanced diffractometer). 

 

Equipment of Oxford Instruments model MQC (Figure 3-10) was used. The 

acquisition parameters of the NMR data are presented in Table 3-3. 

The measurements aid not only in comparisons of the effective porosity as 

measured with the porosimeter, but also in the selection of the segmentation method or 

the threshold value itself by comparing pore size distribution graphs from the NMR 

equipment with the digital reconstructions of porous systems. Comparisons of the pore 

size distribution graphs is an important part of the analysis of the double porosity 

properties of the plugs. 
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Table 3-3 – Parameters related to NMR data acquisition with the Oxford Instruments 

MQC model. 

 

Parameters Values 

Echo time 500μs 

Number of averages 100 

Waiting time between averages 15s 

90º pulse width 8.6μs 

180º pulse width 17.2μs 

Temperature 22ºC  

 

SEM was used to characterize the surface of each rock slab and to visualize the 

chosen pore spaces, and EDS for qualitative analysis and identification of the main 

elements composing the surface. SEM was performed using a Hitachi TM3030® Plus low 

vacuum atmosphere and an acceleration voltage of 1.5 kV with EDS using a Bruker 

XFlash® MIN SVE detector. The SEM equipment is shown in Figure 3-10 (b). 

The remaining material after preparing the rock slab was powdered and taken for 

analysis using XRD technique. Pulverization was carried out in an agate grinding mill 

followed by micronization in a McCrone mill. The powdered material weighted around 

2.0 grams. XRD analyses were perfoprmed in a Bruker D8® Advanced diffractometer 

using the following test conditions: Cu tube, 40 kV nominal voltage and 40 mA current, 

Soller slit 2.5°, primary slit 0.6 mm, secondary slit 5mm, LINXEYE® linear detector with 

opening of 189 channels, Ni of 0.02mm, step size of 0.02 and speed of 1.1° / min. 

Qualitative mineralogical analyses were done using Jade 9 software (with PDF-2 

database). Quantitative analyses were carried out using the Rietveld Method within the 

TOPAS software. 

3.1.4.1 NMR signal post-processing 

After the acquisition of NMR data, post-processing techniques are required for the 

correlation of T2 values with pore radii (μm), and for porosity evaluation and pore size 

distribution of a given sample (COATES et al., 1999). 

It is possible to convert the acquired signal of each saturated coquina sample to T2 

distribution using an Inverse Laplace Transformation method, according to the following 

equation: 

1

𝑇2
= 

1

𝑇2,𝐵𝑢𝑙𝑘
+ 

1

𝑇2,𝑆𝑢𝑟𝑓𝑎𝑐𝑒
= 

1

𝑇2,𝐵𝑢𝑙𝑘
+ 𝜌2

𝑆

𝑉
 (4.3) 
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where T2 is the measured transversal relaxation time from each satured coquina sample, 

T2,Bulk is the fluid’s bulk relaxation time, T2,Surface is the relaxation time due to rock/fluid 

interaction, S/V is the pore’s surface area-to-volume ratio and ρ2 is the surface relaxitivity 

parameter, related to rock/fluid interaction. The fluid’s bulk relaxation time used in this 

work is equal to 2.7s, since it is the value for brine. Actually, 2.7s is the value for a 30,000 

ppm NaCl concentration brine, having a 1.043 g/cm3 density at 21.5◦C (LUNA et al., 

2016), but it was considered similar to a 50,000 ppm NaCl concentration brine, having a 

1.039 g/cm3 density at 25ºC. 

In order to obtain the pore size distribution (PSD) curves based on T2 data using 

Eq 4.3, it is necessary to calculate the surface relaxivity parameter (ρ2), which is 

correlated to the relaxation phenomenon due to the rock/fluid interaction (rock lithology 

dependent). This parameter is calculated based on a well-defined experimental procedure 

(SOUZA et al., 2013). LUNA et al. (2016) obtainded the values for five different coquina 

samples from the same Bed 2B of Morro do Chaves Formation. In this work ρ2 was 

calculated based on the arithmetic average (HOERLLE et al., 2018) of the five surface 

relaxivity parameters (ρ2,average = 35.76 μs). 

Based on Eq 4.3, calculating S/V as a function of pore radius, the conversion from 

a T2 distribution to pore radius distribution can be done using the following equation 

 

𝑟(𝑇2) = 𝐶 𝜌2 𝑇2 (4.4) 

 

where r(T2) is the calculated radius from a specific measured transversal relaxation time 

(T2), C is a geometric factor that represents planar (C = 1), cylindrical (C = 2) or spherical 

(C = 3) pore shapes (RIOS et al.,2015), and ρ2 is the transverse surface relaxivity. 

The PSD curves can be obtained using Eq 4.4 for several T2 measurements, using 

C = 3 (considering all pore shapes being spherical) and a constant ρ2,average = 35.76 μs. 

The resulting PSD curves commonly shows radius (μm) versus incremental porosity (%), 

as presented in Figure 3-11. 
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Figura 3-11 – Example of Pore Size Distribution (PSD) curves obtained from T2 

measurements converted to radii (r) for 10 different samples.  

 

3.1.5 Segmentation 

As previously mentioned, segmentation is an important step for modeling 

puposes. The binarization between rock matrix and pore systems can be performed as a 

non-automated procedure, defined in this work as NMR-based segmentation, and using 

automated procedures based on predefined well-known algorithms. 

After μCT image acquisition, it is also important to postprocess the generated data. 

This step can be done using one or more filters (e.g., anisotropic diffusion or non-local 

means filters) to correct and enhance the quality of the images. Non-local means filters 

(BUADES et al., 2005) are especially popular when working with images of 

heterogeneous carbonate rocks. 

For the execution of the activities proposed in this stage, which includes from the 

loading of the images to the use of segmentation algorithms and software associated with 

this step, the same 512 GB RAM workstation was used. 

3.1.5.1 NMR-based Segmentation 

After the generation of the pore size distribution curves from NMR data, it is 

possible to use this information for segmentation purposes. The central idea behind this 
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methodology is based on verification of the digital porosity obtained through the 3D 

model of the porous network generated through images obtained by μCT for each selected 

pixel size. 

As shown in Figure 3-12, for each ray range one can calculate the area respectively 

associated with a given value, that corresponds to the porosity of that area (blue, green or 

pink). Considering the same example, with cut-off at 25 and 50 μm will generate the 

porosities ϕ1, ϕ2 e ϕ3, denominated as micro, meso and macroporosity, respectively 

(LØNØY, 2006). 

 

 

Figure 3-12 – NMR porosity partitioned in ϕ1, ϕ2, and ϕ3, according to 25 and 50μm cut-

offs. The total porosity shall be the sum of the three areas, which will correspond to the 

cumulative porosity. The red and blue arrows indicate the cumulative porosity of each 

range of radii (separated at 25 and 50μm) 

 

Assuming that μCT images are acquired with 50μm pixel size, all of the porosity 

defined by the blue region (ϕ1) could not be digitally calculated since this part 

corresponded to a sub-resolution porosity whose largest pores are of the order of 25μm 

(half the size pixel value) of the reconstructed pore network. 

Similarly, all of the porosity defined by the pink area would correspond to the pore 

network model generated from images with 100μm pixel size (digitally reconstructed 

pore radii exceeding 50μm, inclusive). In this case, the total area defined by the sum of 
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the blue and green regions from the NMR data could not be identified from the pore 

network model as reconstructed from CT images with pixel size equal to 100μm. 

This method, although iterative, requires relatively low computational cost. Since 

it requires the calculation of the digital porosity for each radius range above half of the 

value of the selected pixel size. The porosity value obtained by the 3D model generated 

from a selected threshold value can be compared with the value of the porosity obtained 

by NMR for the range of possible radii to be detected given the pixel size of the μCT 

images. In case of a porosity difference exceeding a given maximum limit (1%, for 

example), a threshold value that is immediately lower or higher can be used to reduce this 

difference. 

By taking the selected pixel sizes during the acquisition of the μCT images, 

according to item 4.1.3, pore radii whose dimensions are presented in Table 3-4 can be 

identified from the NMR data. 

 

Tabela 3-4 – Pixel size from μCT images and maximum pore radius that can be 

identified from the NMR data 

 

Pixel Size (μm) from 

μCT 

Maximum Pore Radius (μm) 

from NMR 

9.97 4.985 

17.81 8.905 

18.17 9.085 

18.53 9.265 

18.89 9.445 

24.95 12.475 

 

Taking the images with a pixel size equal to 9.97 μm, one can conclude that pores 

whose radius are less than 4.905 μm will not be identified, and part of the porosity 

obtained from pores with a lower radius can not be calculated, the digital models obtained 

from the μCT images can be used. 

The use of NMR is proposed here for purposes of segmentation of μCT images 

because the limitation imposed by the latter method. It is necessary that the total porosity 

obtained by NMR is sufficiently close to that measured through the DV-4000 

porosimeter, thus making saturation a key factor for the effective use of this segmentation 

method. In addition, the definition of micro, meso and macroporosity from the NMR data 

are only indicative, and the definition of sub-resolution porosity is more adequate for the 

analysis of the results. 
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Figure 3-13 shows a correlation between the data obtained from NMR and μCT 

techniques for the use of the segmentation method based on the radius distribution from 

the NMR technique. The sub-resolution porosity is calculated for each model from the 

pores whose radius are less than half the pixel size value. 

 

Figure 3-13 – Proposed scheme of carbonate rock pore space partitioning used in this 

work for the NMR-based segmentation procedure. 

 

Thus, the separation between detectable porosity represented by pores whose radii 

are greater than or equal to half the pixel size used, and the sub-resolution porosity that 

can not be identified as a function of the selected resolution, and represented by pores 

whose radii are less than half the pixel size, can be easily realized. 

Considering the pore radius distribution curve obtained from the NMR data, 

according to Figure 3-14, and μCT images whose pixel size is equal to 20μm, one can 

identify the region that corresponds to the porosity of sub -resolution (blue region hatched 

on the graph) that can not be reconstructed and / or calculated from μCT images. In this 

case, any radius below 10μm is detectable only by the NMR technique, and that portion 

of the porosity related to these radii are not calculated digitally.  

Thus, by digitally calculating the porosity of the detectable region by the μCT 

technique and comparing with the value obtained by the NMR technique (in the example 

of Figure 3-14, the regions identified by unhatched blue, green and pink color) , it is 
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possible to identify the threshold value necessary to obtain the same porosity value, thus 

performing NMR-based segmentation. 

 

 

Figure 3-14 – NMR porosity partitioned in ϕ1, ϕ2, ϕ3, and ϕ4. Considering a 3D pore 

system model reconstructed from μCT images with 20μm pixel size, the porosity 

calculated from pores with radii smaller than 10μm cannot be detectable. This information 

is used for segmentation purposes.  

 

Based on the analysis of the same figure, it can be seen that the porosity that can 

be calculated is equal to the accumulated porosity (equal to 20%), discounting the non-

detectable pore portion (cumulative porosity equal to 4%). Thus, the 3D model of the 

pore network generated from the μCT images has porosity close to 16%, thus allowing 

one verify the threshold value that allows to obtain a porous system with this value. 

3.1.5.2 Automated Segmentation – Algorithms 

This study will use algorithms based on the methods described in Chapter 2 of this 

work (Kittler & Illingworth, Ridler & Calvard, Otsu, Niblack and Bernsen) implemented 

with the help of Matlab® 2015 software. 

3.1.6 Digital Reconstruction – Pore System 

Although digital reconstruction of the samples is possible using the Fiji/ImageJ 

and Avizo® 9.5 software is possible, reconstructions of the pore systems of these samples 
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are only possible after the threshold value has been defined. The same programs 

mentioned in this item are used to create the models of the total and effective pore systems 

of the coquina samples of coquinas studied. The same computer will be used since 

reconstruction of the total pore system of each plug requires a high computational cost, 

mainly regarding the use of RAM. 

 

 

Figure 3-15 – Images obtained from the Avizo® 9.5 program showing (a) the digital 

reconstruction of the plug, (b) digital reconstruction of the plug and the effectively 

connected pore system associated with this plug after setting the threshold value, and (c) 

reconstruction of the pore system effectively connected in isolation for purposes of 

porosity estimation and comparison of results. 

 

Figure 3-15 shows an example of a three-dimensional digital reconstruction of the 

plug, the plug associated with the effectively connected pore system and only the 

effectively connected pore system. All images were generated and exported from the 

Avizo® 9.5 program after setting the threshold value found in the previous step. In this 

example, a threshold value was selected only to show the sequence of generation of the 

porous system of a plug from the images originating from μCT. 

3.1.7 Porosity Estimation 

This step corresponds to the calculations and evaluations necessary to obtain the 

porosity estimates as a function of the digital techniques and the NMR and SEM 

techniques previously performed. The results obtained here are pre-analyzed, taking into 

account all the limitations and uncertainties associated to the method itself and the 

proposed workflow. 

The total porosity calculations from the proposed digital technique were 

performed simply by the ratio of the number of voxels corresponding to the pore media 

model to the total number of voxels of the sample, excluding the background. For the 
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pore system effectively connected, it is necessary to replace the number of voxels of the 

model representing the total pore system by the number of voxels of the model 

representing the largest pore system effectively connected. Equation 4.5 shows how the 

calculation of the total and effective porosity is performed: 

 

𝜙𝛼 = 
𝑁𝛼

𝑁𝑇𝑜𝑡𝑎𝑙
𝑥100 ;    𝛼 = 𝐸𝑓𝑓,𝑀𝑜𝑑 (4.5) 

 

where ϕ is the porosity (%) and α may represent the model of the effectively connected 

pore system (Eff) or the total pore system model (Mod), with Nα being the number of 

voxels, of each model α, depending on the selected index, and NTotal being the number of 

total voxels in the three-dimensional sample model. 

3.1.8 Pore-Network Modeling (PNM) 

After reconstruction of the 3D model of the pore system, based on selection of the 

appropriate threshold value, it is possible to selected networks based on the size of the 

clusters (voxel count), since the numerical simulations were carried out assuming 

connectivity between the top and bottom of the sample (the z-axis), being the direction of 

flow in this plug. The same procedure was followed for the rock slab models. The Avizo® 

9.5 software was used to separate the larger networks and to generate topology 

information for subsequent reconstruction of the PNM. The pore domains were generated 

based on topology information provided by the software. Other software such as Matlab® 

(Mathworks Inc.), Mathematica® 10 (Wolfram Research Inc.), as well as free software 

CodeBlocks 16.01 (The Code::Blocks Team), with a C++ compiler, were also used during 

this step. 

Pore bodies of the pore network were associated with the largest elements present 

in the network system, with spherical geometry, while pore throats were identified and 

calculated based on being smaller spherical elements, depending upon their size and 

topology, as discussed by FOUARD et al. (2006). The length of the pore throats was 

defined by the distance between two connected pore bodies, while their radii were 

calculated as a function of the mean radii of the spherical elements along the path between 

the two pore bodies. We calculated the radii of the pore throats using three different 

averaging methods: harmonic, geometric, and arithmetic, as well as the minimum radius 

method, which considers the average radius based on the minimum value found on a 
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defined pore throat. Absolute permeabilities were calculated using the generated pore 

structure, while saturated fluid flow within the network domain was simulated using PNM 

algorithms.  

In order to verify the dimensions and to have a final verification of the connections 

in the system of pore throats, it was used the software Paraview 5.3.0 (AYACHIT, 2015). 

3.1.8.1 Single-phase Flow Numerical Simulation 

In order to perform numerical simulations of single-phase flow in the effectively 

connected pore systems of coquina samples, Matlab® program was used as the platform 

to run the algorithms developed for calculation of the equations in item 2.5.2.1 presented 

in Chapter 2 of this work, based on the studies of RAOOF et al. (2013) and YIN (2018). 

An important step before performing the calculations to obtain the permeability 

estimates is the correct definition of the pore bodies that will define the inlet and outlet 

limits of the fluid in the pore system as shown in Figure 3-16. 

 

 

Figure 3-16 – View of a pore system obtained using  PNM technique, (a) with the 

dimensions associated with the radii of the pore bodies and the throats connecting these 

pores bodies; (b) showing the region subjected to the higher pressure (input boundaries), 

and the region subjected to the low pressure (output boundaries), in red, which are 

specified in the code. Scale in m. 

 

The inlet and outlet pressures (Pa) are also defined in this step, directly in the 

computational algorithm, as well as the initial pressure along the pore network. All other 

parameters necessary for calculation of the equations described in item 2.5.2.1 are 

obtained directly from the pores body-pore throat pore system, except for the viscosity of 

the fluid, which similarly as the pressures, must be inserted directly into the code. 
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It was imposed a pressure differential of 5.0 × 10-3 Pa was imposed between the 

upper and lower boundaries of the PNM along the z-axis. This small differential was 

adopted to guarantee laminar flow (low Reynolds number), an important assumption to 

solve Equations 2.32 to 2.36. 

The analysis of absolute permeability estimates from the numerical simulations 

performed involves several important considerations: 

i) Depending on the inlet and outlet pressures, and even on the domain 

which represents the pore system, the obtained pressure field must be 

analyzed, identifying possible inconsistencies in the results obtained 

through the simulations performed; 

ii) Verification is needed of all geometric parameters and those associated 

with the fluid used in the simulation (e.g. being these the dimensions of 

the total sample length, the cross-sectional area relative to the fluid 

outlet, the viscosity and the temperature of the fluid used); 

iii) Correct definition of the fluid inlet and outlet limits of the system, 

specifying in the pore network the regions that correspond to these 

limits; 

iv) Observation of the coherence of the data obtained for the generation of 

the body-throat systems in the PNM technique, so that during the 

subsequent steps no important information regarding the reconstruction 

of the pore system is neglected; 

v) Evaluation of absolute permeability calculated in digitally generated 

volumes for a correct analysis of the ranges of values and orders of 

magnitude obtained (milidarcies, darcies). 

3.1.8.2 Absolute permeability as a PNM calibration parameter 

The step of obtaining the absolute permeability (Kabs) through numerical 

simulation is understood, in the present work, as a step of calibrating the real pore system 

of the coquina samples obtained from digital reconstruction and modeling (PNM) 

techniques. Thus, the numerical results understood to be a calibration parameter of the 

network, comparing the value found with that measured experimentally through the DV-

4000 equipment. 

By recreating the pore systems and evaluating the methods of generating the pore 

throats, using the data obtained with the permeameter and the NMR techniques to 
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compare the results, it is possible to verify the quality of the generated networks. The 

central idea of this step is, therefore, obtaining PNM that is representative and very close 

to the real porous networks of the studied sample. It is important to consider that the 

networks are quite representative taking into account the different assumptions and 

simplifications adopted during the execution of the proposed workflow. 

Calculation of the Kabs then allows the generation of a network whose geometry 

is representative from the point of view of fluid flow in pore systems. By observing the 

PSD curves obtained from the NMR data, it is possible to verify the necessity of insertion 

of pores from the sub-resolution that reconnect the reconstructed porous system, in order 

to reach the same value of Kabs as measured experimentally. This possibility will be 

addressed in the next item. 

The calibration of pore structures from real coquina samples based on the 

numerical simulation of single-phase fluid flow is an important step to reliably perform 

multiphase flow numerical simulation as well as transport within the medium. 

3.1.9 Analysis of sub-resolution porosity 

It is possible to verify from NMR data the size of pore radii (bodies and throats) 

that cannot be identified nor reconstructed due to the μCT resolution limitation. The lack 

of μCT data related to these smaller pore bodies and pore throats can lead to generation 

of not-connected pore networks. PNM allows the reconnection of these pore systems 

based on the generation of sub-resolution pore structures. 

The methodology used for the generation of porosity in sub-resolution and 

connection between previously separated pore networks is based on the work of ALVES 

(2018), DE VRIES et al. (2017) e BULTREYS et al. (2015c), with some modifications 

in how to connect the networks through these pores in sub-resolution. 

The central idea lies in the insertion of pores and throats with smaller dimensions 

than those possible to be detected due to the limitation of sample size imposed by the μCT 

system. As previously discussed, it is possible to verify the pore size distribution by the 

NMR technique, verifying the porosity that can not be detected as a function of the pixel 

size in the images from the μCT technique. In many samples, the flow of fluids in their 

porous systems is made possible by the presence of very small pores, capable of 

connecting larger systems (some even with the presence of vugs).  

The first challenge lies in the way to connect the pore bodies, regardless of 

whether or not there is overlap between two or more pore throats. Thus, it was decided to 
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start the connectivity studies using a technique called guided random generation within a 

limited volume (ALVES; 2018). In this technique, the dissociated neighborhoods (pore 

networks) are first defined, interspersed by a zone of indetermination in gray scale in 

microtomography images and with indications of connectivity. It is important to highlight 

that these selected areas are regions of possible and probable pores in sub-resolution, as 

a function of the gray scale in the images from the μCT technique.  

 

 

Figure 3-17 – Schematic of the adopted network generation: (a) real connections (pore 

throats in black) and generated connections (pore throats in red) in the pore network; (b) 

first iteration with the definition of the first level (pore bodies generated and connected 

to previously existing networks); (c) second iteration, with redundant pore throats being 

discarded; (d) last iteration, given the non-existence of connections from pore 7, and 

determination of the final network. 

 

When using the reconnection algorithm, pairs of pore bodies are defined, one 

belonging to the neighborhood to be connected and another to the main network, which 

will be interconnected by the introduced sub-resolution pores. In this approach, before 

determining which pore pairs are to be connected, it is first necessary to define which 

disconnected networks are present in the model believed to belong to a larger system. 

These networks, also called neighborhoods, are a set of pores that interconnect forming a 

closed system and without communication with the rest of the porous network of the 

model, also called the main network. The distance between these neighborhoods and the 
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main network often has pore throat size and the space that separates them is a region of 

indetermination with great possibility of presenting undetected micropores in the imaging 

step or neglected in the segmentation stage.  

In order to realize these connections, in view of the possibility of lack of previous 

knowledge about the pore-neighborhood relationship allied with the difficulty of realizing 

the delimitation described previously, an auxiliary algorithm was developed to supply the 

necessary information. Its functioning can be seen as the process of going through a 

decision tree, where each node is a pore body and each branch represents a connection, 

with all of the pore bodies belonging to a single network. In practice, this procedure 

discards the connections between two or more pore bodies of the same hierarchical level 

of the tree, as well as those that have one body in common with the next level. 

Figure 3-17 helps to illustrate the above-mentioned algorithm. The main steps and 

considerations as follows: 

i) Initial selection of an arbitrary pore of the set of pairs as the 

"origin"/"reference": in this example, the pore identified by number 1 

was generated from the reconstruction of the porous system as a 

function of the gray scale of the μCT images, through the PNM 

technique; 

ii) Identification of the pores connected to this origin (pore bodies 2 and 

3) and storage of their indices, to avoid repetitions: these pore bodies 

are generated for regions that are not identified as pores after the 

segmentation step, as a function of their gray scale; 

iii) Definition of each of the pores identified in the previous step (pore 

bodies 2 and 3) as the new origin; 

iv) Identification and storage of the pores connected to at least one of the 

new origins (pore bodies 4 and 5); 

v) Repetition of steps iii and iv until an iteration occurs in which no new 

generated pores are generated, indicating therefore the end of the 

connectivity of a network. In this step, the generated and connected 

pore bodies connect to pore bodies of the original network (identified 

by the number 6), which may be previously connected to other pore 

bodies (in this case by a single one, indicated by the number 7);  

vi) All previously identified pores are classified as belonging to a 

neighborhood since they are interconnected, and the procedure is 
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restarted from a new arbitrary pore body that does not belong to any 

known neighborhood; 

vii) Execution of the algorithm ends when there are no more non-grouped 

pores, returning the poro-neighborhood relation. In this example, pore 

bodies identified by numbers 6 and 7 may be new sources, generating 

new connections with other neighborhoods, since there are regions 

whose gray scale delimits areas whose existence of pores in sub-

resolution is possible and probable. 

As previously mentioned, one can verify that the connections between the pore 

bodies do not occur through pore throats that have intersections with each other. The 

problem of intersection of the throats arriving or departing from the same pore is 

mathematically translated as determining whether the curve generated by the intersection 

of one cylinder-ball pair intersects the curve generated by another cylinder-ball pair. 

However, due to the high computational cost involved in this step of verification of 

intersections of large samples, it was chosen to generate and reconnect the porous systems 

considering the existence of some overlays in the generated pore throats. 

Due to the resolutions adopted during acquisition of μCT data of the selected 

samples, some assumptions were adopted: 

i) The diameter of the new pores generated has, necessarily, as an upper 

limit the pixel size chosen and used during the μCT stage, since they 

would have been detected during imaging if they had larger 

dimensions; 

ii) Their lower limit, however, can not be easily estimated geometrically, 

but since the intention is a system that adequately describes the 

behavior of the network and not its structure itself, the diameter could 

not be so small as to compromise its impact on subsequent simulation; 

iii) For images with a pixel size of 9.97μm, for example, the estimation for 

both limits was approximately 2.0μm and 9.1μm, for the maximum and 

minimum, respectively, which is considered a uniform distribution 

given the absence of a known distribution. These values correspond 

respectively to 20% and 98% of the smaller throat diameter value given 

the selected pixel size; 
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iv) For images with a pixel size around 18.5μm, the estimates for the 

minimum and maximum values were 2.0μm and 18.2μm, and for the 

pixel size of 24.95μm were 2.0μm and 24.5μm, respectively; 

v) The lower limits for the pore bodies and pore throats sizes, irrespective 

of the pixel size of the μCT images, were considered the same and equal 

to 2.0μm;  

vi) The selected distribution chosen was log-normal with the parameters μ 

and σ selected as a function of the pore size distribution of the analyzed 

sample; 

 

3.1.10 Two-phase Flow Numerical Simulation 

In order to perform numerical simulations of two-phase flow in the effectively 

connected pore systems of the samples it was used PoreFlow code (RAOOF et al., 2013). 

The platform solves the equations presented in item 2.5.2.2, Chapter 2 of this study. 

As already described, drainage in a water-oil-rock system is characterized by the 

displacement of water by oil, with pore medium initially being completely saturated with 

water. The two-phase flow simulations performed in this work consider the primary 

drainage process, where after application of the displacement pressure, oil is forced into 

the rock to reduce the water saturation. As the capillary pressure is increased, the water 

saturation continues to be reduced until irreducible water saturation is reached (Swi). A 

brine-mineral oil system, with the main parameters such as viscosities, contact angle, and 

interfacial tension obtained experimentally. 

In this step, unlike single-phase flow simulation presented in 3.2.1.16, not only 

the inlet and outlet limits of the fluid in the pore system must be defined, but also the 

input and output pressures (Pa), as well as important parameters: the viscosities of the 

fluids, the contact angle between the wetting phase and the boundaries of the body-throat 

systems, and the interfacial tension between the wetting and non-wetting fluids. All of 

these parameters can be changed manually in PoreFlow. 

This study assumes that an angular form of pores is essential for realistic 

representation of the porous media for two-phase flow purposes. The assumption of pores 

having a circular cross section causes insufficient connectivity of the wetting phase 

(RAOOF & HASSANIZADEH, 2012) and as result poor correlation of numerical and 

measured data (ZHOU et al., 2000). However, for calibration purposes of the pore 
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network, mainly related to the connectivity and the number of pore bodies and pore 

throats (which are based on Kabs numerical results), a circular cross section of these pores 

can be considered for single-phase flow simulation.  

An important premise adopted at this stage is the conversion of the geometries 

representing the pore bodies. Differently from the geometry adopted during numerical 

simulations of single-phase flow (which considers the pore bodies as spheres) for the 

simulation of the primary drainage the pore bodies are considered to be cubic in shape (in 

order to generate vertices). The cross sections retain the wetting fluid in their corner and 

allow two fluids to flow simultaneously through the same pore (RAOOF & 

HASSANIZADEH, 2012). In order to maintain the properties of the generated pore 

network approximately constant, each pore body with spherical geometry used to 

calculate Kabs is transformed into a pore body with cubic geometry so that its volume 

remains the same.  

The same approach can be used in the conversion of the geometries of the cross 

sections of the pore throats, although in this case three possible shapes can be selected: 

circular, triangular, and rectangular cross section. The shape of angular pore cross section 

is prescribed in terms of a dimensionless shape factor, G (RAOOF & HASSANIZADEH, 

2012) defined as 

 

𝐺 =  
𝐴

𝑃2
 (4.6) 

 

where A and P are the area and the perimeter of the cross section for pore throats, 

respectively. In the present work the transversal sections of the pore throats were 

considered as circles. Further details can be found in RAOOF & HASSANIZADEH 

(2012). 

PoreFlow assumes that the hydraulic conductance of pore throats accounts for the 

resistance to the flow within the two adjacent pore bodies (RAOOF & 

HASSANIZADEH, 2012). The code assignes an effective conductance to a given pore 

throat, as a function of its own conductance and those of its two neighboring pore bodies. 

In the presence of a nonwetting phase, PoreFlow considers the conductances of the pore 

bodies and pore throats a function of saturation. However, it is not necessary to calculate 

conductances of pore bodies explicitly. A correction term which is a function of 
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saturation. This term uses the harmonic mean of saturations of two pore bodies adjacent 

to a pore throat: 

 

𝑘𝑇(S𝑤) = 2𝑘𝑖𝑗  
𝑆𝑤
𝑖 𝑆𝑤

𝑗

𝑆𝑤
𝑖 + 𝑆𝑤

𝑗
 (4.7) 

 

where Si
w and Sj

w are saturations of pore bodies i and j, respectively, corresponding to the 

imposed capillary pressure, kij is the conductance of the connecting throat between bodies 

i and j, and kT in the total conductance to be assigned to the pore unit, as a function of the 

saturated pore bodies. 

 

 

Figure 3-18 – The image in (a) shows the porous system saturated with the wetting fluid 

(in red), with a non-wetting fluid inlet region (in blue) on the right, (b), (c), (d), and (e) 

show the advance of the wetting fluid, from the right of each image, considering the 

occurrence of snap-off. The last images in the lower right corner show the saturations of 

the pore bodies and the orientation of the primary drainage process. 

 

As previously mentioned, it was used the quasi-static modeling, based on the work 

of RAOOF et al. (2013) was used in such a way that the capillary pressure curves versus 

the saturation of the wetting fluid (Pc-Sw) are obtained. The models generated by 

PoreFlow, after the numerical simulations, can be visualized using the Paraview 5.3.0 

program, as example given in Figure 3-18, which shows the primary drainage of a body-
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throat system whose saturations in the porous bodies constituting the system are 

displayed. 

 

3.1.11 Parameters definition for Two-phase Flow simulation 

As previously mentioned, the parameters used in two-phase flow simulations, 

such as fluid viscosities, the contact angle between the wetting phase and the boundaries 

of the body-throat systems, and the interfacial tension between the wetting and non-

wetting fluids can be changed easily in PoreFlow. In this step, the values of these 

parameters are obtained experimentally. 

For measurements of the contact angle and interfacial tension, a 

Kruss/Eurotechnica goniometer (Figure 3-20 (a)) was used based on a technique known 

as Drop Shape Analysis (DSA). The equipment, also called Drop Shape Analyzer, allows 

the measurement of the contact angle between the surface of the rock slabs and two fluids. 

The rock slabs are the same as those used in SEM-EDS analysis (Figure 3-6). 

 

Table 3-5. Total dissolved solids TDS, pH, viscosity, and density (ρ) for Model Brine 

and Model Oil A used for the contact angle measurements 

  

 Model Brine * Model Oil A* 

TDS (ppm) 35177 - 

pH 8.6 - 

Viscosity (cP) 0.968 1.96 

ρ (g/cm3) 1.031 0.785 
* Measurements at 25°C and 14.7 psi. 

 

The Contact Angle (CA) measurements were conducted using the rock slab and 

two fluids, an external phase (brine) in which the rock is immersed and a phase contained 

in the drop deposited on the rock surface (oil). Coquina samples 1-19B and 1-34A were 

aged for 1 day in Model Brine and 30 days in Model Oil A. Coquina samples 1-4 and 1-

20B were aged for 1 day in Brine B and 30 days in Oil B. Model Oil A and Model Brine 

parameters are shown in Table 3-5. Model Oil A does not contain resins or asphaltenes. 

Model Brine has salinity close to seawater (approximately 35,000 ppm), low hardness 

and basic pH. 

A complete procedure for aging, brine and oil composition analysis, and CA 

measurement can be found in FACANHA et al. (2016), DREXLER (2018) and 

DREXLER et al. (2018; 2019). Contact angle measurements were carried out at 1,000psi 
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(6.89 MPa) and 60°C. The aged rock slab was placed in the equipment’s chamber, which 

is filled with brine (either Model Brine or Brine B). A drop of oil (either Model Oil A or 

Oil B) was injected and images were continuously acquired to obtain both left and right 

contact angles every 30 seconds. The experiments were continued for 24 hours. Bulk oil 

cleaning was performed by rinsing the rock slabs with cyclohexane and subsequent 

centrifugation. 

Figure 3-19 shows contact angle measurements (θ) towards the denser phase 

(Brine B). Greater contact angle value represents more oil-wet behavior and a lower 

contact angle value indicates water-wet behavior, as presented before in Table 2-1.  

 

 

Figure 3-19 – Scheme illustrating the Contact Angle (CA) measurement procedure using 

Kruss/Eurotechnica DSA. Contact angles were measured every 30 seconds during 24 

hours. 

 

Interfacial Tension (IFT) values were measured based on DSA technique. The 

measurements consists of injecting a pendant drop of oil in the capillary tube from the 

bottom of the equipment (DSS Kruss/Eurotechnica goniometer). The drop then remains 

suspended due to the balance between gravity and interfacial forces. Further information 

can be found at DREXLER (2018). Measurements are performed every 30 seconds for 

the complete length of the test. During each measurement, the software from the 

equipment calculates the following output values: IFT, drop volume, drop surface area, 

drop shape parameter (B) and fitting error The IFT is calculated based on the folowing 

equation: 
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𝐵 = 𝑏 (
∆𝜌𝑔

𝜎𝑛𝑤
)
0.5

 (4.8) 

 

where b is the radius of curvature at the apex, Δρ is the density difference between both 

fluids, g is the acceleration of gravity and σnw is the interfacial tension. Spherical drop 

shapes decrease the precision of the measurements, so it is important to avoid B values 

lower than 0.5 in order to obtain reliable results (HOORFAR et al., 2005). BUTT et al. 

(2006) and YAKHSHI-TAFTI et al. (2011) give further information regarding the IFT 

numerical evaluation. 

The software from the equipment solves the force balance derived from the 

Young-Laplace Equation as follows: 

 

𝑑2𝑧

𝑑𝑥2
+ [1 + (

𝑑𝑧

𝑑𝑥
)
2

]
1

𝑥

𝑑𝑧

𝑑𝑥
= (2 + Bz) [1 + (

𝑑𝑧

𝑑𝑥
)
2

]

3/2

 (4.9) 

 

where x and z are the axis coordinates of the drop profile and parameter B given by 

Equation 4.8. 

The DSA tests study the IFT as a function of time for different pressures of the 

oil-brine systems. The selected procedure used for IFT evaluation was the “Same drop” 

experiments. 

The “Same drop” experiments consist of analyzing the effect of pressure on the 

IFT for the same drop. After reaching equilibrium, the pressure is increased. To avoid a 

decreased volume due to compression of the drop, oil is injected to keep the same drop 

volume for all test pressures. The experiment seeks to evaluate the equilibrium IFT 

reducing mass transfer diffusion time for the different pressures considered in the test. 

The experiments were selected to verify the contact angles for different coquina samples, 

once only one rock slab was generated from each studied plug. A complete procedure for 

the “same drop” IFT analysis can be found in DREXLER (2018) and DREXLER et al. 

(2018). 

In order to calculate the density difference between both fluids, it is necessary to 

verify each density, separately, as a function of pressure. Measurements were performed 

using an Anton Paar DMA HPM densitometer with a thermostatic bath. The injection 

pressure was controlled by using of Quizix pumps. Details can be found at PÉNELOUX 

et al. (1982) and DREXLER (2018). Model Oil A and Brine B density measurements 
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were obtained experimentally using the same procedures. After the measurements plots 

of pressure versus can be used to obtain density for each analysed fluid. The trend lines 

give a clear indication how the density is changing during the test. 

Fluid viscosities at atmospheric pressure and different temperatures (25ºC and 

60ºC) were measured with an Anton Paar 302 (Figure 3-20 (b)). It was also used the OLI 

Studio 9.6® software to estimate density and viscosity values of all fluids at different 

temperatures (25°C and 60°C) and different pressures (14.7 psi and 1,000 psi). 

 

 

Figure 3-20 – (a) DSS Kruss Goniometer for contact angle and interfacial tension 

measurements, (b) Anton Paar model M302 rheometer for fluid viscosities measurements, 

and (c) centrifuge system (model A-200 from Core Lab Instruments) for capillary 

pressure measurements.  

 

All measurements were used as input data for performing primary drainage 

simulations based on real parameters. Results of the simulations can be compared with 

data obtained from the tests performed with the centrifuge method, provided that the same 

input parameters are used: densities, viscosities, interfacial tensions and contact angles. 

Although the first three parameters can be used directly in the simulation, 

maintaining good correlation with the measured contact angles (through the dependence 

of the local rock-fluid interaction), it is important to have the a same value for the whole 

plug, even though the experiments were performed on a rock slab. 

3.1.11.1 Centrifuge Method 

The centrifuge method is widely used to obtain capillary pressure curves. The 

primary drainage tests were carried using a centrifuge system model A-200 from Core 

Lab Instruments (Figure 3-20 (c)). For the oil-brine drainage cycle, brine saturated 

coquina plugs are immersed in oil, known as Oil A. The selected plugs used during this 

procedure were 1-19B, 1-20B, and 1-34A. 
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During the tests, brine was expelled from the plugs at a given rate of rotation. 

Model Brine, as previously presented. The volumes were measured while the centrifuge 

is spinning at high velocities. The rate is then increased in stages, with the produced brine 

volumes being recorded for each rotation speed to give data that will be converted to Pc-

Sw curves. 

Important aspects to be considered during execution of the centrifuge test:  

i) Oil A properties are described in Table 3-6. Oil A is a mineral oil 

composed of a mixture of paraffinic and naphthenic hydrocarbons 

obtained from high pressure catalytic hydrogenation of petroleum 

distillates; 

ii) A capillary pressure gradient is applied during the test, which must 

inevitably give rise to a saturation gradient. This gradient is more 

exaggerated at low pressures; 

iii) Differences in wetting characteristics and oil compositions should be 

taken into account when applying laboratory data to modeling; 

iv) Estimated capillary pressure curves from centrifuge measurements 

were obtained using inverse non-linear regression method based on 

Maximum Likelihood Estimation (MLE) using the homographic 

parameterization as presented by Equation 4.13 and 4.14, following the 

procedure of ALBUQUERQUE et al. (2018); 

 

In order to generate the capillary pressure curves, fundamental equations 

(HASSLER & BRUNNER, 1945) are solved for primary drainage. The capillary pressure 

(Pc) can be calculated using: 

 

𝑃𝑐 =
1

2
 𝜔2∆𝜌 (𝑟1

2 − 𝑟2
2) (4.10) 

 

where 𝜔 is the centrifuge rotation speed, Δ𝜌 is the difference in density between the Oil 

D and Brine B, 𝑟1 and 𝑟2 are the radial distances to the sample extremities (top and bottom 

in the z direction, following the same pattern adopted during absolute permeability 

measurements with DV-4000®). 
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Table 3-6. Main parameters of Oil A used in this work during the primary drainage 

based on the centrifuge method. 

  

Oil A Viscosity (cP) Density (g/cm3) 

21ºC and 14.7 psi 23.5 0.844 

25ºC and 14.7 psi 19.6 0.843 

60ºC and 14.7 psi 5.63 0.818 

60ºC and 1,000 psi 14.5 - 

 

Fluid saturation at a given point in the sample subjected to a capillary pressure, 

Sw(Pc) is given by the following equation: 

 

𝑆𝑤̅̅̅̅ (𝑃𝑐) =
(1 + √1 − 𝑅)

2
 ∫

𝑆𝑤(𝑥𝑃𝑐)

√1 − 𝑅𝑥
𝑑𝑥

1

0

 (4.10) 

 

𝑆𝑤 =
𝑉𝑤
𝑉𝑝
=

𝑉𝑤
𝑉𝑤 + 𝑉𝑜

 (4.11) 

 

𝑅 = 1 − (
𝑟1
𝑟2
)
2

 (4.12) 

 

where 𝑆𝑊̅̅ ̅̅  is the sample average water saturation, 𝑉𝑤, 𝑉𝑝, and 𝑉𝑜 are the water, sample 

pore, and oil volumes, respectively. 

The homographic parameterization proposed by GLOTIN et al. (1990) can be 

defined as: 

 

𝑆𝑤(𝑃𝑐) = 𝑚𝑖𝑛 (1,
1 + 𝛼𝑆𝑤𝑖(𝑃𝑐 − 𝑃𝑑)

1 + 𝛼(𝑃𝑐 − 𝑃𝑑)
) (4.13) 

 

where 𝛼, 𝑆𝑤𝑖 and 𝑃𝑑 are parameters that are related to shape, irreducible water saturation, 

and initial displacement pressure, respectively. 

The analytic solution of the saturation equation for this parameterization can be 

obtained from the following equation: 

 

𝑆𝑤̅̅̅̅ (𝑃𝑐) =
(1 + √1 − 𝑅)

2
 (∫

1

√1 − 𝑅𝑥
𝑑𝑥

𝑃𝑑

𝑃𝑐

0

+ ∫
𝑆𝑤(𝑥𝑃𝑐)

√1 − 𝑅𝑥
𝑑𝑥

1

𝑃𝑑

𝑃𝑐

) (4.14) 
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According to ALBUQUERQUE et al. (2018), inverse methods are likely to result 

in comparable to smaller estimated water saturation errors when compared to pre-

smoothed direct methods, such as HASSLER & BRUNNER (1945), and FORBES 

(1994). These errors are introduced by numerical integration of the saturation equation 

(Equation 4.14). 

3.1.12 Optimized Simulation for Primary Drainage 

This step refers to numerical simulations of primary drainage in the samples of 

selected coquinas. The parameters obtained experimentally are used in the simulations to 

obtain the capillary pressure versus saturation curves. In this way, each simulation 

performed will be optimized for the coquina as function of the calibrated parameters, both 

relative to the rock and the fluids used. 

Following the workflow proposed at the beginning of this chapter, the simulations 

involving two-phase flow are based on data obtained through laboratory assays and tests, 

as well as simulations involving the software OLI Studio 9.6®:  

i) Contact angle and interfacial tension measurements from DSA; 

ii) Density and viscosity measurements and simulations using different 

fluids (Model Oil A, Oil A, Oil B, Model Brine, and Brine B); 

iii) Absolute permeability-calibrated pore systems (PNM) of different 

coquina samples reconstructed from X-ray computed μCT images with 

different pixel sizes; 

iv) Capillary pressure measurements from the centrifuge method for final 

comparison. 

At the end of this step, therefore, the estimates of the Pc-Sw curves are obtained, 

and can be compared to the same curves obtained experimentally by the centrifugation 

method. 

As described, for the purposes of calibration of the primary drainage simulation, 

the parameters of Model Oil A, Oil A and Model Brine were used. The parameters related 

to Oil B and Brine B were used for the numerical prediction of primary drainage in the 

pore systems of coquinas using fluids whose properties are similar to the fluids found in 

the Santos Basin Pre-Salt scenario. Brine B corresponds to formation brine from 

producing wells in a Pre-Salt field. Brine B parameters are presented in Table 3-7. Dead 

crude oil samples from Field B, known as Oil B, were supplied by Shell Brasil. Oil B 

corresponds to lighter crude and its parameters are presented in Table 3-8. 
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Table 3-7. Total dissolved solids TDS, pH, viscosity, and density (ρ) for the Brine B 

used in this work for the contact angle measurements and simulation purposes 

  

 Brine B 

TDS (ppm) 226,401 

pH*  5.7 

Viscosity (cP)* 2.135 

ρ (g/cm3)* 1.18 
* At 25 °C and 14.7 psi. 

 

 

Table 3-8 – SARA analysis, acid and basic numbers (TAN and TBN), viscosity and API 

for the Oil B used in this work for contact angle measurements and simulation purposes 

 

 Oil B 

Saturates (%wt) 64.06 

Aromatics (%wt) 25.98 

Resins (%wt) 8.46 

Asphaltenes (%wt) 1.50 

TAN (mg KOH/g) 0.37 

TBN (mg KOH/g) 4.0 

Viscosity (cP)* 14.5 

API 26.14 
* Measurements carried out at 60 °C, 14.7 psi 

 

Some important assumptions for conducting the simulations of primary drainage 

and subsequent comparison to data obtained through the centrifuge method are described 

below: 

i) Tests performed in the centrifuge were performed with Oil A and 

Model Brine; 

ii) Tests to obtain the contact angles were performed with a combination 

of the following fluids: Model Oil A and Model Brine, Brine B and Oil 

B; 

iii) Tests for obtaining the interfacial tensions (IFT) used the same 

combinations of fluids described as in (ii); 

iv) Some density and viscosity data were not obtained experimentally, but 

from the OLI Studio 9.6® simulator; 

v) For comparison with the Pc-Sw curves obtained by the centrifuge 

method, numerical simulations of a primary drainage were performed 
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with the contact angles and IFT obtained with a combination of Model 

Oil A and Model Brine; 

vi) Simulations with Oil B and Brine B, which are typical of some 

Brazilian Pre-salt fields, were carried out using experimental data with 

the calibrated PNM as described in this chapter, thus representing pore 

systems similar similar to these of rocks from the Brazilian Pre-salt. 
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4 RESULTS AND DISCUSSIONS 

This chapter presents the experimental and numerical results of the assays and 

studies described in Chapter 3 and presented in the workflow. 

4.1 Experimental Results 

In this section the main results from the experimental tests conducted are 

presented. Initially, the measurements of porosity and absolute permeability for the 

studied samples, the analyses of the petrographic thin sections and tests conducted with 

SEM, EDS, XRD, and the pore size distributions through the NMR technique are 

presented. Subsequently, results are presented concerning fluid analyses, such as densities 

and viscosities, as well as measurements related to rock-fluid interaction, such as contact 

angle, and fluid-fluid, such as interfacial tensions. These analyses are necessary for 

understanding two-phase flow in the pore systems of the coquinas. 

4.1.1 Porosity and Absolute Permeability Measurements 

Table 4-1 shows the measurements obtained with the porosimeter/permeameter 

DV-4000 for samples 1-4, 1-19B, 1-20B and 1-34A.  

 

Table 4-1 – Basic petrophysical properties of four samples. 

 

Sample Pore 

Volume 

(cc) 

Porosity 

He (%) 

Permeability 

N2 (mD) 

Grain 

Density 

(g/cc) 

Diameter 

(cm) 

Length 

(cm) 

Mass 

(g) 

1-4 

1-19B 

1-20B 

1-34A 

5.26 

6.82 

6.57 

5.74 

14.7 

19.8 

18.7 

16.3 

33.19 

765.09 

1,075.01 

639.08 

2.70 

2.69 

2.69 

2.69 

3.63 

3.50 

3.62 

3.60 

3.52 

3.61 

3.61 

3.53 

82.26 

74.26 

77.04 

79.30 

 

Figure 4-1 shows, for the Bed 2B layer, the location of the regions from which the 

samples studied were taken. From the permoporosity data it was possible to identify three 

regions that present very distinct characteristics. In order to characterize the samples, 

three porosity and absolute permeability (Kabs) levels were assumed, as follows: 

i) For the porosity measurements, values up to 10% were defined as low 

porosity; intermediate porosity between 10% and 15%; and high 

porosity above 15%; 
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ii) For the Kabs measurements, values up to 150 mD were defined as low 

permeability; Kabs intermediate values between 150 mD and 650 mD; 

and high Kabs values greater than 650 mD; 

Hence, the results of the measurements with the poropermeameter helped to 

characterize of the 4 selected samples, also shown in Figure 4-1 (b): 

i) Sample 1-4: Intermediate porosity and low Kabs; 

ii) Samples 1-19B and 1-20B: High porosity and high Kabs; 

iii) Sample 1-34A: High porosity and intermediate Kabs; 

 

Figure 4-1 – Identification of Bed 2B (a) regions from which the samples were collected 

and (b) characterization of three distinct regions as a function of their permo-porous 

properties. 

 

Samples with high and intermediate Kabs (1-19B, 1-20B and 1-34A) were then 

selected for the experimental primary drainage test using the centrifugation method. 

4.1.2 Thin Section Analysis 

Thin sections were also obtained and analyzed for visual evaluation of the total 

porosity of the samples. Figure 4-2 presents some regions of interest (ROI) in the images 

of the analyzed petrographic thin sections. 
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Figure 4-2 – Images obtained from the analysis of thin sections, aiming the analysis of 

the pore system, for the samples (a) 1-4, (b) 1-19B, (c) 1-20B and (d) 1-34A. All images 

were obtained with the optical microscope Zeiss Imager M2m. 

 

This visual evaluation step assists in the determination of porosity during the 

segmentation stage, since it is possible to analyze a region of interest (ROI) that allows a 

correlation between the porous system being visualized and what will be obtained using 

μCT. Figure 4-2 shows some ROI selected for each sample, in order to observe the pore 

system in greater detail. The blue color in the images present refer to epoxy blue resin 

that allows a better contrast between the pores and the rock. 

When analyzing the images of thin sections in Figure 4-2, a preliminary evaluation 

of the samples can be made: 

i) Sample 1-4: Rocks consisted of robust, whole and fragmented bivalves, 

that are well preserved and with a low intensity fragmentation rate. 

Shell fragments range from approximately 1 mm to 15 mm, with shells 

larger than 2 mm predominant. Bioclasts are moderately oriented and 

poorly sorted. There are rare (2%) subangular siliciclastic grains of low 

sphericity, moderately sorted and of an average size of 0.5 mm. There 

are traces of opaque minerals, classified as microcrystalline pyrite. The 

rock is grain-supported with an open framework. Bioclasts present 

longitudinal and sometimes sutured contact. In this way, they have 
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dense packing. Several phases of dissolution have generated the current 

porosity. The types of porosity present are: interparticle, intraparticle, 

moldic and vugular. Predominance of vugular and interparticle 

porosity; 

ii) Sample 1-19B: Rock formed by fragments of robust and medium 

shells, with fragments ranging from approximately 0.3 mm to 9 mm. 

The rock is well sorted, with most bioclasts having a size up to 4 mm. 

Presence of rare siliciclastic (3%) angular and spherical grains, with an 

average size of 0.5 mm. There are also rare fragments of disarticulated 

ostracodes (2%) and traces of microcrystalline pyrite. The rock is grain 

supported, with an open framework and dense packing. Bioclasts are 

moderately oriented. The rate of fragmentation of the bioclasts is high. 

There was mechanical compaction. It is possible to reconstruct some 

shell fragments, demonstrating that there was fragmentation, but there 

was no subsequent transport to remove these fragments. The types of 

porosity present are: intraparticle, interparticle, vugular, moldic, 

intercrystalline and breccia. Predominance of intraparticle, interparticle 

and intercrystalline porosities, with the least significant being the 

moldic porosity; 

iii) Sample 1-20B: Rock formed by fragments of shells, rounded, 

predominantly robust, with size varying from 0.5 mm to 10 mm. It has 

a medium intensity fragmentation rate. Bioclasts are composed mainly 

of bivalves, with rare presence of gastropods and ostracodes. Rare 

angular siliciclastic grains of low sphericity, with an average size of 0.5 

mm. The rock is grain supported and with an open framework. 

Bioclasts, moderately sorted and oriented, have dense packing. The 

contact between them is predominantly longitudinal, although punctual 

contact also occurs. There are bioclasts with a thin micrite layer. The 

rock was cemented at least twice. Several phases of dissolution have 

generated the current porosity. The types of porosity present are: 

intraparticle, interparticle, vugular, intercrystalline, breccia, shelter and 

moldic; 

iv) Sample 1-34A: Rock formed by fragments of robust shells. Size of the 

fragments of the bioclasts vary from 1 mm to 8 mm, which are poorly 
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sorted and moderately oriented. They have low intensity fragmentation 

rate with little sign of abrasion. There is a rare presence of siliciclastic 

grains (2%), sub-rounded, spherical and with an average size of 0.5 

mm. The rock is grain supported with open framework. The packing is 

dense, with contact between the point and longitudinal bioclasts. The 

interparticular cement is fine. Several phases of dissolution have 

generated the current porosity. The types of porosity present are: 

intraparticula, interparticula, vugular and intercrystalline. With 

predominance of interparticle and vugular porosities and less 

significance of intraparticle porosities. 

 

It is important to highlight that the analysis of the petrographic thin sections helps 

to identify the main types of porosity in samples of the sorted coquinas. Table 4-2 shows 

the main types identified. 

 

Table 4-2 – Identified porosity types based on thin section analysis. 

 

Sample Porosity Types 

1-4 

1-19B 

 

1-20B 

 

1-34A 

Interparticle, Intraparticle, Moldic, and Vugular 

Interparticle, Intraparticle, Moldic, Vugular, 

Intercrystal, and Breccia 

Interparticle, Intraparticle, Moldic, Vugular, 

Intercrystal, Shelter and Breccia 

Interparticle, Intraparticle, Intercrystal, and 

Vugular 

 

Several dissolution phases generated the current porosity of several of the 

samples: 1-4, 1-20B, and 1-34A. The measured porosity and absolute permeability values 

indicate good connectivity between the meso- and macro-pores for samples 1-19B, 1-

20B, and 1-34A, which could be evaluated from the this section analysis. Figure 4-3 

identifies the contours and sizes of bivalve shells of sample 1-34A, showing interparticle 

and intraparticle porosity. 
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Figure 4-3 – Scanned images of sample 1-34A obtained with optical microscopy showing 

(a) blue epoxy resin filling the pores of the thin section, (b) highlighted in red the contours 

of bivalve shells, and (c) highlighted in yellow the size of the bivalve shells. 

 

4.1.3 SEM-EDS Analysis 

SEM was used next to analyze the surface of the selected rock slabs in order to 

evaluate the characteristics and dimensions of different pore structures. Central areas of 

the cut rock slabs (Figure 3-6) were selected for this purpose. 

The images in Figure 5-4 show a gradual zoom of this region, with increases of 

50, 150, 300, 800, 1200 and 2000 times the original size for the rock slab of sample 1-

34ª, of a region which constituted the inner part of a bivalve shell. Figure 4-4(a) shows 

the presence of several large pores in the order of a few millimeters, externally to the 

center of the bivalve, while the largest zoom shows pores larger than 30 m (Figure 4-4 

(f)). These observations suggest that optical microscope analyses of the thin section were 

consistent since they showed the same patterns: predominance of interparticle and 

vugular porosities in different regions. These results are important to understand the main 

aspects related to the pore size distribution and the connectivity of these pore systems. 

Figure 4-5 shows the same gradual zoom for a slab rock 1-20B. In this case, the 

presence of a dense packing of bioclasts and the presence of cementation are observed 

from the images with the greatest increase. Figure 4-5 (a) shows pores with dimensions 

from a few microns up to a few millimeters. Although the SEM images show much 

information about the rock matrix, the permoporosity data indicate a sample with high 

porosity and high Kabs, contrasting with information obtained directly from the SEM. This 

is one indication of the considerable heterogeneity of this sample, while also suggesting 

that the rock slab may not be the a proper REV of the sample. 
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Figure 4-4 – SEM images of a rock slab of sample 1-34A obtained with an increase of (a) 

50; (b) 150; (c) 300; (d) 800; (e) 1200, and (f) 2000 times the selected region of the rock 

slab. Fig. 5a shows the presence of two large pores of a few millimeter each (A and B). 

 

 

 

Figure 4-5 – SEM images of a rock slab of sample 1-20B obtained with an increase of (a) 

50; (b) 150; (c) 300; (d) 800; (e) 1200, and (f) 2000 times the selected region of the rock 

slab. Fig. 5a shows the presence of a large pore (A) of a few millimeter and a small pore 

with few micron (B). 

 

Several regions were particularly challenging for analyzing the pore system and 

the rock composition of some of the coquina samples. Regarding the sample 1-34A, it 

was selected a southern region from the cut rock slab was selected to perform an EDS 

analysis. The analysis was very helpul to evaluate dubious regions, which could be 

interpreted visually as pores or as material with a lower attenuation coefficient in the μCT 
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images, as well as providing a qualitative indication of the elements presented in the 

sample. Figure 4-6 (a) shows three well-identified regions (represented by the letters A, 

B and C above the arrows, in the image). The yellow arrow (A) indicates a pore that is a 

few mm wide, while the red arrow (B) points to a well-defined pore (in the center) 

surrounded by a region that is more poorly defined. That region has a grey-level quite 

similar to that of the area in blue (C), which clearly does not correspond to a pore. The 

EDS allowed us to identify the latter region (C) as being composed of siliciclastic material 

(Figure 4-6 (d)), which was already identified in the thin section. 

 

 

Figure 4-6 – (a) EDS image of the analyzed area, identifying three well-defined regions 

(A, a well-defined pore, B, a pore-centered region with dark grey level around it, and C, 

a dark grey level region similar to B but with no obvious pore boundary), (b) visual 

evaluation (colors) of the different components of the sample; (c) abundant presence of 

calcium, (d) presence of silicon in a small region (white dots), (e) oxygen,  and (f) carbon 

distributed around the sample. 

 

Rock lithology evaluation is an important step during EDS analysis which will 

help to establish correlations between the relaxation time T2 and the pore radius. This 

then can be done using Eqs 4.3 and 4.4, based on the right selection of the surface 

relaxivity parameter (ρ2). As previously mentioned, this parameter is linked to the 

rock/fluid interaction. The value of ρ2 equals to 35.76 μs from the work of LUNA et al. 

(2016) while HOERLLE et al. (2018) considers the composition of coquina samples from 

Bed 2B higher than 90% of calcite (CaCO3). 
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As an example Figure 4-7 presents the analysis of a rock slab area of sample 1-

19B with the identification of two regions: a first one referring to a well-defined pore, 

surrounded by a region with a darker gray scale (region A) and a region defined by well-

delimited grains with a lighter color, corresponding to pyrite (FeS2), according to Figure 

4-7 (d). Figures 4-7 (b) and (c) correspond to a region predominantly formed by calcium, 

the constituent of which is identified as calcite (CaCO3). 

 

 

Figure 4-7 – (a) EDS image of a ROI from a rock slab of sample 1-19B, identifying three 

well-defined regions (A, a well-defined pore, B, a grain-centered region with light grey 

level), (b) visual evaluation (colors) of the different components of the sample; (c) 

abundant presence of calcium, and (d) presence of sulphur and iron in a small region 

(white dots), identified as pirite (FeS2). 

 

Figure 4-8 shows the spectrum of the main elements identified from the image in 

Figure 4-7 (a). The presence of large amounts of the calcium, oxygen and carbon, 

components of calcite can be verified, being identified throughout the sample. The region 

identified by the yellow arrow (arrow B) corresponds to pyrite whose presence can be 

verified in the analyzed spectrum. Two smaller peaks, referring to sulfur and iron are also 

easily visualized. Some remnants also exist of magnesium and silicon, the latter being 

associated with quartz (SiO2). The large amount of beryllium observed in the first peak 
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refers to the stabilization of the equipment during the first stages of the analysis, not 

specifically corresponding to some material present in the sample.  

 

 

Figure 4-8 – Spectrum of the main elements identified in the image of Figure 4-7 (a) from 

EDS analysis. It is possible to verify large amount of calcium, oxygen and carbon, mainly 

related to calcite (CaCO3). There is also a presence of sulphur and iron, identifying pirite 

in specific regions of the sample. Small quantities of magnesium and silicon occurs also. 

The large amount of beryllium identified at the first peak is related to the stabilization of 

the equipment during the first stages of the analysis with no direct correlation to the 

sample. Accelarating voltage was 15 keV. 

 

Table 4-3 presents a quantitative analysis regarding the area analysis of Figure 4-

7 and the spectrum presented in Figure 4-8. This spectrum for the selected area detected 

around 30% calcium, 53% oxygen, and 15% carbono (%weight), typical of calcite. The 

results also indicate the presence of iron (around 1.3%), and sulphur (around 0.7%) 

related to pirite, as previously identified. A small concentration of silicon (around 0.3%) 

also indicates the presence of quartz.  

 

Table 4-3 – EDS quantitative analysis (%wt) for the main elements of a ROI selected 

from the rock slab 1-19B. 

 

Sample Calcium 

(%wt) 

Carbon 

(%wt) 

Oxygen 

(%wt) 

Silicon 

(%wt) 

Sulphur 

(%wt) 

Iron 

(%wt) 

1-19B 30.2 14.6 52.8 0.3 0.7 1.3 
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Figure 4-9 – Spectrum obtained from EDS analysis of the main elements of a ROI of each 

rock slab (a) 1-4; (b) 1-20B; and (c) 1-34A. It is possible to verify large amounts of 

calcium, oxygen and carbon, mainly related to calcite (CaCO3). The presence of sulphur 

and iron, indicates pirite in specific regions of the sample, while silicon, indicates 

presence of quartz. The large amount of beryllium and chloride identified at the first peak 

is related to the stabilization of the equipment during the first stages of the analysis with 

no direct correlation to the sample. Accelarating voltage of 15 keV. 

 

 

Figure 4-9 presents the main elements found during the evaluation of different 

ROI from different rock slabs: 1-4, 1-20B, and 1-34A. The SEM-EDS images are 

presented with the spectra related to them. The results clearly indicate the main 

component of all coquina samples: calcite.  
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4.1.4 XRD Analysis 

XRD results for the studied coquina samples are showed in Table 4-4. As 

expected, from the SEM-EDS analysis, coquinas are rich in calcite and contain small 

percentage of quartz and some pyrite (not measureable). It should be considered that the 

actual surface Ca content of these samples is not known. The SEM-EDS results presented 

in this chapter showing higher calcium concentrations at the surface is likely correct. 

Furthermore, being very heterogeneous reservoir rocks, the composition may differ 

among the different slabs. The analysis could not be performed in a greater number of 

rock slabs due to limited number of samples. 

 

Table 4-4 – XRD quantitative analysis (%wt) of the coquina samples. 

 

 Sample Quartz Pyrite Calcite Clays 

Coquina 

1-4 1 * 99 - 

1-19B 1 * 99 - 

1-20B 1 * 99 - 

1-34A * * 100 - 
* Presence (i.e. lower than 1%). 

 

The results of the SEM-EDS and XRD analyses indicate that the coquinas contain 

more than 99% of calcite. This result is important because it provides two important 

pieces of information: 

i) It is possible to consider the surface relaxivity parameter (ρ2), as 

previously described, as 35.76 μs. LUNA et al. (2016) and HOERLLE 

et al. (2018) consider this value based on the composition of Bed 2B 

coquinas to be higher than 90% of calcite. This parameter is paramount 

to correlate relaxation time T2 and the pore radius, from NMR 

measurements, accordingly; 

ii) The XRD analysis indicates that the samples do not contain any type of 

clay. This is important to understand the connectivity of the pore 

systems, since clay could reduce the permeability of the samples; 
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4.1.5 NMR Analysis 

This section addresses the results obtained from the NMR technique to verify pore 

size distribution (PSD). Prior to saturation, as described in Chapter 3, the samples were 

microtomographed, and the results will be presented later in this chapter in another 

section. 

Table 4-5 shows the Saturation Indexes (SI) results of the samples. Although the 

SI values were below 98%, the saturation procedure was considered satisfactory, since as 

indicated by. LUNA et al. (2016), complete saturation due to problems filling vugs 

present on the surface of the samples with the saturating fluid. These porous structures 

significantly decrease the effectiveness of the saturation process. 

 

Tabela 4-5 – Saturation Index (SI) for each studied sample. 

 

Sample Dried 

Mass (g) 

Saturated 

Mass (g) 

Brine 

Density 

(g/cm3) 

Pore 

Volume 

(cm3) 

SI (%) 

1-4 82.21 87.43 1.039 5.26 95.51 

1-19B 74.10 80.94 1.039 6.82 96.53 

1-20B 76.76 83.29 1.039 6.57 95.66 

1-34A 79.10 84.83 1.039 5.74 96.09 

 

Table 4-6 shows a comparison of results of the porosity measurements (obtained 

using DV-4000 gas permeameter) and porosities obtained using NMR. This is an 

important calibrator for the construction of PSD curves because inconsistent values 

between these two techniques would lead to erroneous interpretations of the results. 

Like LUNA et al. (2016) and HOERLLE et al. (2018), the transformation of T2 

into radii assumed spherical shapes for the pores and a surface area factor (S) equal to 

three (3). For the classification of pore sizes, from an analysis by LØNØY (2006) of the 

interparticle pores and following HOERLLE et al. (2018), the following pore diameter 

size ranges were considered for classification of the NMR data: micropores below 50 μm, 

mesopores from 50 to 100 μm, and macropores above 100 μm. 
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Table 4-6 – Porosity values obtained with the Permeameter and NMR techniques. 

 

Sample 
Porosity (Phi) 

NMR (%) 

Porosity (Phi) 

Porosimeter (%) 

Relative 

Difference (%) 

1-4 14.26 14.7 3.0 

1-19B 18.36 18.7 1.8 

1-20B 19.74 19.8 0.3 

1-34A 15.72 16.3 3.6 

 

Figure 4-10 shows the PSD curves and cumulative porosities of sample 1-4. An 

analysis of the curves indicates that: 

i) The PSD curve shows that the pore array with radius below 10 μm 

represents a significant portion of the porosity, although the peak 

distribution is between 40 μm and 50 μm. This sample has an average 

porosity and a low permeability. Thus, according to LØNØY (2006) 

and HOERLLE et al. (2018), sample 1-4 has the majority of pores 

represented by micropores, according to the classification based on the 

NMR data; 

ii) The cumulative porosity curve indicates that about 20% of the porosity 

is formed by pores with radii up to 10 μm, representing a significant 

portion of this petrophysical property; 

 

 

Figure 4-10 – (a) PSD curve obtained from the NMR data, and (b) cumulative porosity 

for sample 1-4. 

 

The results show that sample 1-4, which has a low Kabs, must have a large part 

of its effective porosity related to pores with dimensions equal to or less than 10 μm. 

Figure 4-10 (a) shows a very characteristic secondary peak around 0.1 μm. Notably, the 
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PSD curve appears to have another peak (intermediate Gaussian) for some value between 

1 μm and 10 μm, although this peak is relatively ill defined as a function of the sums of 

Gaussians that generate the PSD curve. 

Figure 4-11 shows the PSD curves and cumulative porosity of sample 1-19B. The 

curves it can be verified that: 

i) Three very distinct peaks in the PSD curve are present: the first around 

0.5 μm, the second between 7 μm and 8 μm, and the largest of them 

between 70 μm and 80 μm. This sample has a relatively high porosity 

and high permeability. Thus, according to LØNØY (2006) and 

HOERLLE et al. (2018), sample 1-19B has the majority of its pores in 

the form of meso- and macropores; 

ii) By observing the accumulated porosity curve, one can see that about 

65% of the porosity of this sample is in the range of meso- and 

macropores; 

 

 

Figure 4-11 – (a) PSD curve obtained from NMR data, and (b) cumulative porosity for 

sample 1-19B. 

 

Figure 4-12 shows the PSD curves and cumulative porosity for sample 1-20B. The 

curves indicate that: 

i) The PSD curve is slightly different from the PSD curve of sample 1-

19B, although the sample 1-20B also has three distinct peaks, the first 

peak is not as well defined as in the previous sample, although its peak 

is also around 0.5 μm. The second peak is in the range of 7 μm to 8 μm, 

and the highest peak is between 70 μm and 80 μm. This sample was 

described earlier as having high porosity and high permeability. Thus, 
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according to LØNØY (2006) and HOERLLE et al. (2018), the sample 

1-20B has the majority of the pores represented by meso- and 

macropores; 

ii) It is possible to note that the cumulative porosity curve, which shows 

that around 60% of the porosity of this sample is in the meso and 

macropore range; 

 

 

Figure 4-12 – (a) PSD curve obtained from NMR data, and (b) cumulative porosity for 

sample 1-20B. 

 

Samples 1-19B and 1-20B, which were removed from closely related regions, 

have characteristics regarding the distribution of their very similar pore sizes. However, 

as shown in Table 4-1, the permeability difference is significant, around 300 mD, stating 

that although the PSD curves are quite analogous, the way these pores are connected and 

the geometries of the porous systems are not identical. 

Finally, Figure 4-13 shows the PSD curves and accumulated porosity for sample 

1-34A. From the analysis of the curves it can be verified that: 

i) Sample 1-34A does not show the very characteristic peaks found in 

samples with higher porosity and Kabs. However, one can estimate the 

first peak in the range of 0.6 μm, while the second peak is in the range 

of 9 μm to 10 μm. The third and largest of them is in the 90 μm and 100 

μm range. This sample was described, in the present work, having high 

porosity and high permeability. Thus, according to LØNØY (2006) and 

HOERLLE et al. (2018), sample 1-20B has the majority of the pores 

represented by meso and macropores; 
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ii) By observing the accumulated porosity curve, it can be seen that 

something around 60% to 65% of the porosity of this sample is in the 

range of meso and macropores; 

 

 

Figure 4-13 – (a) PSD curve obtained from NMR data, and (b) cumulative porosity for 

sample 1-34A. 

 

4.1.6 Fluids Analysis 

The step of analyzing the densities and viscosities of the fluids used in this work 

is extremely important for the purpose of characterizing the contact angle and interfacial 

tension between two fluids during the primary drainage simulations in the digital systems 

that are reconstructed from the microtography images of X ray.  

From the information presented in Chapter 3, the fluid density measurements used 

to conduct the subsequent numerical tests were obtained. The obtained curves show the 

density values measured at different pressures, keeping the temperature constant and 

equal to 60ºC. 

Figures 4-14 and 4-15 show the measured density values and the fitting equations 

as a function of the linear regression of the points obtained for Oil B and Brine B, 

respectively. 
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Figure 4-14 – Density measurements of Oil B at 60ºC using Anton Paar DMA HPM 

densitometer with a thermostatic bath at different pressures. 

 

 

 

Figure 4-15 – Density measurements of Brine B at 60ºC using Anton Paar DMA HPM 

densitometer with a thermostatic bath at different pressures. 

 

The viscosity values estimated through the OLI Studio 9.6® software for all the 

fluids mentioned above are shown in Table 4-7. Estimatives were made at 25 °C and 60 

°C at 14.7 psi (atmospheric pressure) and 1000 psi were performed. This information is 

essential for the simulation of primary drainage with different scenarios: comparing with 

the data from the experiments performed in the centrifuge, and for studies involving the 

Pre-salt scenario. In the same Table 4-7 the estimated density values for Model Oil A and 

Model Brine are presented through the same software. 
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Table 4-7. Viscosity (cP) and density(g/cm3) estimates for Model Brine, Model Oil A, 

Brine B, and Oil B from measurements and simulations using OLI Studio 9.6® software 
  

Fluid Model 

Brine 

Model 

Oil A 

Oil A Brine 

B 

Oil B 

Vicosity (cP) at 21ºC / 14.7 psi 0.970 1.970 26.2 2.272 62.07 

Vicosity (cP) at 60ºC / 14.7 psi 0.516 0.992 5.63 1.192 16.07 

Vicosity (cP) at 60ºC / 1,000 psi 0.516 1.162 14.5 1.194 18.61 

Density (g/cm3) at 21ºC / 14.7 psi 1.027 0.785 0.844 1.209 0.862 

Density (g/cm3) at 60ºC / 14.7 psi 1.012 0.762  1.192 0.850 

Density (g/cm3) at 60ºC / 1,000 psi 1.015 0.771  1.193 0.854 

 

4.1.7 Contact Angle Measurements 

As previously stated in Chapter 3, Kruss/Eurotechnica DSA equipment was used 

for contact angles measurements. The procedure presented by DREXLER et al. (2019) 

states that measurements are performed every 30 seconds for the complete experiment 

time. In order to discuss the results, the ANDERSON (1986) criteria to classify wettability 

is considered: 

i) CA < 60°: Water-wet 

ii) 60° < CA < 75°: Weakly water-wet 

iii) 75° < CA < 105°: Intermediate-wet 

iv) 105° < CA < 120°: Weakly oil-wet 

v) CA > 120 °: Oil-wet 

Table 4-8 shows the contact angle measurements obtained after the experiments 

in the DSA. It is important to note that because of the number of rock slabs available for 

the CA tests, two samples were used for each Brine/Oil combination. Samples 1-19B and 

1-34A were selected for the calibration of the simulations as a function of the data from 

the centrifuge tests, as well as the calibration of the digitally reconstructed porous systems 

as a function of the Kabs, as will be described later. Table 4-9 shows the CA 

measurements for the rock slab of sample 1-19B at different pressures and at the 

temperature of 60 °C. 

The results obtained from SEM-EDS and XRD analysis show that all samples 

have more than 99% of calcite in their composition and therefore present similar behavior 

regarding the rock-fluid interaction, obviously, the same fluid-fluid combination. 
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Table 4-8. Contact Angle (CA) measurements involving the coquina rock slabs and the 

interaction between selected fluids at 60ºC and 1,000 psi. 
  

Rock Slab Model Brine / 

Model Oil A – CA 

Brine B / Oil B 

– CA 

1-4 - 131º 

1-19B  42º - 

1-20B - 127º 

1-34A 44º - 

 

It can be stated that the CA difference between sample 1-19B and 1-34A could be 

related to the surface roughness and composition of each rock slab. Altough all samples 

were polished, minor alteration in measurements can occur. Coquina samples have 

considerable roughness in agreement with their greater porosity and wider pore 

distribution. 

Discussion about the aging process can be found elsewhere, altough the procedure 

was similar to those found in the literature (DREXLER et al., 2019; FACANHA et al., 

2016): 

i) The samples were kept at constant reservoir (test) temperature: 60ºC; 

ii) The rock slabs were aged in brine for 1 day: Model Brine for samples 

1-19B and 1-34A, and Brine B for samples 1-4 and 1-20B; 

iii) The rock slabs were aged in oil for 30 days: Model Oil A for samples 

1-19B and 1-34A, and Oil B for samples 1-4 and 1-20B; 

iv) The cleaning of bulk oil on the surface was done by centrifugation in a 

tube filled with the test brine at 3000 rpm for 20 minutes. 

The last topic is also important: CA cannot be measured on the surface if it is 

covered by an excess bulk oil film, once it is not representative of the solid surface. 

The obtained CA measurements indicate two different behaviors: 

i) CA of the coquina samples (1-19B and 1-34A) aged and measured with 

the combination of Model Oil A and Model Brine indicate a water-wet 

behavior; 

ii) CA of the coquina samples (1-4 and 1-20B) aged and measured with 

the combination of Oil B and Brine B indicate an oil-wet behavior. 

These measurements indicate a clearly changing in wettablity from water-wet to 

oil-wet just changing the fluids composition and their interaction with the rock surface. 
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These measured CA can be used for drainage simulation purposes, using the results of 

samples 1-19B and 1-34A to check the Pc-Sw curves from the centrifuge method. 

 

Table 4-9. Contact Angle (CA) measurements at different pressures involving the 

coquina rock slab from sample 1-19B and the interaction between selected fluids. 
  

Pressure (psi) Model Brine / Model 

Oil A – CA 

1,000 43.7º 

2,000  42.5º 

3,000 41.8º 

4,000 41.2º 

5,000 40.2º 

 

4.1.8 Interfacial Tension Measurements 

Interfacial Tension (IFT) values were measured using DSS Kruss/Eurotechnica 

goniometer based on DSA technique, as previsously described (Chapter 3). The 

measurement were conducted using two different pressures: 1,000 psi and 5,000 psi. The 

combination of the fluids were the same as those defined during the CA measurements: 

the first fluid-fluid interaction between Model Brine and Model Oil A, and the second 

one between Brine B and Oil B. 

Table 4-10 presents the results of IFT measurements according to each fluid-fluid 

interaction. Experiments were carried out at 60ºC. Pre-Salt crude, Oil B, contains high 

concentrations of surface-active components (i.e. resins and asphaltenes) which is not 

found at Model Oil A. The results show that Oil B have relatively low values of interfacial 

tension with Brine B in comparison with IFT measurements from the interaction of Model 

Oil A and Model Brine. 

 

Table 4-10. Interfacial Tension (IFT) measurements involving the combination of 

selected fluids. 
  

Presure (psi) / 

Temperature 

IFT (mN/m): 

Model Brine / 

Model Oil A 

IFT (mN/m) 

Model Brine / 

Oil A 

IFT (mN/m) 

Brine B / Oil B 

14.7 / 21ºC  27.2  

1,000 / 60ºC 30.2  10.5 

5,000 / 60ºC 29.2  10.3 

 



 

 

116 

Although interfacial tension measurements were performed at relatively high 

pressures, it is seen that at a pressure variation of 4,000 psi there was no significant change 

in the measured values for IFT. 

Some important observations should be made regarding the IFT measures carried 

out: 

i) The effect of pressure is weak compared to that of temperature for 

similar fluids composition and rock lithology (DREXLER, 2018); 

ii) The DSA measurement of the IFT is linearly dependent on the density 

difference between the phases for fluids with similar or equal 

composition (DREXLER et al., 2018); 

Although all IFT measurements for Brine B and Oil B interaction were performed 

at pressures ranging from 1,000 to 5,000 psi, the primary drainage simulations involving 

Oil A and Model Brine are conducted at 14.7 psi pressure. According to the obtained 

measurements, the IFT value for this interaction is presented in Table 4-10 can be used 

for simulation purposes. However, temperature may play a more significant role in IFT 

values. 

4.2 Digital and Numerical Results 

4.2.1 X-ray Computed Microtomography 

The first topic to address for each μCT image package refers to the acquisition 

and reconstruction time, as well as the number of slices and file size. Table 4-11 presents 

all these information. The reconstruction of digital models is related to the file size, once 

it was used Avizo® 9.5 software for post-processing and data manipulation.  

It can be verified that μCT images file sizes with higher resolution (9.97μm) have 

at least 60GB of data that should be loaded and treated using visualization software, such 

as Avizo® 9.5, using a large amount of RAM. A powerful GPU is also necessary for post-

processing and visualization purposes. As previously described, all computational efforts 

from filtering to numerical simulation were performed using a robust workstation. 

Nevertheless, the computational cost for higher resolution images manipulation is 

extremely high and this topic willbe address throughout this chapter. 
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Table 4-11. Acquisition time (h), number of slices, reconstruction time (h), obtained 

pixel size (μm), and file size (GB) for the studied coquina samples μCT images 
 

Sample Acquisition 

Time (h) 

Number 

of slices 

Reconstruction 

Time (h) 

Pixel Size 

(µm) 

File Size 

(GB) 

1-4 6.595 3,901 4.0272 9.97 64.8 

1-19B 8.0969 4,304 9.9061 9.97 71.5 

1-20B 3.6614 3,893 7.7655 9.97 64.6 

1-34A 5.4883 4,161 8.9977 9.97 62.2 

1-4 1.3119 2,197 1.5241 18.52 10.2 

1-19B 1.3783 2,179 0.5881 18.87 8.25 

1-20B 1.1605 2,196 1.2411 17.81 9.11 

1-34A 1.6611 2,210 0.2803 18.16 10.3 

1-4 1.3869 1,705 0.5394 24.95 4.59 

1-19B 1.4232 1,807 0.2655 24.95 4.86 

1-20B 1.3572 1,739 0.2703 24.95 4.08 

1-34A 1.3665 1,999 0.3011 24.95 4.69 

 

Based on the acquisiton and pre-processing parameters presented and discussed 

in Chapter 3, after μCT image acquisition is the application of specific filters to reduce 

noise from the images and to sharpen them. As already stated, it was used the non-local 

means filter to reduce the image noise, specially the salt-and-pepper effect after the 

reconstruction of the images. It was selected Avizo® 9.5 software to pass the non-local 

means filter (Figure 4-16 (b)) and to reconstruct the 3D model of the rock, as well as to 

segment the image. 

There is a possibility to use different post-processing image filters, such as 

Median, Gaussian, Anisotropic diffusion etc. All filtering steps in this work were 

performed with Non-local means filter. This filter is capable to reduce dramastically the 

salt-and-pepper noise as well as to enhance the contrast between different phases, such as 

rock components and the rock-pore interfaces, make them sharper and distinguishable. 

The image evaluation stage starts with loading the images themselves and then 

using the selected filter, in this case Non-local means. From these data are selected 

volumes of interest, through cutting tools and selection of the software itself. For the rock 

slabs, cuboids were selected that had the maximum volume of the samples (according to 

the red squares present in Figure 3-6). The superficial regions pain rock slabs were 

excluded due to two main points: 

i) To avoid edge effects from acquisition and that generate greater 

interference and noise in the outermost regions of the reconstructions; 
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ii) Exclude regions that overlap the background causing more difficulties 

in the later segmentation stage. 

 

 

Figure 4-16 – Main step related to the noise reduction of (a) an original μCT image using 

(b) non-local filter from Avizo® 9.5. It is possible to verifiy that the image after the filter 

application is sharper and presents less salt-and-pepper noise. 

 

For the plugs, the cylinders with the largest possible volumes were selected 

excluding the outermost regions that could lead to interference, as previously explained. 

The steps related to the passage of the filter, selection of the volumes and their 

cuts are more computationally costly as the images with higher resolution are processed. 

The use of a more powerful GPU dramatically reduces the time required to apply the 

filter. The manipulation of volumes through specific display functions such as Volume 

Rendering, for example, are also influenced by the GPU, amount of RAM and CPU 

processing capacity. 

4.2.2 Segmentation 

This topic will address the results obtained through different segmentation 

methods: NMR-based segmentation and automated segmentation using developed 

algorithms based on well-known methods (Kittler & Illingworth, Ridler & Calvard, Otsu, 

Niblack e Bernsen). The results are expressed as a function of 8-bit images for study 

purposes, whose values in the gray scale range from 0 to 255. 

 

 

 



 

 

119 

4.2.2.1 NMR-based Segmentation 

As described in Chapter 3, segmentation based on the NMR method is based on 

the idea that the porous system can be reconstructed by marking the porosity results from 

the NMR data analysis and the values obtained by digital petrophysics. Thus, by selecting 

the Threshold value (Th) that is necessary for the reconstruction of the calibrated three-

dimensional model in function of the porosity estimates obtained from the μCT images. 

As the porosity estimation is given as a function of the digital model generated 

from the μCT images, the pixel size plays a fundamental role in this selection. Based on 

Figure 3-13, the porosity values that can be obtained for the plugs of the selected samples 

are shown in Table 4-12. The last column refers to the porosity value found by analyzing 

the NMR data. 

 

Table 4-12. Sub-resolution and detectable porosities from each reconstructed digital 

pore systems obtained from each coquina plug. 
 

Sample Pixel Size 

(µm) 

Sub-resolution 

Porosity (%) 

Detectable 

Porosity (%) 

NMR 

Porosity (%) 

1-4 9.97 3.51 10.75 14.26 

1-19B 9.97 2.01 17.73 19.74 

1-20B 9.97 2.53 15.83 18.36 

1-34A 9.97 1.77 13.95 15.72 

1-4 18.52 4.96 9.30 14.26 

1-19B 18.87 3.91 15.83 19.74 

1-20B 17.81 4.11 14.25 18.36 

1-34A 18.16 2.81 12.91 15.72 

1-4 24.95 5.49 8.77 14.26 

1-19B 24.95 4.59 15.15 19.74 

1-20B 24.95 5.08 13.28 18.36 

1-34A 24.95 3.51 12.21 15.72 

 

 

Based on the values of detectable porosity presented in Table 4-12, the 

segmentation based on the estimated digital porosity can be evaluated from the models 

generated with different resolutions. This method allows a calibration of the digital 

porosity and segmentation of concomitant form, using the detectable porosity as 

calibrator. Table 4-13 shows the porosities obtained from the segmentation based on the 

detectable NMR porosity and the porosity calculated from the digitally reconstructed 

networks. 
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Table 4-13. Calculated and detectable porosities from reconstructed digital pore systems 

obtained from each coquina plug. 
 

Sample Pixel Size 

(µm) 

Calculated 

Porosity (%) 

Detectable 

Porosity (%) 

∆ϕ (%) Relative 

Difference 

1-4 9.97 9.05 9.29 0.24 0.026 

1-19B 9.97 15.73 15.83 0.10 0.006 

1-20B 9.97 12.98 13.91 0.93 0.067 

1-34A 9.97 12.45 12.68 0.23 0.018 

1-4 18.52 7.37 7.64 0.27 0.035 

1-19B 18.87 13.45 13.82 0.37 0.027 

1-20B 17.81 11.60 12.36 0.76 0.061 

1-34A 18.16 11.27 11.45 0.18 0.016 

1-4 24.95 6.29 6.98 0.69 0.099 

1-19B 24.95 12.71 13.00 0.29 0.022 

1-20B 24.95 11.14 11.29 0.15 0.013 

1-34A 24.95 9.98 10.61 0.63 0.059 

 

 

 

Figure 4-17 – (a) PSD curve of plug 1-34A obtained from NMR data showing the area 

under the curve that corresponds to the sub-resolution porosity which cannot be 

reconstructed from μCT images with 9.97 μm pixel size (in red); and (b) percentage of 

the porosity (identified by the red arrow) that is not detectable during the segmentation 

procedure. 

 

Figure 4-17 shows schematically the procedure for calculating the sub-resolution 

as well as the detectable porosity from the PSD curve as well as the percentage of the 

porosity obtained by the NMR technique that can not be detected in the reconstruction of 

the digital model from μCT images of sample 1-34A with pixel size equal to 9.97 μm. In 

Figure 4-17 (a) it can be seen that the area under the PSD curve with radius less than 

4.985 μm represents the sub-resolution porosity, which can not be digitally identified or 

reconstructed. 
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The red arrow in Figure 4-17 (b) identifies the percentage of the sub-resolution 

porosity. In this case, 12.7% of the porosity obtained by the NMR, equal to 15.72% for 

the sample 1-34A, can not be visualized in the digital model of the porous system obtained 

from the images of μCT with pixel size equal to 9.97 μm. For other models obtained from 

images with different pixel sizes, the procedure is the same. Table 4-13 shows that the 

smaller the pixel size, the greater the porosity detectable by this method. 

4.2.2.2 Automated Segmentation – Algorithms 

In order to obtain Th values and consequent segmentation of images from μCT, 

images of samples 1-4 and 1-34A obtained with different pixel sizes were selected. All 

the images used were on the 8-bit base to facilitate the use of computational codes. Table 

4-14 presents the results obtained in the automated segmentation step. The corresponding 

value obtained by the NMR-based method is inserted for comparison between the results 

obtained. This value is considered, for all purposes, as the reference value. For each 

analyzed method, the minimum and maximum values obtained from the statistical 

analysis of the threshold values obtained from each image analyzed for each sample are 

inserted. 

 

Table 4-14. Threshold values (Th) of 8-bit μCT images from the NMR-based 

segmentation and automated procedures according to the methods of Kittler & 

Illingworth, Otsu, Ridler & Calvard, Niblack, and Bernsen. 

 

  NMR-

based 

Th 

Kittler & 

Illlingworth / 

Otsu – Th 

Ridler & 

Calvard – Th 

Niblack / 

Bernsen – Th 

Sample Pixel 

size 

(μm) 

 Min Max Min Max Min Max 

1-4 9.97 55 69 71 65 67 65 67 

1-4 18.52 53 52 64 72 76 73 77 

1-34A 9.97 64 64 67 67 70 67 70 

1-34A 18.16 63 83 85 70 71 70 72 

 

The methods were grouped according to the results obtained, being Kittler & 

Illingworth and Otsu equivalents, as well as those of Niblack and Bernsen. Table 4-15 

presents the information from the statistical analysis to obtain the threshold values from 

the automated methods of segmentation. A 95% confidence interval was used to obtain 

the minimum (Min) and maximum (Max) values. 
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Table 4-15. Statistical analysis for threshold values (Th) evaluation of 8-bit μCT images 

from automated procedures according to the methods of Kittler & Illingworth (K&I), 

Otsu (Ot), Ridler & Calvard (R&C), Niblack (Ni), and Bernsen (Be). 

 

Method Sample N Mean SD SE Ci Min Max 

K&I/Ot 

1-4 (9.97μm) 13 70.0 1.077 0.299 0.651 69 71 

1-4 (18.52μm) 11 58.0 9.372 2.826 6.296 52 64 

1-34A (9.97μm) 13 65.5 2.722 0.755 1.645 64 67 

1-34A (18.16μm) 10 84.2 1.640 0.519 1.173 83 85 

R&C 

1-4 (9.97μm) 13 65.9 1.587 0.440 0.959 65 67 

1-4 (18.52μm) 11 74.3 3.113 0.939 2.091 72 76 

1-34A (9.97μm) 13 68.4 2.059 0.571 1.245 67 70 

1-34A (18.16μm) 10 70.6 1.162 0.367 0.831 70 71 

Ni/Be 

1-4 (9.97μm) 13 66.3 1.657 0.460 1.001 65 67 

1-4 (18.52μm) 11 75.0 3.125 0.942 2.099 73 77 

1-34A (9.97μm) 13 68.5 1.729 0.479 1.045 67 70 

1-34A (18.16μm) 10 70.8 1.040 0.329 0.744 70 72 
* N – Number of images; SD – Standard Deviation; SE – Standard Error; Ci – Confidence interval. 

 

From the results presented in Tables 4-14 and 4-15 it is possible to verify that for 

the threshold values obtained from the number of samples reported (N), all ranging from 

10 to 13 sections, only two Th values based on the NMR are equivalent to the minimum 

value found for the Kittler & Illingworth/Otsu method, using a 95% confidence interval. 

In general, all values obtained by automated methods were higher than those 

obtained by the reference method based on the NMR data. These results have a direct 

implication in the generation of models of the porous systems of the studied samples, 

since the higher the values of Th the larger the reconstructed porous system, having direct 

impacts on porosity and Kabs (Silva et al., 2018). Although the analyzes were based on 

a small number of images, the results provide a clear indication of the upper boundaries 

that identify the region which is certainly composed only of rocky material. This limit is 

important when working with information from visualization techniques, such as 

petrographic slides analysis and SEM, besides guiding the selections of Th values from 

the NMR-based method. 

4.2.3 Coquina Rock Slabs Modeling 

Based on insight from the experimental data, it was possible to proceed with 

modeling of the selected rock slab regions. Initially, two specific regions of rocks slabs 

from samples 1-20B and 1-34A were selected. The use of two pixel sizes helps in the 
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visualization of the sub-resolution porosity, not detected in images with lower resolutions. 

Figure 4-18 shows the digital three-dimensional reconstruction of a rock slab ROI of 

sample 1-20B. This ROI has dimensions, as previously reported, of 10 mm x 10 mm with 

thickness around 5 mm, according to Figure 4-18 (b). After the digital reconstruction, the 

segmentation of these rock slabs was evaluated. Due to the size of these samples, it was 

not possible to use the NMR-based segmentation method, using a hybrid method: 

petrographic slide, SEM data and automated segmentation using the method of Kittler & 

Illingworth (K&I). Figures 4-18 (c) and (d) present reconstructions from μCT images 

with pixel sizes equal to 6.77 and 9.97 μm. 

 

 

Figure 4-18 – (a) Image of the selected area for μCT, indicating with a red arrow the 

presence of vugular porosity; (b) 3D volume reconstruction of the region using 6.77μm 

pixel size μCT images, with the red and yellow arrows highlighting the same vugs as in 

(b); (c) 3D segmentation and reconstruction of the pore region of the sample, showing red 

and yellow circles identifying connected ROI from the 6.77μm pixel size μCT images; 

(d) same from the 9.97μm images, altough the circles do not show connected ROI due to 

the resolution limitation: pore diameters between 6.77 and 9.97μm are responsible for this 

connection. 
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In these reconstructions from images with different pixel sizes, one can clearly see 

in red and yellow circles the loss of connectivity in different ROI as a function of 

undetected pores in the images with pixel size equal to 9.97 μm. This loss of connectivity 

can be detected in PNM-based reconstruction, as shown in Figure 4-19. The red circles 

show the same ROI reconstructed from images with larger (Figure 4-19 (a)) and smaller 

(Figure 4-19 (b)) resolutions. 

 

 

Figure 4-19 – PNMs of the reconstructed slab (a) from the 6.77μm pixel size μCT images, 

highlighting two ROI defined by the red and yellow circles, showing the distributions of 

pore body and pore throat radii, and (b) from the 9.97μm images. The red circles presents 

a ROI connected from higher resolution reconstructed model (a), which is not detectable 

from the lower resolution model (b). The yellow circles from both models show a not 

connected region, independently of the resolution. Scales are in m. 

 

It can be verified the presence of pores that connect two neighboring regions, 

whose diameters vary between 6.77 and 9.97 μm, in the model generated from images 

with higher resolution. However, some regions remain disconnected regardless of the 
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selected pixel size. Two possible scenarios may explain this region bounded by yellow 

circles: 

i) This region is formed by a region bounded by the rock itself; 

ii) This region is also connected, however, by pores with diameters lower 

than 6.07 μm. 

 

For the verification of the connection in the regions delimited by the yellow 

circles, it is necessary to obtain new images with pixel size less than 6.77 μm. In the 

present work, however, the limitation of X-ray microtomography equipment (distance 

between source, sample and detector) prevented an analysis with even smaller pixel sizes. 

The choice of pixel size of 9.97 μm was purposeful: this was the smallest pixel size 

selected for the reconstruction of the porous system of the entire plug of the samples 

studied. In addition, the manipulation of pore data is another important point: the number 

of pores obtained and reconstructed from images with higher resolutions is much higher 

than that obtained from images with lower resolution. Figure 4-20 shows two graphs that 

demonstrate the impact of pixel size on the number of pores (counting pore bodies and 

pore throats). 

 

 

Figure 4-20 – Pore size frequency distributions (equivalent diameters) of the digital pore 

system of the rock slab 1-20B obtained using (a) 6.77 μm and (b) from 9.97 μm μCT 

images. Notice a much larger number of spherical elements in the reconstructed model 

using the higher resolution. 

 

For simulation purposes, reconstructing the PNM of this rock slab of sample 1-

20B through the images with different resolutions, one can first verify the modeling 

networks themselves: distribution of the radii of the pore bodies and pore throats. Figure 
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4-21 shows the PNM of the porous network obtained from images with smaller pixel size 

(6.77 μm). The different colors in the model present in Figure 4-21 (a) refer to the 

different disconnected clusters present in the porous network reconstruction. A pre-

processing was performed prior to the generation of the models, disregarding clusters 

with very small dimensions. These clusters are agglomerations of voxels, and are 

considered a small size when the number of voxels is less than 100,000 voxels for the 

samples slabs models 1-20B and 1-34A. This value is variable depending on the sample 

size, pixel size selected, and segmentation performed. Figure 4-21 (b) presents the PNM 

of the porous network, being able to visualize the system formed by pore bodies and pore 

throats. The throats are reconstructed from three possible meanings between pores with 

different radius: harmonic, geometric and arithmetic. In this example, the pore radius and 

pore throat diameters obtained from the harmonic mean are presented. 

 

 

Figure 4-21 – (a) Digital reconstruction of the ROI from the rock slab 1-20B from the 

6.77μm pixel size μCT images showing different clusters (different colors), and (b) the 

PNM showing the dimensions of pore bodies (radii) and pore throats (diameters). Scales 

are in m. 

 

Figures 4-22 (a) and (b) present the information regarding the clusters and the 

PNM of the porous network generated from the images with lower resolution. It is 

possible to verify a smaller number of pore bodies and pore throats, when compared to 

the models generated with smaller pixel size. The pore throats were generated from the 

harmonic mean from the radii of the spherical elements that constitute them. 
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Figure 4-22 – (a) Digital reconstruction of the ROI from the rock slab 1-20B from the 

9.97μm pixel size μCT images showing different clusters (different colors), and (b) the 

PNM showing the dimensions of pore bodies (radii) and pore throats (diameters). It is 

possible to verify a large number of disconnected clusters. Scales are in m. 

 

These lost connections in the PNM obtained with images of smaller resolution, 

have direct impact in the estimates of Kabs. Table 4-16 presents the digital porosity and 

Kabs values for rock slabs 1-20B and 1-34A ROI. 

 

Table 4-16. Porosity (ϕ) and absolute permeability (Kabs) estimated from the 

reconstructed coquina rock slab from samples 1-20B and 1-34A obtained with two 

different pixel sizes. 

 

    Kabs (mD)  

Rock 

Slab 

PNM – μCT 

Pixel size 

images (μm) 

ϕ (%) Harmonic Geometric Arithmetic 

1-20B 6.07 9.86 3,859 6,348 8,343 

1-20B 9.97 8.96 3,529 4,566 5,628 

1-34A 6.77 8.43 2,568 2,755 2,984 

1-34A 9.97 7.72 2,137 2,422 2,746 

 

Some points can be discussed in function of these numerical results obtained from 

the modeling of these samples: 

i) As expected, the digital porosities in the models obtained with smaller 

pixel sizes are higher than those calculated from the models obtained 

with larger pixel sizes: pores with diameters greater than 6.77 μm lower 

than 9.97 μm, considered sub-resolution in PNMs with 9.97 μm, can be 

identified and reconstructed in the higher resolution model; 
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ii) With the largest number of connections in the sample with smaller pixel 

size, it is observed that the estimates of Kabs are also larger, a behavior 

that was already predicted. The higher number of connections, in this 

case, allows greater flow of fluid in the porous system: the detection of 

a larger number of connected pores is a function of the adopted 

resolution and has a direct effect on Kabs estimates. Figure 4-23 shows 

detectable connections (red and yellow circles) only in the 

reconstructed model with images obtained with higher resolution; 

iii) All Kabs estimates presented values higher than 2.0 D, which can be 

considered high as a function of the Kabs measurements of the plugs of 

these same samples. An important point to be presented refers to the 

fluid flow direction adopted in the simulation, Z axis, which has a very 

small dimension, 5mm. These volumes can not be considered REVs of 

the plugs, since the obtained digital porosities, as well as the calculated 

Kabs, are quite different from the measurements obtained 

experimentally for the total volume of the plugs; 

iv) The values of Kabs are directly dependent on the average adopted for 

the calculation of the pore throats: values obtained for Kabs from the 

harmonic mean of the throats are inferior to those found from the 

geometric mean, all being lower than the arithmetic mean. 
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Figure 4-23 – PNMs of the reconstructed slab (a) from the 6.77μm pixel size μCT images, 

highlighting two ROI defined by the red and yellow circles, showing the distributions of 

pore body and pore throat radii, and (b) from the 9.97μm images. The red and yellow 

circles presents ROI connected from higher resolution reconstructed model (a), which are 

not detectable from the lower resolution model (b), leading to different Kabs estimates. 

Scales are in m. 

 

 

Regarding the rock slab frpom sample 1-34A, the μCT images of the thin section 

showed the presence of clear vugular porosity, as well as some intraparticle porosity. 

Figure 4-24 shows the selected region (red square) that was used for the SEM, EDS and 

μCT images using two different pixel sizes, whose 3D reconstruction can be observed in 

Figure 4-24 (b). The 3D reconstructions of the pore systems from the 6.77μm, Figure 4-

24 (c), and 9.97μm pixel size μCT images, Figure 4-24 (d), showed that the vug was part 

of the largest pore system within the rock slab, and close to a region whose contours 

delimited a bivalve shell. This region showed very little porosity, regardless of the pixel 

size used for μCT imaging. Digital porosities obtained with the two different pixel sizes 

are shown in Table 4-16. 
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Figure 4-24 – (a) Image of the selected area for μCT, indicating with a red arrow the 

presence of vugular porosity; (b) 3D volume reconstruction of the region using 6.77μm 

pixel size μCT images, with the red arrow highlighting the same vug as in Fig.6a; (c) 3D 

segmentation and reconstruction of the pore region of the sample, with the right upper 

extremity being the assimilated vug and a central region with lower porosity showing 

well-defined bivalve contours from the 6.77μm pixel size μCT images; (d) same from the 

9.97μm images (e) selection of the largest pores from the 6.77μm μCT images; (f) same 

from the 9.97μm images; (g) PNM generated with the largest pores from the 6.77μm pixel 

size μCT images; and (h) same from the 9.97μm images. 

 

Next, it was performed PNM simulations for laminar fluid flow in two digitally 

reconstructed rock slabs, to obtain the absolute permeability. As shown in Table 4-16, 

estimated values were much higher than the measured value of 639 mD data for the entire 

plug (Table 4-1). The higher calculated values were to be expected because of the very 

small rock slab volume used in the μCT analysis. The volume presumably was much 

smaller than the minimum representative elementary volume (REV) needed for scale-

independent permeability measurements (or calculations in this case). By comparison, the 

rock slab was large enough for the porosity calculations and measurements. We hence 

emphasize here that the PNM-based permeability estimates we obtained for the modeled 

rock slabs do not have an immediate direct relationship with the permeability measured 

using the entire coquina plug. To properly compare the measured absolute permeability 

of the plug, the PNM model should be applied to the entire plug. 

We selected the largest pore systems from each reconstructed model, which are 

visualized in Figure 4-24 (e) (from the 6.77μm pixel size μCT images) and Figure 4-24 

(f) (from the 9.97μm pixel size μCT images). The number of voxel-based clusters in 
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Figure 4-24 (e) was higher than that in Figure 4-24 (f), indicating that small clusters 

(represented by different colors) are only generated from higher-resolution images. 

Figures 4-24 (g) and (h) show the PNMs of the regions discussed previously. A first direct 

observation refers to the amount of pore bodies and pore throats generated for the 

construction of the PNMs. For construction of the model imaged with 9.97μm pixel size, 

we generated a much smaller number of points (Figures 8-24 (a) and (b)), although the 

topology of the system was maintained. 

 

 

Figure 4-25 – Pore size frequency distributions (equivalent diameters) of the digital pore 

system of the rock slab obtained using (a) 6.77 μm and (b) from 9.97 μm μCT images. 

Notice a much larger number of spherical elements in the reconstructed model using the 

higher resolution. 

 

Some important points can be drawn from the PNM simulations based on different 

pixel size μCT images. Most important, the results for porosity and absolute permeability 

were larger for the reconstructed model using higher resolution μCT images (6.77μm), 

thus suggesting that some pore bodies and pore throats were not included in the lower 

resolution μCT images (9.97μm), which must have influenced the numerical estimates. 

Differences between the absolute permeability values varied between 11.8% and 22.2%, 

considering the different averages for pore-throat construction in each model. The pore 

throat radii based on harmonic means of the spherical elements that composed them were 

physically coherent, since they accounted for regions of constriction prior to modeling 

the pore throats using the PNM. 
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Figure 4-26 – PNMs of the reconstructed slab (a) from the 6.77μm pixel size μCT images, 

and (b) from the 9.97μm images, showing the distributions of pore radii and pore lengths. 

PNMs of the regions with greater pressure differentials between pore bodies following 

numerical simulation of fluid flow, as well as of the diameters of the pore throats in these 

regions, using (c) 6.77μm pixel size μCT images and (d) 9.97μm images. The length and 

pressure units are m and Pa, respectively. 

 

An analysis of the region with the greatest pressure differential, which was 

responsible for most of the fluid flow, is shown in Figure 4-26. The plots visualize the 

length of the pore throats and the radii of the pore bodies for the slab reconstructed PNM 

using 6.77μm (Figure 4-26 (a)) and 9.97μm (Figure 4-26 (b)) pixel size μCT images as 

obtained with the Paraview® software (AYACHIT, 2015). A larger number of pore bodies 

and pore throats are apparent when using higher resolution μCT images, which leads to 

higher absolute permeability values. The images in Figure 4-25 were generated from the 

models whose pore throats were calculated using harmonic means of their constituent 

spherical elements. The smaller pore throat diameters for both models can be seen in 

Figures 4-26 (c) and (d), as well as the pressure (ranging from 0 to 5.0x10-3 Pa) in each 

pore body of this region. The simulation results indicate that fluid in this rock slab flows 

preferably through the mesopores and macropores.  
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4.2.4 Coquina Plug Modeling 

After analysis of the rock slab, it was performed a analysis of the coquina plugs 

in its entirety. The main objective was to calibrate the PNM based on their estimates of 

Kabs, as well as to study PNM performance for a heterogeneous and complex pore system 

involving a large number of mesopores and macropores. It was selected for this purpose 

the μCT images generated using three different pixel sizes of 9.97, 18.16, and 24.95 μm, 

thus testing the effects of resolution on the calculated parameters. Table 4-17 presents 

results of the 3D modeling scenarios and the experimental data of the selected 

petrophysical properties. Regarding porosity, the pore network reconstructed with higher 

resolution μCT images clearly presented better results when comparing the digital 

estimates to the measured data in Table 4-1. The same is true for the absolute permeability 

estimates using PNM. 

 

Table 4-17. Porosity (ϕ) and absolute permeability (Kabs) of the reconstructed coquina 

plugs 1-19B and 1-34A using PNM based on 2% input/output boundaries. 

 

    Kabs (mD)  

Plug PNM – μCT 

Pixel size 

images (μm) 

ϕ (%) Harmonic Geometric Arithmetic 

 9.97 15.7 461.3 711.5 1,179 

1-19B 18.87 13.5 372.6 615.7 955.4 

 24.95 12.7 845.7 1386 2027 

 Experimental 19.8 765.1 

 9.97 12.4 548.3 953.9 1,236 

1-34A 18.16 11.3 480.5 911.5 1,419 

 24.95 9.98 464.9 848.4 1,283 

 Experimental 16.3 639.1 

 

It is possible to verify that the results of Kabs vary according to the pixel size of 

the images coming from μCT and with the average adopted for the reconstruction of the 

pore throats as a function of the spherical elements. By analyzing the results of sample 1-

19B a gradual increase in Kabs values can be verified as the harmonic, geometric and 

arithmetic averages are used, regardless of the pixel size adopted. This result was already 

expected, since the results from the arithmetic mean are greater than or equal to those 

obtained by the geometric mean, which in turn are greater than or equal to those obtained 

through the harmonic mean. However, for sample 1-19B, the results of Kabs obtained 

through the reconstructed model from μCT images with a pixel size of 24.95μm are higher 
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than the results obtained from the reconstructed models with higher resolutions (pixel 

sizes equal to 9.97 and 18.87μm). Comparing to the results obtained from the PNM of 

sample 1-34A, there is an inconsistency, which can be explained by the very quality of 

the images originating from μCT. This is an extremely important point: the quality of the 

images can have a direct impact on the results from the numerical simulation to obtain 

Kabs. Reconstructed images after acquisition in μCT of sample 1-19B with a pixel size 

of 24.95um were considered low quality, and their negative impact on kabs, regardless of 

the calculated mean, can be easily identified. 

 

 

 

Figure 4-27 – Frequency distributions of the equivalent diameters (Eq Diam) of the pore 

bodies and pore throats of the digital pore system of the plug obtained using (a) 9.97μm, 

(b) 18.16μm, and (c) 24.95μm μCT images; and the range of pore throat radii (scale in m) 

found with the models generated using (d) 9.97μm, (e) 18.16μm, and (f) 24.95μm μCT 

images. 

 

Another important point refers to the average used to calculate the pore throats, 

based on the spherical elements that do not represent pore bodies on the models. 

Regarding the sample 1-34A, harmonic averaging gave the best results compared to the 

measured data, presenting a percentual difference of 14.2%, 24.8%, and 27.3% for the 
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PNM based results using μCT images with 9.97μm, 18.16μm, and 24.95μm pixel size, 

respectively. It is important to note here that the comparison between the PNM and the 

measured data for the entire plug does not require some REV verification since the 

experimental results were measured also on the entire plug. 

Figure 4-27 shows frequency distributions of the generated pore throats and pore 

bodies of sample 1-34A. The results indicate that the total number of pore bodies and 

pore throats for the model using higher resolution μCT images is more than 60 times 

larger than obtained with the lower resolution μCT images. This impressive increase 

relates to the capacity to recreate pore bodies and pore throats that are not detectable from 

lower resolution μCT images, as can be seen in Figures 4-27 (d), (e), and (f), which 

presents the range of pore throat radii (in m) for the models based on μCT images with 

9.97μm, 18.16μm, and 24.95μm, respectively. 

PNM results for plug 1-34A obtained with the intermediate resolution (18.16μm 

pixel size μCT images) and assuming the harmonic averages of the pore throats are shown 

in Figure 4-28. The input and output boundaries were implemented based on the selection 

of 2% of the plug length (from the number of μCT images slices), which leads to a well-

defined layer for fluid entrance. As expected, some overlap occurred of the distributions 

of the pore bodies and pore throats, but with the largest pore throats being linked to the 

largest pore bodies, thus indicating good results regarding the PNM generation 

methodology. A selected few pore throats were several mm wide, which created regions 

for considerable fluid flow between the two linked pore bodies. However, the majority of 

pore throats remained within the μm range. The larger pore throats were important to 

preserve connections between vugs, thus creating preferential paths for fluid flow. 
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Figure 4-28 – PNM results for plug 1-34A based on 18.16μm μCT images presenting: (a) 

input (white region) and output (red region) boundaries for the fluid flow numerical 

simulations, and ranges of (b) pore body radii, (c) pore throat radii, and (d) pore throat 

lengths. Scales are in m. 

 

PNM results for sample 1-34A (all using harmonic averages of the pore throat 

radii) obtained with the different resolutions were analyzed. Figure 4-29 shows the final 

generated pore network and the calculated pressure fields. Results indicated that part of 

the well-connected network could not be generated using lower resolution μCT images. 

Still, in terms of fluid flow, the PNM captured important connections between mesopores 

and macropores since the calculated absolute permeabilities values (as shown in Table 4-

17) were close to the measured value. The three PNM simulations showed specific 

regions with higher pressure drops, which were preferably accessed by fluid during the 

flow experiment. Figure 4-29 further shows that the number of pore bodies and pore 

throats increases immensely as the μCT images resolution increased. 
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Figure 4-29 – (a) Image of plug 1-34A, and PNM results of the pressure field based on 

(b) 24.95 μm, (c) 18.16 μm, and (d) 9.97μm pixel size μCT images (pressure scales are 

in Pa). 

 

Another important result relates to the possibility to conduct numerical 

experiments using relatively large sample volumes. It was showed that this is feasible 

despite the computational demand. The use of relatively large plugs avoids non-

representative results, especially for the absolute permeability in view of the required 

REV. This characteristic is crucial when upscaling results from plugs to cores and beyond. 

As mentioned, the input and output limits for sample 1-34A were defined as 2% 

of the total length of the plug from the number of slices of the μCT images, as a function 

of the z-axis coordinates of the outermost pores. This choice is arbitrary and can easily 

be changed in the PNM generation code. However, the results of Kabs are influenced by 

the choice of this parameter of input and output. Table 4-18 presents the results of Kabs 

for sample 1-19B as a function of different percentages for the definition of input/output 

boundaries. A small variation in this percentage can significantly influence the estimated 

Kabs result, being a parameter of extreme importance during the calibration stage of the 

PNM. The higher the percentage, the greater the value of Kabs obtained numerically. The 

definition of this value, although arbitrary, must respond to some basic premises adopted: 
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i) The results of Kabs dependent on the adopted means can not exceed 

the value obtained experimentally, since a percentage of the porosity 

(Table 4-13) can not be detected and measured by the μCT technique, 

due to the limitation imposed by the resolution adopted, such that its 

impact on the estimated Kabs can not be measured; 

ii) Very low values for the input/output percentage (less than 2%) generate 

problems of numerical convergence during the simulation of the single-

phase flow for network calibration; 

iii) Values obtained for a given input percentage can not be higher than the 

values found for a PNM obtained from μCT images with smaller pixel 

size. 

 

Figure 4-30 shows the results of the single-phase flow simulations for the PNM 

of the sample 1-19B reconstructed from the images of μCT with 18.87μm of pixel size, 

and geometric mean for the pore throats, as a function of the percentages of input/output 

equal to 2%, 5% and 8%. A gradual increase in the input (in white) and output (in red) 

regions is observed in Figures 4-30 (a), (b) and (c), being the blue region the one 

effectively used for the calculation of the pressures and velocities. Figures 4-30 (d), (e) 

and (f) show the pressure fields of these PNMs, whose entries are 2%, 5% and 8%, 

respectively. Although the Kabs values vary approximately 100mD, between the values 

obtained from the harmonic mean and the arithmetic, it is not possible to detect any visual 

changes in the pressure field.  

 

Table 4-18. Absolute permeability (Kabs) of the reconstructed coquina plug 1-19B 

using PNM based on different input/output boundaries (%). 

 

Sample 1-19B  Input/Output   Kabs (mD)  

Pixel Size (μm) (%) Harmonic Geometric Arithmetic 

 2.0 461.3 711.5 1,179 

9.97 5.0 505.4 778.9 1,274 

 8.0 551.7 847.5 1,369 

 2.0 372.6 615.7 955.4 

18.87 5.0 386.3 654.8 986.5 

 8.0 427.3 714.0 1,075 

24.95 2.0 845.7 1,386 2,027 

 Experimental 765.1 
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Figure 4-30 – (a) PNM of plug 1-19B based on 18.87μm pixel size images (pore throats 

based on geometric average) with 2% input and output boundaries (white and red zones, 

respectively), (b) 5%, and (c) 8%; (d) PNM results of the pressure field based on 2%, (e) 

5%, and (f) 8% input/ouput boundaries. Pressure scales are in Pa.  

 

The averages of the spherical elements that constitute the pore throats have a 

decisive impact on the results of Kabs, as already discussed. However, the maximum 

values of the pore throats radii do not present significant differences, as can be seen in 

Figure 4-31. This difference is also not significant if the values are compared to the 

smaller radii of the pore bodies, according to Figure 4-31 (a). The results indicate that 

small changes in pore throat radii over the PNM have a large impact on Kabs results. A 



 

 

140 

small increment (of the order of 1μm) in the radius of each pore throat leads to a 

significant increase in Kabs estimates, as shown in Table 4-18. Figures 4-31 (b), (c) and 

(d) show the pore throat radii obtained from the harmonic, geometric and arithmetic 

averages, respectively. Figure 4-31 (a) shows the radii of the pore bodies. All PNMs were 

obtained from μCT images with pixel size equal to 18.87μm. 

 

 

Figure 4-31 – (a) Pore body size distribution from the PNM of plug 1-19B based on 

18.87μm pixel size images; (b) Pore throat size distribution based on harmonic average, 

(c) geometric average, and (c) arithmetic average. Scales in m. 

 

Some important points may be highlighted because of the results presented in 

Tables 4-17 and 4-18, as well as the execution of this workflow stage itself: 

i) PNMs reconstructed from μCT images with higher resolutions (smaller 

pixel sizes) lead to results closer to those obtained experimentally, 

since a larger number of smaller pores can be detected, and these may 

be responsible for a larger number of connections (as assessed in rock 

slab PNMs from different resolutions); 

ii) Although the results of Kabs for the PNMs generated from images with 

higher resolutions approximate the experimental results, the 
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computational cost (time) for PNM generation and respective 

numerical simulation increases considerably (Table 4-19); 

iii) The choice of the selected mean for the generation of pore throats will 

depend on the results of Kabs obtained from the simulation. The 

calibration of the network by the Kabs estimation goes through this 

choice: for sample 1-19B, the geometric mean returned better results, 

while for the sample 1-34A the harmonic mean brought results closer 

to the measured experimental value; 

iv) The percentage of the layer that defines the input / output boundaries 

also plays an important role in the Kabs results, and it is possible to 

define which value brings better results: by the estimates obtained from 

the PNMs of samples 1-19B and 1-34A, the choice of a value equal to 

2% brought satisfactory results; 

v) To obtain a PNM that is representative of the actual porous system of 

the sample studied, some parameters must be used together with the 

network calibration by the estimated Kabs: PSD from the NMR data to 

identify the mean of the pore radius distribution, identifying whether 

the peak of the distribution can be detected in reconstructed PNM from 

images having well-defined pixel size; 

vi) From this information, one can generate and choose the PNM that 

provides the value of Kabs closer to the experimental value, for 

purposes of two-phase simulation, this PNM being calibrated as a 

function of the porosity, through segmentation based on NMR data, and 

by Kabs obtained by numerical simulation. 

 

Although the PNMs generated from the images of μCT with higher resolution 

bring results closer to the real ones when working with the same parameters, i.e., the 

average for the calculation of the radius of the pore throats and percentage for the 

definition of the input/output boundaries, the choice of the network can and should also 

be conditioned to the computational cost to generate the networks and subsequent 

numerical simulation, as already mentioned. It is possible to define a network generated 

from μCT images with larger pixel sizes, provided they are of good quality and that the 

PSD peak can be detected by NMR data. In this way, it is possible to work with PNM 
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with a much smaller number of pores and that present a kabs value calculated quite close 

to the experimental value, enough for both a correct definition of the average to be used 

to calculate the radii of the pore throats and the adequate input/output percentage. Figure 

4-32 (c) presents a PNM that corresponds to a good option for performing the primary 

drainage simulations: Kabs value of 615.7 versus 765.1 mD measured experimentally 

(relative difference of 19.5%), with 2% input/output boundaries and geometric mean for 

the calculation of pore throats. 

 

 

Figure 4-32 – (a) Image of plug 1-19B, and PNM results of the pressure field based on 

(b) 24.95μm, (c) 18.16μm, and (d) 9.97μm pixel size μCT images, considering 2% of 

input/output boundaries. Pressure scales are in Pa.  

 

Table 4-19. Computational time for filtering, PNM generation, and numerical 

simulation to estimate Kabs based on different pixel size μCT images for sample 1-19B. 

 

Sample 1-19B   Computational 

Time (min) 

 

Pixel Size 

(μm) 

Filtering PNM 

Generation 

Kabs Numerical 

Simulation 

9.97 36 4560  48 

18.87 15 840 16 

24.95 6 180 2 
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4.2.5 Sub-resolution Porosity Analysis 

The studies involving sub-resolution porosity were conducted directly on the μCT 

images of the plug of sample 1-4, which presented the lowest value of Kabs among the 

samples studied, and it was not possible to observe the connection bewteen the largest 

clusters which represent the pore system in this plug. Figure 4-33 shows the 

reconstruction of the pore system of the sample 1-4 from μCT images with pixel sizes 

equal to 9.97, 18.53 and 24.95 μm, in the images (a), (b) and (c) respectively.  

As previously specified in Chapter 3, the sub-resolution pore generation was 

obtained from the log-normal distribution by specifying the characteristic parameters of 

the distribution. In order to control the amount of pores in sub-resolution that are 

connected from this methodology, it were created three main parameters that regulate the 

maximum distance between the regions that can be connected, defined as Maximum 

Distance Factor (MDF), the number of neighborhoods that each neighbor can connect to, 

defined as Number of Closest Zones (NCZ), and finally, the number of connections that 

must exist between each neighbor, Number of Closest Connections (NCC). The definition 

of these parameters, as well as those related to the log-normal distribution, influences the 

size of the pore bodies and pore throats generated, the location of the new pores and their 

connections, influencing the Kabs estimates of the generated networks. 

MDF is a factor that stipulates a maximum region in which a pore of sub-

resolution can be generated, in addition to defining the area in which the connection 

between neighborhoods can occur. This parameter is a factor that multiplies the value 

obtained by the arithmetic mean of the lengths of the throats, generating a sphere of 

influence with that radius in microns. NCZ defines the number of neighboring regions 

that can connect within that region delimited by the MDF, while the NCC defines the 

number of connections between each neighborhood that can exist within this zone of 

interest. 

Similar to the effects of the input/output boundary layer, the combination of the 

effect of these parameters can be measured in the Kabs estimates. The first direct result 

of the generation and connection of these new pores in sub-resolution is the connection 

of the previously disconnected clusters and the possibility of performing the numerical 

simulation of the fluid(s) flow, since in the networks originally obtained, due to the lack 

of connectivity, the estimates for Kabs were all equal to zero, although the experimental 

Kabs were equal to 33.19 mD. 
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Figure 4-33 – (a) Image of plug 1-4, and digital reconstruction of the porosity system 

based on (b) 24.95μm, (c) 18.16μm, and (d) 9.97μm pixel size μCT images. It is possible 

to verify different number of connected clusters from each model. 

 

Initially, the effects of changing the MDF, NCZ and NCC parameters on the 

networks obtained from PNM generated with μCT images with 18.53μm pixel size and 

input/output boundaries equivalent to 2% of the z - axis dimension were investigated. 

Table 4-20 presents the results of the Kabs estimates for the numerical simulation of the 

single-phase flow in the network previously specified. The parameters were altered 

keeping constant two of them, in order to analyze the direct impact of only one. 

The values of MDF, NCZ and NCC were arbitrated according to some basic 

assumptions after the first simulations were performed, since the impact of these values 

could not have been initially predicted: 

i) As previously mentioned, it was considered the geometric mean for the 

definition of pore throat dimensions, as well as an input/output 

boundary obtained with 2% of the value of the network dimension in 

the z axis; 
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ii) The network chosen had 18.53μm, because the computational time and 

cost for pore generation in sub-resolution, connection between 

neighborhoods and simulation to obtain Kabs are lower than the PNM 

obtained with 9.97μm; 

iii) The initial value for the MDF was chosen eight times the arithmetic 

mean of the pore throats length, since, for values below these, there was 

not enough connectivity to obtain an estimate of Kabs in an order of 

magnitude close to the experimental value obtained for this sample; 

iv) The choices of NCZ and NCC equal to three were made in order to 

obtain a number of connections capable of allowing the simulation of 

the fluid flow and respective estimation of the Kabs value: it was 

considered, initially, three neighborhoods and three connections for 

each one of these neighborhoods;  

v) The initial baseline condition for evaluation refers to the rebuilt PNM 

with MDF combination equal to 8, NCZ equal to 3 and NCC also equal 

to 3; 

vi) Kabs values can be compared to the experimental value obtained for 

this sample: 33.19 mD; 

vii) The effects of pore throats that may intercept each other during the 

generation process were disregarded. 

 

The results presented on Table 4-20 for the Kabs estimates show that the 

parameter of greatest influence is the NCZ, although all values are very close, they are 

about one order of magnitude below the measured experimental value. 

 

Table 4-20. Kabs estimates based on PNM generated from 18.53μm pixel size μCT 

images for sample 1-4 considering 2% of input/output boundaries and geometric 

average for pore throats generation. 

 

Sample 1-4 

18.53μm 

 Parameters  Kabs Numerical 

Simulation 

PNM MDF NCZ NCC mD 

Case 1 8 3  3 0.395 

Case 2 8 3 4 0.445 

Case 3 8 4 3 0.605 

Case 4 9 3 3 0.576 

Case 5 9 4 3 0.407 
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Figure 4-34 – (a) Result of the pressure field based on 18.53μm pixel size μCT images 

PNM for Case 3, (b) pore bodies radii, (c), pressure of pore bodies, showing in lighter 

colours the connected region, and (d) zoom in of this region. Pressure scales in Pa, 

dimension in m. 

 

Table 4-21. Kabs estimates based on PNM generated from 18.53μm pixel size μCT 

images for sample 1-4 considering geometric average for pore throats generation for 

Case 3 using different input/output boundaries. 

 

Sample 1-4 

18.53μm 

Input/Output 

Boundaries 

Kabs Numerical 

Simulation 

PNM % mD 

 2  0.605 

Case 3 10 3.85 

 20 4.37 

 

Figure 4-34 shows the results of the numerical simulation for convergence of the 

pressure field of Case 3, according to the parameters reported in Table 4-20. It is possible 

to observe that the radii of the pore bodies are much smaller than the radii obtained 

directly by the PNM from the images with 18.53μm of pixel size. Directly, the smallest 

radii are equal to 9.265μm, whereas after the generation and reconnection of the pores 
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under sub-resolution, it can be verified, according to Figure 4-34 (b), that the smallest 

radii are equal to 2,830μm. 

From the Kabs estimates, as presented in Table 4-21, PNMs obtained from the 

images with pixel size equal to 9.97μm and input/output boundaries with a value of 10% 

were selected. In addition, the systems generated with the MDF combination of 9, NCZ 

equal to 4 and NCC of 3 were selected. Among the PNMs obtained, the Kabs with the 

different averages for the calculation of the pore throats were estimated. Table 4-22 shows 

the results obtaineds. 

 

Table 4-22. Kabs estimates based on PNM generated from 9.97 μm and 18.53μm pixel 

size μCT images for sample 1-4 considering 10% of input/output boundaries and three 

average for pore throats generation. 

 

Sample 1-4  Pore Throat Numerical 

Simulation 

Pixel Size 

(μm) 

Average Kabs (mD) 

Experimental  33.19 

9.97 Harmonic 15.68 

9.97 Geometric 31.85 

9.97 Arithmetic 51.20 

 

It is possible to verify that the results found for PNMs generated with higher 

resolution and input/output boundaries defined as 10% of the number of sections in the 

z-direction are much closer to the measured experimental value, presenting the same order 

of magnitude (value measured in laboratory equal to 33.19 mD). The network, whose 

pore throats were generated from the harmonic mean, presented a Kabs value close to the 

reference value, with a relative error of 4.03%, calculated from the data presented on 

Table 4-22. 

Figure 4-35 shows the PNM results of the sample 1-4 obtained with μCT images 

with pixel size equal to 9.97μm, and throats obtained from geometric mean, input/output 

boundaries with 10%, MDF of 9, NCZ equal to 4, NCC equal to 3 and a numerically 

imposed pressure differential equal to 5.0x10-3 Pa. The sub-resolution porosity was 

inserted from the log-normal distribution with parameters -4.71 and 0.0087 for μ and σ 

respectively, due to the fact that the sample network has a similar distribution for this 

characteristic among macro-throats. 
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Figure 4-35 – PNM of sample 1-4 based on 9.97μm pixel size μCT images showing, (a) 

10%  input/output boundaries; (b) pore bodies and pore throat radii; (c), size of pore 

bodies; and (d) pressure field for the studied PNM. Pressure scales in Pa, dimension in 

m. 

 

Concerning the insertion and reconnection of pores in sub-resolution for pore 

networks generated with lower resolutions, as in the case of PNMs generated with μCT 

images with pixel size equal to 18.53μm and 24.95μm, some considerations are presented: 

i) For the networks obtained with μCT images with pixel size equal to 

18.53μm, regardless of the average used to define the pore throats 

(arithmetic, geometric or harmonic), as well as the input/output 

boundaries (2%, 10% or 20%) and combinations of parameters MDF, 

NCZ and NCC, numerically estimated Kabs values were always one or 

two orders of magnitude below the reference value (value obtained 

experimentally); 

ii) For networks obtained with μCT images with pixel size equal to 

24.95μm, regardless of any parameters adopted in any of the steps 

inherent to the network generation and subsequent reconnection, there 

was no generation of connectivity between the neighborhoods. 
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For comparison, Figure 4-36 presents the results of the pressure fields for the 

PNMs obtained from different resolutions. It can be noticed that the sub-resolution pores 

generated allowed the reconnection of the neighborhoods in the vicinity of the same 

region (Figures 4-36 (b) and (d)). A great advantage of using this methodology for the 

generation and reconnection of porosity in sub-resolution is due to the fact that the 

algorithm seeks the connection through the topological proximity between the pore 

bodies and pore throats already existing and those that are generated during the execution 

of the process. This step intends to minimize the effect of the generation of new pores in 

regions that are not initially candidates to receive these new points, especially due to the 

gray scale of the μCT images that are not compatible with the existence of these pores.  

Although the results are quite interesting, some improvements are still needed in 

the code and in the execution of the script, in order to improve some points: 

i) Delimitation of specific regions where the sub-resolution pore bodies 

and throats can be inserted and connected: selection based on the gray 

scale of the μCT images of the regions with highest probability to have 

this porosity in sub-resolution; 

ii) Possibility to correlate the pore size distribution obtained from the 

NMR technique to the distribution curve adopted during the execution 

of the script, in order to calibrate the adopted parameters; 

iii) Possibility of using other experimental techniques for calibrating throat 

size distribution (TSD) curves, such as the use of data from the mercury 

injection capillary pressure (MICP) technique, or even the acquisition 

of μCT images of some regions with smaller pixel sizes (increased 

resolution). 
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Figure 4-36 – (a) PNM of sample 1-4 based on 18.53μm pixel size μCT images with 10% 

input/output boundaries; (b) pressure field for this PNM; (c) PNM of sample 1-4 based 

on 9.97μm pixel size μCT images with 10% input/output boundaries; and (d) pressure 

field for this second studied PNM. Pressure scales in Pa. 

 

4.2.6 Primary Drainage Studies 

As described in Chapter 3, the tests were performed to obtain the Pc-Sw curves by 

the centrifuge method for samples 1-19B, 1-20B and 1-34A. Initially, the saturation 

indexes (SIs) of the selected samples were calculated, as a first quality control for 

subsequent two-phase flow simulations. Table 4-23 shows the SI values. One may verify 

that sample 1-34A has a SI lower than 95%, considered a first control to obtain results 

that are satisfactorily representative. Although the value for this sample did not reach the 

minimum control level, the Pc-Sw curve obtained for this sample was used also for 

comparisons with the numerical simulations. 
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Table 4-23 – Saturation Index (SI) for primary drainage studies. 

 

Sample SI (%) 

1-19B 98.34 

1-20B 98.22 

1-34A 92.15 

 

Figure 4-37 shows the Pc-Sw curves obtained for the aforementioned samples. 

From the experimental results obtained by the centrifuge method, some important 

observations may be highlighted: 

i) All samples show curves that converge to Swir (irreducible water 

saturation) values below 0.1, except for two samples, 1-20B and 1-34A, 

which exhibit an unusual behavior regarding curve inflection; 

ii) As previsously informed in Chapter 3, the estimated capillary pressure 

curves from centrifuge measurements were obtained using inverse non-

linear regression based on Maximum Likelihood Estimation (MLE) 

using the homographic parameterization as presented by 

ALBUQUERQUE et al. (2018); 

iii) All curves can have their Swir points identified between 10 and 20 psi, 

thus facilitating numerical simulations of the points whose capillary 

pressures approximate these values. 

 

From the primary drainage simulation using experimental data from Model Oil 

and Model Brine, it is possible to estimate the capillary pressure curves of the samples. 

Initially, studies were performed involving PNMs generated from the μCT images with 

pixel size in the order of 18μm. The curves for three samples can be seen in Figures 4-38, 

4-39 and 4-40. PNMs were selected that pore throats which were generated from the 

averages Kabs estimates, closer to the measured real values: for sample 1-19B, geometric 

mean, for 1-20B, arithmetic mean, and for 1- 34A, the harmonic mean. 
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Figure 4-37 – Capillary pressure curves obtained from the centrifuge method for samples 

1-19B, 1-20B, and 1-34A. 

 

From the analysis of the curves for the selected samples, some aspects can be 

discussed: 

i) All PNM simulations involving rock-fluid and fluid-fluid interaction 

properties showed Swir values below the values determined 

experimentally; 

ii) The capillary pressures for samples 1-20B and 1-34A had a direct 

relation with the capillary pressures determined using the centrifuge; 

sample 1-19B showed the PNM-based Pc values higher than those 

obtained experimentally; 

iii) Table 4-24 shows that all samples exhibited a sudden steep decrease in 

saturation (fraction) for relatively low rotation speeds (around 1,250 

RPM), demonstrating that Model Oil was able to fill the pore system of 

the samples, expelling significantly the Model Brine; 

iv) No problems are made to the integration of Eq. 4.14 as well as to the 

errors obtained as a function of which step. 

 

 

 



 

 

153 

Tabela 4-24 – Centrifuge Method results for samples 1-19B, 1-20B, and 1-34A. 

 

Rotation Capillary 

Pressure 

Sample  

1-19B 

Sample  

1-20B 

Sample  

1-34A 

RPM psi Saturation Saturation Saturation 

500 0.20 1.000 1.000 1.000 

750 0.45 0.457 1.000 1.000 

1,000 0.80 0.244 1.000 0.908 

1,250 1.23 0.202 1.000 0.194 

1,500 1.80 0.177 0.049 0.063 

1,750 2.44 0.160 0.049 0.039 

2,000 3.18 0.148 0.049 0.031 

2,500 4.97 0.129 0.049 0.027 

3,000 7.15 0.116 0.049 0.026 

4,000 12.72 0.098 0.049 0.025 

5,000 19.87 0.086 0.049 0.025 

6,000 28.61 0.078 0.049 0.025 

7,000 38.94 0.071 0.049 0.025 

8,000 50.86 0.066 0.049 0.025 

9,000 64.37 0.061 0.049 0.025 

 

 

 

Figure 4-38 – Comparison of capillary pressure curves obtained with the centrifuge 

method and PNM numerical simulations for sample 1-19B at laboratory condition. 
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Figure 4-39 – Comparison of capillary pressure curves obtained from the centrifuge 

method and numerical simulation for sample 1-20B at laboratory condition. 

 

 

 

Figure 4-40 – Comparison of capillary pressure curves obtained from the centrifuge 

method and numerical simulations for sample 1-34A at laboratory condition. 
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Figure 4-41 – (a) PNM of sample 1-19B based on 18.87μm pixel size μCT images with 

input/output boundaries selected by PoreFlow; (b) the input/output boundaries considered 

few points; (c) pore bodies and pore throats radii; and (d) saturation: blue is the wetting 

phase and red is the non-wetting phase. 

 

 

Figure 4-42 – (a) PNM of sample 1-20B based on 17.81μm pixel size μCT images with 

input/output boundaries selected by PoreFlow; (b) the input/output boundaries considered 

few points; (c) pore bodies and pore throats radii; and (d) saturation: blue is the wetting 

phase and red is the non-wetting phase. 
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Figure 4-43 – (a) PNM of sample 1-34A based on 18.17μm pixel size μCT images with 

input/output boundaries selected by PoreFlow; (b) the input/output selection considered 

few points; (c) pore bodies and pore throats radii; and (d) saturation: blue is the wetting 

phase and red is the non-wetting phase. 

 

Although the results of the Pc-Sw curves obtained from the PNMs generated with 

μCT images with different pixel sizes do not have a perfect correlation with the 

experimental centrifuge data, some important points support the understanding of 

possible numerical discrepancies: 

i) The delimited input/output boundaries during the drainage simulations 

are changed by the PoreFlow code, as shown in Figures 4-41, 4-42, and 

4-43. Recalculated values may have a more significant impact on 

results. The impact of these boundaries was discussed previously to 

obtain the Kabs estimates and during sub-resolution porosity analysis. 

For the primary drainage curves obtained, a possible change in these 

values constitutes a point of interest for other studies; 

ii) As mentioned in item 3.1.10 of this work, it were considered circular 

cross sections for the pore throats. This definition, according to 

RAOOF & HASSANIZADEH (2012), has a significant impact on the 

results, since the effects of corner angles in relation to two-phase flow 

in all pore throats are disregarded. Only the pore bodies can have their 

geometry altered, considering cuboids with well-defined corner angles; 
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iii) Differences in saturation were found for the highest numerically 

calculated capillary pressure and its experimental equivalent of 0.21 for 

sample 1-19B (Pc close to 8 psi); 0.21 for sample 1-20B (Pc close to 8 

psi, once more); and 0.17 for sample 1-34A (same Pc as above). These 

results indicate that there is a shift close to 0.2 in the saturation fraction, 

indicating a possible constant numerical inconsistency, at least for 

PNMs obtained from μCT images with pixel size in the order of 18μm. 

 

Figure 4-44 shows the saturation maps obtained from the PNM of sample 1-19B 

reconstructed from different resolutions. It is possible to analize from the primary 

drainage curves (Figure 4-38) that the model based on higher resolution presents a closer 

behaviour with the experimental results regarding the Swir value. However, the initial 

points from the numerical curve do not have a consistent convergence with the laboratory 

data. The saturation maps present the non-wetting phase (in red) advancing through the 

pore system while the wetting phase (in blue) is the immobile brine, trapped in the smaller 

pore throats. 

There is another important assumption regarding the wettability of the rock: in 

order to perform the centrifuge method, it is expected to have all samples with water-wet 

behaviour. The preparation of the rocks is an essential part of the experiment of primary 

drainage: cleaning and wettability tests. Although the cleaning process was considered 

satisfactory, all samples were previously in contact with Oil A, as one first attempt to 

generate the primary drainage curves was perfomerd earlier. Possible differences between 

experimental and numerical results could also be addressed to a changed wettability 

behaviour, once the curves apparently show two characteristics: samples with well 

connected pore systems and the possibility of an oil-wet behaviour after all preparation 

steps. 

Figure 4-45 shows the results of primary drainage involving PNM from sample 1-

19B at a semi-reservoir condition: 1,000 psi and 60ºC. The pre-salt reservoir condition is 

more extreme, 5,000 to 10,000 psi and 60ºC to 90ºC in different fields. However, the 

numerical results, from different resolution-based PNM, show an oil-wet behaviour, as 

expected from the laboratory measurements of contact angles at specified IFT, densities 

and viscosities. The previous paragraph introduced the idea of a changed wettability from 

the laboratory primary drainage experiments. 
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Figure 4-44 – (a) Saturation map of sample 1-19B based on 24.95μm pixel size μCT 

images; (b) 18.87μm; and (c) 9.97μm. Saturation map: blue is the wetting phase and red 

is the non-wetting phase. 
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The curves look similar to the laboratory results, even considering the differences 

of different parameters (as shown in Tables 4-7, 4-8, and 4-10). Although the differences 

of IFT, contact angles, densities, and viscosities, the first points, at low capillary pressures 

show a similar pattern to the centrifuge-based curve. The values of Swir are closer to the 

experiment measurements, even considering a changed wettability, which modifies the 

phases: oil represents the wet phase. 

 

 

Figure 4-45 – Comparison of capillary pressure curves obtained from the centrifuge 

method and numerical simulations for sample 1-19B in a oil-wet semi-reservoir scenario 

of pre-salt. 

 

The curve from a higher resolution-based PNM (pixel size equals to 9.97 μm) 

presents a closer Swir to the laboratory value, although the capillary pressures are higher 

than the pressures obtained from the lower resolution-based PNM. The last points show 

a Sw difference of 0.07. The smaller pore bodies and pore throats in the higher resolution-

based PNM are responsible for this change. 

It is important to present some results from the other two samples, 1-20B: 

i) PNM of sample 1-20B generated with 9.97μm presented several 

challenges: the number of points (pore bodies and pore throats as well) 

are a challenge for the Kabs simulator, leading to some errors during 
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the single-phase and two-phase flow simulations. There were some 

numerical problems of convergence; 

ii) PNM of sample 1-20B generated with 24.95μm presented other 

significant challenge: even presenting a experimental Kabs value of 

1,075 mD, the NMR-based segmentation procedure was not enough to 

generate a well-connected pore system. The automated segmentation 

procedures could generate a better connectivity, but the pore system 

was not generated using the automated methods. 
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5 CONCLUSIONS 

This work investigated experimentally and numerically several aspects of  coquina 

carbonate rock samples, very close analogues to important pre-salt hydrocarbon reservoir 

rocks of Santos Basin (Brazil). A series of analyses were carried out on a thin section 

using optical microscopy, on a rock slab taken from a plug using SEM, EDS, XRD and 

μCT, and on a larger plug using both μCT images and direct measurements. These 

analyses together with 3D imaging was used to examine the rock matrix composition and 

to verify and digitally reconstruct the pore systems, which provided much insight about 

the matrix and macropore fluid flow processes in the naturally very heterogeneous rock 

sample. Using PNM numerical simulations, we could estimate the absolute permeability 

of the rock slab and the entire plug, which presented a proper REV relative to the 

measured value. The experimental results were important to stablish significant 

correlations for the entire plug, mostly to obtain reliable information about the pore 

structure required in the modeling step. In these studies it was possible to detect bivalve 

and ostracode shells within the coquina sample and identify mesopores and macropores 

providing the main pathways for fluid flow inside the almost pure calcite rock sample. 

Digital reconstruction of the pore system, along with detailed experimental analyses, 

allowed us to construct and use the PNM models with confidence. The models were also 

used to verify the main aspects related to fluid flow modeling: (i) rock slab models 

provided less accurate permeability values compared to the entire plug due to their 

volumes below the REV; (ii) pore throat radii calculated with harmonic averages gave 

the best results for the absolute permeability; and (iii) higher μCT resolution images 

provided the best result for the permeability according to the experimental data for the 

entire plug. In order to generate more realistic pore systems for the coquinas, it was used 

additional experimental techniques like nuclear magnetic resonance to verify prevailing 

pore distributions, and to further improve the segmentation procedures for additional 

PNM studies, especially for multiphase flow conditions. Studies involving sub-resolution 

porosity were conducted, showing that PNM is an excellent technique to address this 

important topic, presenting numerical results of Kabs very close to the laboratory 

measurement. Finally, two-phase flow simulations could be performed focused on 

primary drainage studies to evaluate Pc-Sw curves for three different coquina samples, 

from centrifuge method and generated from simulations involving PNMs generated from 

μCT images with different pixel sizes. The results showed that the simplifications selected 
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for drainage simulation should be evaluate carefully in order to estimate and generate 

curves of Pc-Sw with high confidence. 

 

5.1.1 Further Studies 

From the results and discussions presented throughout this work, some points for 

future work and research are presented: 

i) Although the selected experimental techniques are extremely important 

for the understanding of the pore system, a technique that has not been 

addressed in this work refers to the Mercury Intrusion Capillary 

Pressure (MICP). Throat Size Distribution (TSD) curves can be 

obtained through this technique, and in a joint analysis with the NMR 

data, can provide more information on the studied pore systems, as well 

as give a clear indication of the capillary pressures submitted to the 

systems. It is important, therefore, the inclusion of this technique within 

the proposed workflow, this being an important future work; 

ii) New techniques associated with the acquisition of μCT data, including 

digital zooming in of specific regions of the plugs studied, without the 

need to cut the samples, can provide even more useful information 

regarding the reconstruction of PNMs of different carbonate samples. 

In addition, a multi-resolution analysis of a single plug and the 

possibility of doing the same analysis experimentally, while obtaining 

the images of μCT, in a process currently called 4D acquisition, will 

certainly bring important information for the understanding of the flow 

dynamics in these porous systems; 

iii) Automated segmentation techniques still present some restrictions and 

some experimental methods, such as the use of the NMR data, 

presented in this work, may help in this step. However, the utilization 

of new algorithms of identification and recognition (Machine Learning) 

and the increasing growth of the number of data regarding these 

carbonate samples (Big Data), play an important role in the new 

techniques of automated segmentation. The use of these techniques 

could bring an even greater gain in the reconstruction and modeling of 

the studied pore networks; 
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iv) Studies on sub-resolution porosity present many challenges. Some of 

them: (a) improvement of the code for generation and reconnection of 

the pores in specific regions of the samples; (b) better control of PSD 

curves using NMR and MICP data to calibrate the parameters of the 

distribution curves used for the generation of pore bodies and pore 

throats; and (c) possibility of using data obtained from the two-phase 

simulation for better calibration of the generated networks. All of these 

topics can be included in a larger study regarding sub-resolution 

porosity. 

v) Improvement of the predictions of the numerically obtained Pc-Sw 

curves, using some changes in the generated networks themselves: 

alteration of the cross-sections of the pore throats (triangular sections, 

rectangular sections etc.), in such a way that there are corner angles, 

which will alter the results of the curves obtained from the primary 

drainage. In addition, the possibility of carrying out the complete 

primary drainage and forced imbibition tests (both with the centrifuge 

method), and the respective numerical simulations, would bring 

information and significant improvements to the methodology for 

obtaining and simulating the Swir and Sor (residual oil saturation) 

points; 

vi) The proposed workflow can be used in a broader context as part of a 

set of methodologies that also involve different upscaling techniques, 

either through different Kriging techniques, the use of Flow Zone 

Indicators (FZI), porosity and permeability trends etc., in order to 

obtain data that can be used in reservoir simulation. 
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APPENDIX A: EVALUATION AND CLASSIFICATION OF 

AUTOMATED SEGMENTATION METHODS 

ACCORDING TO SEZGIN & SANKUR (2004) 

 

Evaluation and classification of 40 different techniques of segmentation for non-

destructive tests (NDTs) according to the mean score and criteria established by SEZGIN 

& SANKUR (2004). 

 

 

 

 
 

 

Source: SEZGIN & SANKUR (2004) 

 


