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O beneficiamento de etanol a produtos de maior interesse econômico é uma
solução interessante para diversificar o destino final desse álcool. Todavia,
ainda não há consenso acerca dos mecanismos reacionais que o conduzem
aos produtos superiores, sobretudo 1-butanol e 1,3-butadieno. Neste trabalho,
conduziram-se abordagens em três fontes de informação para investigar as
rotas de conversão em óxidos baseados em MgO: espectroscopia, testes
cinéticos de bancada e modelagem quanto-mecânica a nível de teoria do
funcional da densidade (DFT). Os catalisadores candidatos foram testados em
screening inicial para comparar o desempenho relativo entre eles. Múltiplas
propostas de mecanismo, algumas já exploradas na literatura e outras
inovadoras, são apresentadas, buscando-se aliar dados experimentais e teóricos
para o desenvolvimento de modelos fundamentalmente consistentes. Esses
modelos foram validados e apresentaram boa correspondência com os dados
experimentais frente aos critérios de qualidade a que foram submetidos, o que
denota bom desempenho.
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Ethanol upgrading to higher economic interest products is an interesting
solution to diversify the final destination of the alcohol. Nonetheless, there is still
no consensus about the reaction mechanisms that it undergoes in order to form
the superior products, especially 1-butanol and 1,3-butadiene. In this work, three
major approaches were use to further probe the conversion routes: spectroscopy,
bench-scale kinetic tests, and quantum-mechanical at the density functional
theory (DFT) level. Several mechanistic suggestions, some already explored
in the literature and some new ones, are presented, always seeking to couple
experimental and theoretical data in order to develop fundamentally consistent
models. Such models were validated and displayed good correspondence with
experimental data when submitted to tests regarding quality criteria, which is
an indicative of good performance.
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Chapter 1

Introduction

1.1 Background and Motivation

Brazil is the world’s second largest ethanol producer, trailing only the United
States and accounting for circa 28% (7,060 million gallons) of the 2017 global
production (RENEWABLE FUELS ASSOCIATION, 2017). In domestic terms, ac-
cording to official data from 2016, sucro-energetic industries accounted for about
2% of the country’s GDP (about US$40 bi), employed more than a million formal
workers, and was responsible for 17% of the Brazilian energetic matrix and 41%
of its renewable energy output (MINISTÉRIO DE MINAS E ENERGIA, 2016).
Since the start, in the 1970s, of government-funded Proálcool program (and its
successors), a nationwide project to stimulate ethanol production and use, espe-
cially as automotive fuel and fuel additive, the country has massively invested
in technological improvements, ranging from more efficient crop techniques to
ethanol’s widespread use as a major component of the Brazilian energetic matrix.
Such long experience propelled the country to a status of technology exporter
in the subject, mainly to other Latin American partners. Brazil has the particu-
lar boon of large areas with tropical or subtropical climate, which is especially
suited to the cultivation of sugarcane crops. Sugarcane is the major source of
ethanol in Brazil (opposed, for instance, to corn in the United States), and sugar-
cane ethanol is classified as an advanced biofuel by the American Government,
due to its great potential of greenhouse gases emission reduction and energetic
density(CONGRESS OF THE UNITED STATES OF AMERICA, 2007). Further-
more, another benefit of sugarcane is that it may be processed to ethanol via
liquor (known as first-generation ethanol) as well as via bagasse (referred to as
second-generation ethanol). This poses as a relief to environmental and social
concerns regarding the possible competition of sugarcane as feedstock for the
food industry versus for the energy industry. On the other hand, the shift of
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automobile engines from combustion to electrical ones is undeniably a trend
(INTERNATIONAL ENERGY AGENCY, 2018). The number of electric vehicles
in circulation worldwide has increased exponentially during the five-year span
between 2012 and 2017, surpassing 3 million units in 2017. Nordic countries lead
the proportional share of electric cars in their automobile fleets, with Norway ac-
counting for as high as 40% of the total cars in 2017. Such fact is a challenge for
the Brazilian ethanol industry, as uses for the alcohol other than fuel must be
found in order to create demand in other sectors of the economy and therefore
combat the potential ethanol surplus that would be caused by the changes in the
automotive industry.

Upgrading ethanol to products of higher economic and industrial value
hence stands as an alternative to such problem. Ethanol is considered a plat-
form chemical, that is, a large array of products can be synthesized from it. Some
stand out: gaseous hydrogen, methane, ethene, propene, 1,3-butadiene (BD), ac-
etaldehyde (AcH), diethyl ether (DEE), 1-butanol (BuOH), acetone, ethyl acetate,
several aromatic compounds, and others (RIITTONEN et al., 2013). Particularly
among these, ethene, propene, and BD have utmost importance as feedstock in
the plastic and rubber industries, while BuOH is used in the paint and textile
industries and is also considered an advanced biofuel (BELLUSSI et al., 2011;
DÜRRE, 2007), mainly due to some of its interesting physicochemical character-
istics. For instance, when compared to ethanol, BuOH has a greater energetic
density (29.2 MJ.L-1 against ethanol’s 19.6 MJ.L-1), is less hygroscopic and less
corrosive, and is more miscible in diesel and in gasoline (RAKOPOULOS et al.,
2011; UYTTEBROEK et al., 2015). Such features, in turn, imply that few (if any)
changes must be made to a regular combustion engine in order to make it run
with BuOH, whereas the architecture must be entirely adapted for it to run with
ethanol (such technology was popularly coined in Brazil as flex engines).

One of the major problems that working with ethanol presents lies on the
fact that several parallel reactions may occur. For example, dehydrogenation
(usually followed by coupling and many other subsequent possible steps) and
dehydration are concurrent and result in totally distinct compounds. The tuning
of catalytic properties, especially surface acidity and basicity, as well as reaction
conditions (temperature and contact time), thus plays a major role in the reac-
tion selectivity towards specific products (CARVALHO et al., 2012; DI COSIMO
et al., 1998, 2000; GINES and IGLESIA, 1998; KOZLOWSKI and DAVIS, 2013;
RIITTONEN, 2014).

Several works in the literature bring to light such catalyst features of inter-
est. For the particular case of BuOH, great attention is paid to Mg-containing
oxides, as they are widely known for their surface basicity. DI COSIMO et al.
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(1998) and DI COSIMO et al. (2000) assessed several compositions – and there-
fore structures – of Mg-Al double oxides and how the system behaved regarding
rates and product distributions towards specific products of interest. One of the
main conclusions was that indeed the balance between acid and basic sites and
their strengths strongly influenced the outcome of the reaction. Interestingly
enough, the surface basicity is also quite desirable for the production of BD, as
the two products undergo similar reaction pathways (the so-called Kagan reac-
tion for BD and Guerbet reaction for BuOH, even though they are challenged for
some systems as of late literature (CHIEREGATO et al., 2015; SCALBERT et al.,
2014)) and have identical reaction intermediates; therefore, MgO-based catalysts
are also commonly used for the conversion of ethanol into BD (CHIEREGATO
et al., 2015; DA ROS et al., 2017a,b; SCALBERT et al., 2014). Such similar sur-
face requirements for the reactions are an opportunity to study the processing
of ethanol into two economically interesting products coexisting in a chemical
environment.

Regarding the actual catalytic activity, previous works suggest that the
ethanol dehydrogenation into AcH could be the kinetically relevant step for
both Lebedev and Guerbet reaction (DA ROS et al., 2017a; KOZLOWSKI and
DAVIS, 2013). This, in turn, naturally implies that the design of catalysts capa-
ble of enhancing the activity for this particular step is of paramount relevance
for the process optimization. Several supported catalysts have been proposed
containing a wide array of distinct active metal phases (CARLINI et al., 2005;
GINES and IGLESIA, 1998; LÉON et al., 2011; MARCU et al., 2012). Among the
assessed metals, Ru is especially interesting mostly for two reasons. Firstly, re-
sults from homogeneous catalysis reveal that Ru complexes are highly selective
for the production of BuOH from ethanol (DOWSON et al., 2013). Secondly, Ru
is known for its excellent hydrogenation and dehydrogenation capacities, which
are ascribed to its favorable electronic and geometric properties (BOND, 1957;
LIVINGSTONE, 1973; SOMORJAI, 2010). Such features make it a good candi-
date for the rational development of a catalyst to enhance the AcH formation via
ethanol dehydrogenation step in the studied system.

Nonetheless, there are still several gaps in different aspects of the reaction.
A large number of mechanisms has already been proposed and there is still dis-
agreement especially about the reaction intermediates and preferred steps. This
is due mainly to the fact that many of the intermediate species are not spec-
troscopically detectable, such that their presence in the reaction environment is
in many cases done by indirect methods. Besides, reaction systems comprising
ethanol yield a large number of concurrent reactions (dehydration vs dehydro-
genation, as above cited; spontaneous alcohol oxidation; Meerwein-Ponndorf-
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Verley (MPV) reaction; reform reactions; Cannizzaro reaction; among a myriad
others), which makes it intrinsically convoluted to study an isolated, particular
reaction. Added to such natural difficulties, still, there is the question of the
widely discrepant reaction conditions employed in the several works in the lit-
erature, particularly regarding contact times and reactor temperatures, implying
that comparisons among studies are very complex.

1.2 Objectives

In this panorama, the aim of this study is to analyze different chemical en-
vironments for the upgrade of ethanol to products of greater economic interest.
In order the shed light into the assessed systems, some objectives of this text are
listed:

• To prepare and characterize candidate catalysts for the reactions;

• To screen the synthesized materials in order to get kinetic insight of the
reaction system;

• To obtain spectroscopic information on the intermediates;

• To probe the system in a quantum scale via density functional theory (DFT)
to obtain fundamental information on its behavior;

• To optimize and develop a systematic way of properly characterizing ex-
perimental errors in kinetic experiments;

• To assess the catalytic surfaces in terms of kinetics under reaction condi-
tions;

• To couple theoretical and experimental data in order to develop a funda-
mentally solid mathematical expression for the reaction rate;

• To estimate model parameters with high accuracy.

1.3 Thesis Outline

This document is split into four main chapters after this Introduction. In
Chapter 2, an overall perspective on the upgrading reactions of ethanol into BD
and BuOH is presented, focusing on catalysts and proposed mechanisms. A
review on the activity of transition metals catalysis of Kagan and Guerbet reac-
tions is also given, with special attention given to Ru. In sequence, Chapter 3

4



addresses all experimental and computational methods employed in this work.
Chapter 4 discusses the obtained results, with the intent of correlating macro-
scopic and spectroscopic results with quantum and microscopic information,
such that the proposed debates are always fundamentally solid. Finally, Chap-
ter 5 wraps everything up and includes suggestions and perspectives for future
works.
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Chapter 2

Literature review

“Dê-me etanol e ácido succínico suficientes e eu lhe darei o mundo.”
- José Carlos Pinto

2.1 Ethanol as Chemical Platform

Ethanol is a compound considered as a chemical platform, or platform chem-
ical, which means that it is possible to produce from it a large array of other
substances of greater economic and industrial interest. As an example, Figure
2.1 displays several products obtained when ethanol is used as the sole reactant
(without co-feeding anything else) (RIITTONEN, 2014). Among the products
indicated in Figure 2.1, ethene, hydrogen, BD, and BuOH are the ones that have
largest economic and technological interest. Nevertheless, ethanol dehydration
to ethene is a topic already exhaustively analyzed due to its ever-growing de-

Figure 2.1: Ethanol as a chemical platform.
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mand by the polymers industry (with a predicted annual growth of 3.3% un-
til 2030, reaching an investment revenue of 40 to 50 billion Dollars (WOOD
MACKENZIE, 2016)). The reactions pathways for dehydration are widely un-
derstood and the technical challenges lie on operational issues more than on
fundamental studies. On the other hand, for the specific case of hydrogen, wa-
ter electrolysis to gaseous hydrogen is a more promising process, even though
petrochemical routes are still economically attractive. Ethanol conversion to BD
and BuOH, though, is still a relatively unexplored area, such that there is still
much to be developed (both fundamentally and industrially) and it comes as no
surprise that there is growing academic interest on such processes.

Aside from this, the global petroleum market situation cannot be overlooked,
since the competition between petrochemical and biorenewable feedstocks is all
but inevitable. On this topic, UYTTEBROEK et al. (2015) presented a strategy for
the computation of the bioprocess viability and concluded, as a priori expected,
that the price of crude oil must be high, while the cost of fermentable sugar
must be low, in order for the biorenewable route to be economically favorable.
However, the authors highlighted that the availability of fossil fuels will not be
so wide in the future, such that the search for alternative energy sources is a
strategic, fundamental matter.

In their studies, PEREIRA et al. (2014, 2015) proposed a broader analysis of
the economic and environmental aspects for the upgrading of ethanol to BuOH
in Brazil. Table 2.1 displays their findings, in which the conversion of ethanol
into BuOH seems to be economically interesting, since it is the process with high-
est internal rate of return and revenues among the options. On the other hand,
the total investment is still significantly greater than 1G and 2G plants, which
implies that there is a considerable risk in the implementation of the upgrading
process in industrial scale. The same studies also assessed several environmen-
tal aspects of the process, which are shown in Figure 2.2. The results revealed
that the 1G2G-B (capable of converting first and second generation ethanol into
BuOH) plant has better performance when compared to the other two for all
environmental aspects (abiotic depletion, acidification, eutrophication, global
warming, ozone layer depletion, and human toxicity) except for photochemical
oxidation. This is a factor that strengthens the argument for the implementa-
tion of the conversion to BuOH in already-existing ethanol biorefineries, given
the emphasis that both the society and the authorities give to environmentally
responsible processes. Nevertheless, the worst results regarding photochemical
oxidation must not be omitted. It is a process in which a photocatalyzed re-
action promotes electron transfers among the reactant species. Particularly for
alcohols, this yields ozone, a highly oxidant gas that also contributes to urban
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Table 2.1: Economic parameters related to several types of biorefineries.

Parameter 1G* 2G** 1G2G-B+

Anhydrous ethanol / L.tcane
-1 84.3 111.9 77.6

Electricity / kWh.tcane
-1 193.3 75.4 101.5

BuOH / kg.tcane
-1 - - 12.2

n-hexanol / kg.tcane
-1 - - 1.0

2-ethylbutanol / kg.tcane
-1 - - 0.6

Second generation ethanol plant / Mi US$ - 75 48
Ethanol catalysis plant / Mi US$ - - 45

Total investment / Mi US$ 240 305 339
Internal rate of return / % 14.9 15.3 17.6

Revenues / US$.tcane
-1 65.2 75.3 86.7

*: first-generation ethanol biorefinery.
**: second-generation ethanol biorefinery.
+: second-generation ethanol biorefinery suited to convert all ethanol into BuOH.
Adapted from PEREIRA et al. (2014).

Figure 2.2: Environmental parameters related to several biorefineries. Adapted from
PEREIRA et al. (2014).

smog (HAAGEN-SMIT and FOX, 1956).
In a worldwide study taking more than twenty economic and environmental

factors into account, POSADA et al. (2013) assessed the sustainability of twelve
bioethanol-based products. While the authors implied that BD was a favor-
able product regarding the analyzed parameters, BuOH was highly dependent
upon the region of production. They claimed that only the BuOH produced
in Brazil (compared to European, Chinese, and American ethanol) would be a
promising candidate and ascribed this feature to the country’s capacity of pro-
ducing ethanol in a more efficient and cheaper way, agreeing with the findings
of PEREIRA et al. (2014, 2015).
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2.2 Mechanisms and Typical Catalysts for the

Ethanol Upgrading to 1-Butanol

The scientific interest in obtaining longer chain alcohols from short chain
ones dates from the end of the 1800s. The works of Guerbet (GUERBET, 1899,
1909) suggested the first formal presentations of the mechanism, in which the
author speculated a reaction route for the production of methylisobutylcarbinol
and 2,4-dimethylheptan-6-ol from isopropanol and the yield of superior alco-
hols from simpler alcohols and their Na alkoxides. The mechanism, named
after its original author, was later revisited by MACHEMER (1952) and pre-
sented more formally by VEIBEL and NIELSEN (1967) in their study with dif-
ferent reaction conditions and several catalysts. Currently, the accepted sim-
plified mechanism may be presented as in Figure 2.3 for the particular case of
ethanol upgrading. In the Guerbet route, ethanol undergoes a dehydrogena-

OH O-2H

Aldol condensation

O , -H2O
O

Hydrogenation

4H

OH

Figure 2.3: Generic mechanism of the ethanol upgrading to BuOH.

tion step yielding AcH, which subsequently reacts with another AcH molecule
yielding 3-hydroxybutanal. This step, called self-coupling aldol condensation,
is responsible for the carbon chain growth. The resulting aldol then dehydrates
to an α-unsaturated aldehyde (crotonaldehyde). After sequential hydrogenation
steps, crotonaldehyde is converted into BuOH.

Analyzing from a heterogeneous catalysis perspective, the interest in upgrad-
ing alcohols was rekindled at the end of last century. The works of DI COSIMO
et al. (1998, 2000) brought to light several aspects related to the importance of
some desired surface features for the processing of this reaction on Mg and Al
double oxides. The authors highlighted the influence of the relative composi-
tion between Mg and Al and the quantity and strength of acid and basic sites
to overall ethanol conversion and product selectivity. Comparing results from
spectroscopy and transient kinetic analysis, the authors took an important step
forward by suggesting a way of how methanol and propanol could couple to
isobutanol. Their proposed route is displayed in Figures 2.4 and 2.5.

In this mechanism, propanol initially adsorbs onto a Lewis acid site (Mg) and
onto a vicinal basic Brønsted site (O), activating the Hα. In sequence, the neigh-
boring basic site abstracts the Hα and promotes the formation of the aldehydic
carbonyl. The aldehyde then desorbs alongside with H2, freeing the active sites
and ending the first portion of the mechanism (Figure 2.4, the idea is analogous
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Propanol adsorption on 
an MgO site

Hα abstraction by a vicinal site; 

aldehydic carbonyl formation

Propanal and H2 
desorption

Figure 2.4: Propanal formation on Mg-Al double oxide. Adapted from DI COSIMO
et al. (2000)

Propanal and metanal 
coadsorption

Nucleophilic attack for 
the formation of the aldol

Aldol dehydration
to 2-methylpropenal

2-methylpropenal 
hydrogenation to 

isobutanal

Isobutanal hydrogenation 
to isobutanol

Isobutanol desorption

Figure 2.5: Isobutanol formation on Mg-Al double oxide. Adapted from DI COSIMO
et al. (2000).

for methanal formation from methanol). With the aldehyde formed, a propanal
molecule adsorbed on an acid site is once again activated by a vicinal basic site
by the abstraction of a Hα. This species nucleophilically attacks an adjacent
methanal molecule, also adsorbed on an acid site, forming the intermediate al-
dol. A key feature in this route is the dependence on not only an optimal balance
of acid and basic sites on the surface, but also on a vicinal atomic arrangement
between the active sites, such that the coupling step for the carbon chain growth
can be processed. This agreed with the authors’ results in which coupling prod-
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ucts were minor byproducts for pure Al2O3 surfaces, typically strongly acidic.
In the next step, the aldol undergoes dehydration and yields an α-unsaturated
aldehyde. This aldehyde then is twice hydrogenated, forming the final alcohol.
The end product then desorbs and the catalytic cycle is complete.

The development of catalysts for the conversion of ethanol to BuOH is one
of the keys for the economic feasibility of the industrial process. KOZLOWSKI
and DAVIS (2013) emphasized that two features are desirable for such catalysts:
i) an optimal balance between acid and basic sites (in agreement with previous
works); and ii) the capacity of promoting the dehydrogenation step from ethanol
to BuOH, as it is considered to be the rate-determining step (BIRKY et al., 2013;
GABRIËLS et al., 2015; RAMASAMY et al., 2016b). It thus comes as no surprise
that several papers report catalysts exploring these two characteristics.

RIITTONEN et al. (2014, 2012) presented their findings with lignocellulosic
biomass feedstock (from paper and pulp industries) being processed on Al-
supported and zeolite catalysts. The authors used ethanol produced from black
liquor, a highly undesirable byproduct of the kraft process for paper production,
to produce BuOH. RIITTONEN et al. (2012) performed a systematic screening
of several Al-supported transition metal catalysts, since transition metals are
known for their great efficiency in catalyzing dehydrogenation steps (HUANG
et al., 2016). In agreement with KOZLOWSKI and DAVIS (2013), the authors
reported that the Ni-containing catalyst was the most selective towards BuOH
among the assessed materials. Part of their findings is listed in Table 2.2. Unfor-
tunately, the authors did not report turnover frequencies (TOF) for the catalysts,
such that the proper individual performances are hard to be compared. Aside
from the Ag- and Ni- containing materials, all other catalysts presented similar
selectivities towards BuOH at similar conversion levels. It is also interesting to
notice the choice of oxides in the study. Al2O3 lacks strong basic sites, such that
it is somewhat surprising that the authors could observe coupling products in
such abundance. Another issue with the results is that gas-phase products, such
as ethene, are not taken into account in the computation of selectivity, as the
authors could not collect the gaseous portion of the products after their batch
reactors were open.

Another series of work with Mg-Al double oxides was published by CAR-
VALHO et al. (2012, 2013).The authors reported their microkinetics results sup-
ported by infrared spectroscopy on the conversion of ethanol to BuOH. Their
findings corroborated once more that the presence of acid sites is a determining
factor for this pathway, since they claimed to find evidence that these sites are
fundamental for the formation of intermediate species of the mechanism. Fur-
thermore, their works also suggested that some carboxylate (acetate-like) species
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Table 2.2: Catalyst results for several Al-support metal catalysts.

Catalyst Conversion / %
Selectivity / %

AcH DEE Ethyl acetate BuOH 1,1-Diethoxyethane

5% Ru/Al2O3 2 8 1 0 30 19
5% Rh/Al2O3 5 4 41 0 35 4
5% Pd/Al2O3 9 3 64 1 21 2
5% Pt/Al2O3 3 9 10 9 37 8
2% Ag/Al2O3 1 48 12 4 16 20
20% Ni/Al2O3 5 5 7 4 62 3
0.8% Au/Al2O3 6 18 31 15 35 0

Experiments done in a 2 mL batch reactor at 523 K and 70 bar for 3 h. Adapted from
RIITTONEN et al. (2012).

is formed in situ by the reaction of AcH on basic sites via Cannizzaro reaction
(the authors, though, never suggested a mechanism for the formation of such
carboxylates). The acetate-like compounds could competitively adsorb on the
catalytic surface, blocking active sites, and consequently deactivate the catalyst.
This was the first suggestion towards understanding the formation of poisonous
intermediates on the surface and was later corroborated by other works (TAIFAN
et al., 2017b; YOUNG et al., 2016).

There is also interest in the study of hydroxyapatites as catalysts for this pro-
cess. OGO et al. (2011, 2012) revealed their results with hydroxyapatites contain-
ing several levels of molar Sr/P ratio. Once again, an adequate balance between
acid and basic sites played a central role both on selectivity and on ethanol con-
version. In the studies, the density of basic sites was adjusted from 0.37 to 1.00
µmol.m-2, by varying the Sr/P ratio, and it was reported that the selectivity to-
wards BuOH and overall ethanol conversion increased with the increase of basic
site density. This implies that there is a necessity of vicinal basic sites for the
coupling reaction, in agreement with DI COSIMO et al. (2000). TSUCHIDA et al.
(2006) also reported their observations on non-stoichiometric hydroxyapatites.
The authors demonstrated that there is an optimal Ca/P ratio regarding selec-
tivity, in agreement with OGO et al. (2011, 2012), and also discussed byproduct
formation as a function of temperature, something seldom seen at that point.
All texts agree that the Guerbet route is adequate to explain the behavior of
ethanol conversion to BuOH on hydroxyapatites, since the simulations reported
by TSUCHIDA et al. (2006) could satisfactorily reproduce their experimental data
and the experiments conducted by OGO et al. (2011, 2012) suggested that the in-
termediate aldol (3-hydroxybutanal) is really formed.

A crucial point currently under discussion is therefore the actual reaction
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mechanism. A plausible reason for the divergences found in the literature is
the discrepant array of experimental conditions used in the tests and the large
number of different catalysts. It is natural that distinct temperatures, pressures,
and contact times, besides different catalytic surfaces, generate diverse chemi-
cal environments, such that it is understandable that the reaction may undergo
different routes. First of all, Table 2.3 shows that there is no consensus about
reaction temperature, which makes it very hard to compare the results. For
instance, the temperature in the work of NDOU et al. (2003) is above the ex-
plored range of the other studies. This in turn suggests that the intramolecular
dehydration process, yielding ethene, could be favored when compared to the
processes assessed at lower temperatures (DA ROS et al., 2017a; PHUNG and
BUSCA, 2015). Moreover, there is great discrepancy in the contact times, which
poses as yet another difficulty to compare the obtained results. It is expected
that longer contact times imply higher conversions (since the overall mechanism
is composed of steps in series in an A → B → C → . . . fashion) and this would
shift selectivity towards the C4s, which are the final products in the route. On
the other hand, working at higher conversions automatically violates the condi-
tion of a differential reactor and further complicates the kinetic analysis of the
mechanism. In the particular case of catalysts with strong basic sites and lack of
acid sites, such as MgO in the work of CHIEREGATO et al. (2015), it is expected
that the aldol dehydration step should be much slower than when in presence of
acid sites. This opens a discussion for the reaction mechanism in such materials
because the dehydration of 3-hydroxybutanal could be hindered.

Table 2.3: Catalytic studies for several catalysts and reaction conditions.

Temperature /
K

Pressure /
atm

Residence time /
s

Contact time /
gcat.h.mol-1 Catalyst Reference

523; 673 1
0-1.4 (523K)

0.5-3.5 (673K)
- MgO CHIEREGATO et al. (2015)

623; 713 1 - 0-12
Commercial

hydroxyapatite
SCALBERT et al. (2014)

573 1 - 46 MgxAlOy DI COSIMO et al. (1998)
573 1 - 0-120 MgxAlOy DI COSIMO et al. (2000)

723 1 - 1-200
Several basic

oxides
NDOU et al. (2003)

573 1 0.05 - MgxAlOy RAMASAMY et al. (2016a)

Several authors suggested that ethanol indeed undergoes the Guerbet reac-
tion through aldol condensation to yield BuOH (CARVALHO et al., 2013; KO-
ZLOWSKI and DAVIS, 2013; YOUNG and DAVIS, 2018; ZHANG et al., 2013).
A generic Guerbet mechanism applied to heterogeneous catalysis is displayed
in Figure 2.6. The first step in this pathway is simply the dehydrogenation of
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the original primary alcohol yielding its corresponding aldehyde, occurring on
good dehydrogenation sites, such as metal oxides or transition metals. Subse-
quently the most debated step is processed: two aldehyde molecules react to
generate an aldol, catalyzed by basic sites (actually, one of the aldehydes must
first be converted into an enolate, but this is as of yet omitted for simplicity).
The aldol then undergoes dehydration (hence the importance of acid sites) and
two successive hydrogenation steps, finally yielding the desired superior alco-
hol. The great question in this mechanism arises due to the fact that supporting
experimental evidence are scant, particularly because the intermediate aldol is
of difficult spectroscopic detection.

Supporting this perspective, SCALBERT et al. (2014) conducted a microki-
netic study of the reaction and exhibited evidences, based upon thermodynamic
calculations, that aldol condensation is but a minor, indirect route in the process
over hydroxyapatites. The authors suggested rather that the major reaction is
the direct dimerization of ethanol to BuOH:

CH3 – CH2 – OH + CH3 – CH2 – OH −−→ CH3 – CH2 – CH2 – CH2 – OH + H2O

Another minor route suggested by the authors is:

Step 1: CH3 – CH2 – OH −−→ CH3 – CH –– O + H2

Step 2:2a CH3 – CH2 – OH + CH3 – CH –– O −−→ CH3 – CH –– CH – CH2 – OH + H2O
or
2b1: CH3 – CH2 – OH + CH3 – CH –– O −−→ OH – CH2 – CH2 – CH2 – CH2 – OH
2b2: OH – CH2 – CH2 – CH2 – CH2 – OH −−→ CH3 – CH –– CH – CH2 – OH + H2O
Step 3: CH3 – CH –– CH – CH2 – OH +
CH3 – CH2 – OH −−→ CH3 – CH2 – CH2 – CH2 – OH + H2O + H2 + CH3 – CH –– O
Global reaction: 3 CH3 – CH2 – OH −−→ CH3 – CH2 – CH2 – CH2 – OH + H2O +
H2 + CH3 – CH –– O

In the mechanism proposed by SCALBERT et al. (2014), ethanol is first dehy-
drogenated into AcH (step 1), which then reacts with another ethanol molecule
(step 2), yielding but-2-en-1-ol either directly (step 2a) or by formation and de-
hydration of 1,4-butanediol (steps 2b1 and 2b2). BuOH is finally formed after the
MPV reaction of but-2-en-1-ol with yet another ethanol molecule (step 3), which
also regenerates AcH.

It is important to notice that the route proposed by SCALBERT et al. (2014)
completely dismisses the Guerbet mechanism, since there is no formation of
3-hydroxybutanal (the questionable aldol intermediate) in order to grow the car-
bon chain, which agrees with their thermodynamic data. This is supported
by the fact that the authors calculated, for the direct dimerization, a reaction
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Figure 2.6: Generic Guerbet reaction on a heterogeneous catalyst. R1 and R2 are generic
radicals, including hydrogen.

quotient four orders of magnitude greater than the equilibrium constant of the
reaction, which suggests that this is the preferential pathway in the assessed
conditions.

CHIEREGATO et al. (2015) also raised questions about the occurrence of aldol
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condensation. The authors presented infrared spectroscopy, microkinetic, and
density functional theory (DFT) evidences (discussed infra) indicating that this
step is negligible in the overall reaction. Infrared data revealed but traces of
3-hydroxybutanal, which implies that aldol condensation is just a minor step
of the mechanism. The thermal evolution of the monitored infrared bands is
displayed in Figure 2.7.
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Figure 2.7: Intensity of the monitored bands of ethanol on MgO at several temperatures.
Adapted from CHIEREGATO et al. (2015).

The first feature in Figure 2.7 is the absence of wavenumbers typical of al-
dols, even though, as previously discussed, it is already known that they are very
hardly detected via infrared experiments. Moreover the authors highlighted the
correlation between the observed reduction in band intensity of the carbanion
and of the acetyl with the increased intensity of the band referring to crotyl
alcohol, suggesting that there is a reaction between carbanion and acetyl yield-
ing crotyl alcohol at some point in the pathway. Therefore, the authors sug-
gested this as strong evidence that ethanol does not undergo Guerbet coupling
to BuOH.

Moreover, their DFT results indicated that aldol condensation does not go
through the least energy intermediates (thus the most probable ones). Their en-
ergetic findings are presented in Table 2.4. According to their results, CHIERE-
GATO et al. (2015) made a partial conclusion regarding the relevance of aldol for-
mation in the conversion of ethanol into higher alcohols on MgO. They claimed
that, as the energy cost to be paid for the production of two AcH molecules is
greater than that for the formation a single carbanion, the surface concentration
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Table 2.4: Energetic DFT analysis by CHIEREGATO et al. (2015).

Reactant / site Transition state barrier / kcal.mol-1 Reaction ∆E / kcal.mol-1

Dehydrogenation
Ethanol/Mg3C 5.2 -1.4
Ethanol/O3C 16.5 5.5

Carbanion formation
Ethanol/Mg3C -6.1 -8.2
Ethanol/O3C 12.8 12.5

of an AcH/enol pair (required for aldol coupling) must be substantially smaller
than that of a carbanion/AcH pair or carbanion/ethanol pair. Thus, this could
explain why a carbanion route is taken over an aldol pathway.

After gathering all their evidence, the authors suggested yet another mecha-
nism, different from all previous ones, as depicted in Figure 2.8. In this route,
there is initially activation of a Hβ of the ethanol molecule by the basic O2- on
the catalyst. The carbanion is then stabilized by the adjacent Mg. In the next
step, two vicinally adsorbed reacting species (ethanol and carbanion) undergo a
chain-growth reaction by the nucleophilic attack of the Cβ of the carbanion to the
Cα of the ethanol molecule. The final structure is stabilized by the cleavage of
the bond between carbon and hydroxyl simultaneous to a C-C bond formation.
Finally, water is formed and water and BuOH desorb, restoring the active sites
and concluding the catalytic cycle.
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Figure 2.8: Proposed mechanism disregarding Guerbet reaction. Adapted from
CHIEREGATO et al. (2015).

Therefore the great discrepancy among the suggested mechanisms for the
reaction is evident, such that there is still room for more debate and advances.
In fact there is a good possibility that all mechanisms are correct, each one re-
spective to their experimental conditions. This hypothesis was made by HILL
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et al. (2015), in which the authors speculated that aldol condensation is inhibited
by high ethanol surface coverages on MgO.

A final central discussion in this mechanism regards the behavior of hydro-
gen in the reaction system. While the dehydrogenation step is consensually
accepted to take place on the basic sites of the catalysts, there is still debate
about the origin of the hydrogen that reacts in order to reduce the oxygenated
C4 aldehydes (croton- and butyraldehyde) to BuOH. At a first evaluation, there
are three candidate hydrogen sources: i) gas-phase hydrogen; ii) surface hydro-
gen adatoms; and iii) direct hydrogen transfer via MPV reaction.

The first hypothesis was ruled out by some works. GINES and IGLESIA
(1998) performed tests with gas-phase dideuterium and noticed that there was
very little incorporation of deuterium into the coupling products when the re-
action was performed over K-Mg5CeOx mixed oxides. This supports the fact
that gas-phase hydrogen is not the main hydrogen source for the hydrogenation
steps. YOUNG and DAVIS (2018) co-fed hydrogen along with ethanol into their
system and also observed little effect on their hydroxyapatite and MgO catalysts,
corroborating the results of GINES and IGLESIA (1998).

Regarding the surface hydrogen option, there are two distinct proposed op-
tions, displayed in Figure 2.9. Both suggestions include the removal of a hydro-
gen from the alcohol by a surface oxygen basic site or by the combination of an
adsorbed hydrogen from the alcohol with a second hydrogen from the Cα. In
Figure 2.9A, each hydrogen is transferred via interaction with the surface oxide
anion, whereas in part B the recombination involves direct hydrogen transfer to
a surface hydroxyl group. YOUNG and DAVIS (2018) conducted experiments in
order to further probe the hydrogenation steps on their catalysts. The authors
claimed that hydrogenation via hydrogen adatoms is not the main hydrogenation
pathway. Instead, they suggest a hydrogenation route in which the C=O bond
in the crotonaldehyde carbonyl is reduced by sacrificing an ethanol molecule
via MPV yielding AcH and crotyl alcohol. This alcohol would then undergo
a C=C bond isomerization to form an enol, which subsequently tautomerizes
to butyraldehyde. Butyraldehyde then reacts via MPV with yet another ethanol
molecule, affording AcH and finally BuOH. The authors supported this pathway
with their results from the reaction of ethylene with ethanol on their catalysts.
As no MPV products (ethane plus AcH were expected shall the reaction take
place) were detected, the authors implied that the C=C bond is not directly hy-
drogenated via MPV and therefore there should be a way to instead saturate
specifically the C=O bond. Nevertheless, the presented ethene experiments are
somewhat tentative, since the ethene coverage especially on MgO is relatively
small and the unobserved MPV products might be a consequence of such fact
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instead of simply the non-occurrence of the actual MPV reaction. Experiments
with butenes could rather be performed to assert this hypothesis.

Figure 2.9: Different source of hydrogen adatoms. Adapted from KOZLOWSKI and
DAVIS (2013).

2.3 Mechanisms and Typical Catalysts for the

Ethanol Upgrading to 1,3-Butadiene

Historically there are two main industrial-scale processes in which ethanol is
converted into BD, namely one- (Lebedev) and two-step (Ostromislensky) (PO-
MALAZA et al., 2016). Usually the Lebedev process (conversely named as the
Toussaint process) refers to the direct conversion of ethanol to BD in gas-phase
over the proper catalysts; on the other hand, the Ostromislensky process relates
to the conversion to BD of a mixture of ethanol and AcH, also in gas-phase,
previously obtained by partial dehydrogenation of ethanol. It is interesting to
highlight that both processes presumably undergo similar mechanistic routes
(vide infra), such that they can be similarly assessed in a kinetic perspective.
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Another feature is that, similarly to the conversion of ethanol to BuOH, the BD
pathway also yields AcH as byproduct (regardless of the chosen process). This
in turn opens the possibility of recycling AcH back to original feed, which makes
the Lebedev and Ostromislensky, in the end, quite similar process-wise, even if
the relative ethanol/AcH ratio should be properly tuned. In general, simple
terms, the overall conversion mechanism of ethanol to BD is illustrated in Figure
2.10.

OH
2

-2 H2O, -H2

Figure 2.10: Generic mechanism of ethanol upgrading to BD.

Similarly to the Guerbet route to BuOH, the Kagan mechanism to obtain BD
from ethanol proceeds through a sequence of steps, as depicted in Figure 2.11.
Ethanol first dehydrogenates to AcH, which further undergoes aldol conden-
sation to 3-hydroxybutanal. The acetaldol dehydrates to to an α-unsaturated
aldehyde, which is then subjected to direct hydrogen transfer with an ethanol
molecule to yield crotyl alcohol and AcH. Finally crotyl alcohol dehydrates to
form BD. The rate-determining step is widely dependent upon the catalyst. For
basic catalysts with poor redox features, it is generally accepted that ethanol de-
hydrogenation to AcH is the slow step; however, in the case of acidic catalysts,
the MPV hydrogen transfer appears to be the limiting step.

Just as the Guerbet route has recently been questioned, so has the Kagan
mechanism received criticism as of late. Once again, the intermediate acetal-
dol is promptly dehydrated to crotonaldehyde and as such is not detected in
the reaction medium (CHIEREGATO et al., 2015; SCALBERT et al., 2014). More
interestingly, it has been reported a long time ago that the acetaldol was con-
verted back to AcH when co-fed with ethanol over a 2% Ta/SiO2 catalyst, with
no appreciable detection of BD (JONES et al., 1949).

With such limitations in sight, CHIEREGATO et al. (2015) proposed a new
mechanism after studying the reaction on MgO with kinetic, infrared and DFT
techniques. Their suggestion is displayed in Figure 2.12. A more complex mech-
anism, it revolves around the formation of a carbanionic species that could be
stabilized by specific surface defects on MgO. This species could attack a vici-
nally adsorbed AcH molecule, growing the carbon chain and eventually yielding
crotyl alcohol, which then dehydrates forming BD.

BD is a valuable feedstock for the polymer industry, and, as such, the
environmentally-friendly alternatives to the more traditional petrochemical pro-
cesses are widely studied. Therefore it is not surprising that a large number
of catalytic systems for the conversion of ethanol into BD has been developed.
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Figure 2.11: Kagan mechanism for the conversion of ethanol to BD.

Analogously to the conversion to BuOH, there are several desirable features for
such catalysts. Redox and basic properties are required for the dehydrogena-
tion steps, while basic and acid active sites are necessary for condensation and
dehydration, respectively. Once again, proper tuning of the catalyst features is
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Figure 2.12: Chieregato mechanism for the conversion of ethanol to BD.

paramount for the conduction of the desired reactions and for the avoidance of
byproducts. Among the candidate catalysts, there is prominence of binary and
ternary metal oxide systems. A summary of some catalytic results along with
the reaction conditions is listed in Table 2.5, where Xet is the ethanol conversion
and YBD, the yield towards BD.

Table 2.5: Catalytic results for several catalysts for the conversion of ethanol to BD.

Catalyst T / K WHSV / h-1 Xet / % YBD / % Reference

Wet-kneaded MgO-SiO2 623 0.15 50 42 MAKSHINA et al. (2014)
1.2% K/ZrZn / MgO-SiO2 648 1.24 26 13.1 DA ROS et al. (2017a)

2% ZnO-7% La2O3 / SiO2-2% ZrO2 648 1.0 80 60 LARINA et al. (2016)
3% Ta/BEA 623 0.8 58.9 43.1 KYRIIENKO et al. (2016)

MgO-SiO2-supported systems are especially analyzed among the candidate
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catalysts . It is interesting to notice how the weak surface acidity of SiO2 dras-
tically changes the catalyst behavior when compared to pure MgO. This illus-
trates the necessity of a balance between basic and acid sites, which are ascribed
to MgO and to the interactions of MgO and SiO2, respectively. This catalyst is
a particularly interesting example of how the synthesis method can directly af-
fect the final outcome in catalytic terms (ANGELICI et al., 2014, 2015; CHUNG
et al., 2016). Wet-kneading, mechanical mixing and co-precipitation were ana-
lyzed in order to prepare MgO-SiO2 with Mg/Si = 1. Wet-kneading of Mg(OH)2

with spherical silica formed a layered magnesium silicate phase, which was re-
sponsible to increase BD yield. Co-precipitation resulted in a thick amorphous
magnesia silicate phase with high ethene selectivity. Physical mixture revealed
little interaction between distinct phases, which in turn resulted in low activity.
Upon investigation via 1H-29Si Cross Polarization Magic Angle Spinning-Solid
State Nuclear Magnetic Resonance (CP MAS-SSNMR), it was noticed the pres-
ence of distinct magnesium silicates forming at the interface between MgO and
SiO2, namely anhydrous magnesium silicates, amorphous hydrous magnesium
silicates and layered hydrous magnesium silicates. These structures varied with
the synthesis methodology. With the findings, the authors were able to corre-
late BD formation to the presence of amphoteric layered hydrous magnesium
silicates (talc, stevensite, lizardite) neighboring MgO phases, while amorphous
magnesium silicates contributed to ethanol dehydration to ethene. Their conclu-
sions are quantitatively shown in Figure 2.13.

Figure 2.13: Direct correlations between BD (left) and ethene (right) yield and absolute
area detected by 1H-29Si CP MAS-SSNMR spectroscopy for layered hydrous magne-
sium silicates (left) and amorphous hydrous silicates (right), respectively. Adapted from
CHUNG et al. (2016)

Another set of catalysts that receives great attention for the BD synthesis
from ethanol is the Zr-containing materials. After the original probing by TOU-
SSAINT et al. (1947) more than sixty years ago, in which the authors first assessed
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catalysts composed of silica-supported Zr, Ta and Ni, JONES et al. (2011) con-
cluded that ZnO and ZrO2 were interesting for the process due to a combination
of Lewis acidity and ZnO to catalyze dehydrogenation steps. SUN et al. (2011)
studied the conversion of ethanol to BD on a Zn-Zr mixed oxide catalytic sys-
tem to further investigate the relationship between chemical composition and
catalytic activity. As shown by their NH3 TPD and pyridine FTIR, increasing
the Zr/Zn ratio from 2 to 30 caused great impact on the surface acidity, as ex-
pected beforehand. The authors were able to detect weak, medium and strong
Brønsted and Lewis sites on all of their materials. On the other hand, decreasing
the Zr/Zn from 30 to 10 weakened the strength of the surface acidity, gener-
ating greater amount of weak and medium sites in detriment of strong sites.
Such modification particularly affected the Lewis acidity of the catalysts. At ra-
tios below 10, the authors reported a suppression on the Brønsted acidity of the
material and the number of sites across all strengths dropped. It was then im-
plied that ZnO first passivates strong Lewis acids, then follows suit to medium
Brønsted acid sites. The alterations on the surface chemistry were followed by
changes in catalytic performance. The decrease in acid sites due to the reduction
of ZnO was related to a reduction in the quantity of dehydration products. It
drove the system towards accumulating AcH, suggesting that the rate-limiting
step went from ethanol dehydration to aldol condensation upon the addition
of the redox properties of ZnO. Nonetheless, at the highest Zn content, overall
ethanol conversion and BD selectivity dropped, evidencing that Brønsted acid
sites are necessary for the reaction.

LARINA et al. (2016) tried another take on the system by investigating the
use of silica-supported La2O3 as the active component of mixed oxide catalysts,
including Zn and Zr, for the one-step conversion of ethanol to BD. The authors
probed acid and base properties with pyridine and pyrrol FTIR, respectively.
They ascribed signals related to basic sites to La2O3, while the Lewis acid sites
signals were assigned to the presence of Zr and to the interaction of La2O3 and
ZnO with the silica phase. The authors then follow up with the conclusion
that La2O3 and ZrO2 provide basic sites and Lewis acid sites, respectively; on
the other hand, ZnO could improve the performance on the ethanol dehydro-
genation step. Once again, the combination of acid, base and redox properties
appears to play a crucial role for the reaction, as suggested by the Kagan mech-
anism.
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2.4 Transition Metal Catalysts

Catalysts composed of a support associated with a transition metal have ad-
vantages over those synthesized exclusively with metal oxides, especially in se-
quential pathways such as the Guerbet and Kagan reactions. The presence of
the transition metal increases the reaction rate particularly for alcohol dehydro-
genation to its corresponding aldehyde, which is widely accepted as the rate-
determining step at milder temperatures. Nonetheless, works with supported
transition metals are still scant in comparison to reports on pure oxides.

CARLINI et al. (2005) reported their findings with several metals (Pd, Ni,
Rh and Cu) on Mg-Al mixed oxides for the coupling reaction of methanol with
1-propanol in a batch reactor kept at 3 MPa and temperature range of 473–
493 K. The metals were either directly supported onto the mixed oxide or onto
carbon and then added to the mixed oxide by physical mixture. The authors
observed no changes in activity when Pd, Ni and Rh were supported onto the
oxide when compared to the pure oxide and when compared to the physical
mixture with carbon. However, the Cu-supported material displayed higher
activity and selectivity towards the coupling products in comparison to the other
systems, with reported yields above 40%.

In their studies with several transition metals (Pd, Ag, Mn, Fe, Cu, Sm and
Yb) supported also on Mg-Al mixed oxides, MARCU et al. (2012) showed that
Pd and Cu (both metals widely known for their good dehydrogenation capac-
ity) presented the highest rates for the conversion of ethanol to BuOH: 14.5
nmol.m-2.s-1 and 8.8 nmol.m-2.s-1, respectively. Their assays were conducted in
a batch reactor at 473 K and autogenic pressure. The intrinsic rates of reaction
decreased with time, which the authors partially ascribed to the fact that the
water from the coupling reaction could alter the structure of the oxide support,
mainly due to the memory effect of the double oxide (they could regain their
double hydroxide layered structure, which is inactive for this reaction) and to
changes in the active sites. The authors performed tests co-feeding water to the
reactor and verified reduction in their BuOH rates, which supports their original
hypothesis.

LÉON et al. (2011) explored the substitution of Al for Fe in Mg-Al mixed
oxides. Complete substitution in the materials caused decrease in the surface
area from 142 m2.g-1 in to 90 m2.g-1 in Mg/Fe. Moreover, the incorporation of
Fe reduced the acidic character of the materials and, therefore, the selectivity to
ethene during the reaction. Their Kinetic analyses reasserted AcH as a key inter-
mediate for the production of C4 products, which is expected when the Guerbet
route is taken. The role of Fen+ in the catalyst was not clearly elucidated, since
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Fe could amplify the conversion rate of ethanol to AcH, as it is an active ion for
redox reactions, but could simultaneously be responsible for the reduction of the
surface acidity. The authors suggested that Fe did not significantly influence the
reaction of ethanol to AcH because the activation energy of this particular step
was essentially the same as when compared to the Fe-free oxide. The function-
ality of Fe, thus, was in a generic fashion ascribed mainly to the modification of
the acidic-basic characteristics of the surface rather than to the redox capacity of
Fe.

Another Cu-containing material is reported in the work of GINES and IGLE-
SIA (1998). They revealed their results with mixed Ce/Mg oxides (Mg5CeOx)
promoted with K and Cu in a reflux batch reactor at 573 K and atmospheric pres-
sure. When the authors compared the dehydrogenation rates of ethanol among
the catalysts with and without Cu, significant improvements were noticed for
the Cu-containing materials. For instance, the initial rate of dehydrogenation
for the reported catalyst with 0.8 wt.% in K but free of Cu was 3.4 nmol.m2.s-1,
whereas the oxide with 1 wt.% in K and 7 wt.% in Cu was 240 nmol.m2.s-1,
an increase of two orders of magnitude. The initial rate of coupling products
went along with this rationale and increased fivefold when Cu was added to the
catalyst. The increase in dehydrogenation for Cu-containing materials probably
caused the increase in the coupling rate, since the gas-phase aldehyde would
naturally have a higher concentration in the system.

More recently, APUZZO et al. (2018); CIMINO et al. (2018) reported similar
studies for the conversion of ethanol into BuOH on MgO/γ–Al2O3 with the
addition of Ni and Ru. The findings showed a stable Ru/MgO powder catalyst
performance, assessed over 6 h in two consecutive days after regeneration. The
authors also reported increases in ethanol conversion and selectivity to BuOH
upon the addition of the metallic promoters. When discussing their results with
catalytic pellets, the authors presented similar conclusions: the addition of Ru
and Ni on Al2O3 dispersed on MgO increased ethanol conversion and BuOH
yield. Their catalytic results are reproduced in Figure 2.14. Interestingly enough,
both works did not report any methane production, which is discrepant with
what was found in this work, as will be debated infra.

Focusing now to the promoted catalysts for BD production, SHYLESH et al.
(2016) revealed their results with a MgO–SiO2–supported Au nanoparticles cat-
alyst. A particular structural finding was reported in their system. For materi-
als with Mg/Si ratio above the unity, their Au-impregnation method of choice
(deposition-precipitation) resulted in the disappearance of crystalline MgO and
formation of an amorphous magnesium silicate hydrate phase. The authors pro-
posed that SiO2 reacts with water in the presence of HCl (generated in situ by
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673 K
623 K

Figure 2.14: Comparison of BuOH yield and ethanol conversion data obtained during
catalyst tests at 623 and 673 K for some selected catalysts. Adapted from APUZZO et al.
(2018)

the hydrolysis of the gold chloride precursor), forming the magnesium silicate
phase. This points towards the direction that the MgO–SiO2 system is struc-
turally more convoluted than pure MgO, given the larger formation of interfaces
and possibility of solid rearrangements in the catalyst. In terms of activity, the
prepared materials displayed moderately high selectivity for the Lebedev pro-
cess. Good ethanol conversions and high BD selectivity, though, could only be
obtained at temperatures up to 573 K. Further increasing it promoted the selec-
tivity towards dehydration products. The authors found the optimal catalyst to
be composed of 3% Au/MgO–SiO2 with Mg/Si = 1. At 573 K and WHSV = 1.1
h-1, the reported BD yield was 20.5%.

JANSSENS et al. (2015) tested the insertion of Ag promoter to increase their
MgO–SiO2, MgO–COK–12 and MgO–MCM–41 catalysts activity for the con-
version to BD, since Ag nanoparticles are widely recognized as good alcohol
dehydrogenating sites in the absence of oxidants. Once again the impregnation
process (this time via aqueous impregnation) caused changes to properties of the
materials. The deposition of Ag reduced the amount of basic sites and increased
the Lewis acid sites. The authors implied that the improvement of the dehydra-
tion activity due to increased number of acid sites shifted the limiting reaction
to the aldol condensation step, since an accumulation of AcH was noticed. The
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optimal reported catalyst is 1% Ag/MgO-SiO2, with an BD yield of 42% at 753
K and WHSV set to 1.2 h-1.

ANGELICI et al. (2014, 2015) reported their investigation of the addition of
CuO to MgO-SiO2 matrices. The best catalyst was 1% CuO/MgO-SiO2 syn-
thesized by the deposition of Cu via incipient wetness impregnation onto wet-
kneaded MgO/SiO2. The authors claimed via their XRD results that Cu was
isolated over the catalyst surface. At 673 K and WHSV = 1.1 h-1 the catalyst
displayed a total BD yield of 74%, more than double when compared to the
unpromoted material. Using X-ray absorption results, the authors suggested
that the metallic species was responsible for the dehydrogenation of ethanol, but
that the remaining CuO could still contribute to the performance by poisoning
stronger acid sites, thus reducing the activity towards dehydration products.

2.5 Ruthenium as the active metal in the reaction

As explained in sections 2.2 and 2.3 the catalyst capacity of easily dehydro-
genating ethanol to AcH is one of the keys to the process. It is natural therefore
that there is great interest in finding materials that can promote this step suc-
cessfully.

For hydrogenation and dehyrogenation steps, two physicochemical factors
are known as determining for the catalyst activity: the electronic and the geo-
metric factors (BOND, 1957; LIVINGSTONE, 1973; SOMORJAI, 2010). For gases
to easily chemisorb onto metallic surfaces, it is required that the metal has empty
d orbitals, which are ready to accept electrons from the gas. Nevertheless, if the
number of such vacancies is large (as is the case of metals in groups 3 to 7), the
gases chemisorb rather strongly and their removal from the surface is severely
hindered. On the other hand, if there are no empty d orbitals (as in group 11
metals), chemisorption is virtually impossible and the catalytic rate is naturally
low. Maximum activity is thus expected for metals with an optimal number of
empty d orbitals (referred to as the Sabatier principle), that is, metals in groups
8, 9 and 10, as illustrated in Figure 2.15. This is known as the electronic factor
for catalysis.

The other requirement for efficient hydrogenation is that the surface metallic
atoms must be arranged and separated such that the reaction transition states
have the least possible energy. This implies that the reaction is processed with
the minimal activation energy and, therefore, at the lowest possible tempera-
ture. This second aspect is referred to as the electronic factor. Both factors are
entwined by the fact that the metallic radii of transition metals decrease to a
minimum inside groups 8, 9 and 10 with the addition of d-electrons, but it is still
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Figure 2.15: Part of the transition metals and their interactions with gas phase hydro-
gen.

a fortunate coincidence that both factors are optimized within such groups.
The number of empty d orbitals in a metal is a challenging property to be

measured experimentally. Nevertheless, PAULING (1949) proposed a compu-
tation of the percentage of a d-bond character (whose usual symbol is δ) for
metal-metal bonds in solids. This quantity, thus, is a measurement of the filling
of d orbitals. Values of δ lie by about 20% for group 3 metals and by about 40
to 50% for groups 8, 9 and 10 metals, such that this quantity in an indicative
of the number of empty d orbitals in a metal. Table 2.6 lists selected values of
δ for the so-called platinum metals, besides some other data on their geometric
characteristics.

Table 2.6: Atomic characteristics for platinum metals.

Ru Rh Pd Os Ir Pt
d-character percentage / % 50 50 46 49 49 44

Metallic radius / Å 1.34 1.34 1.37 1.35 1.36 1.39
Lattice structure HCP* FCC** FCC HCP FCC FCC

*: Hexagonal close-packed; **: Face-centered cubic. Adapted from BOND (1957).

Table 2.6 reveals that greater values of δ and smaller metallic radii are fea-
tures shown mainly by Ru, Rh, Os and Ir, such that these metals should be more
active than the most commonly used Pt and Pd (financial costs aside). In agree-
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ment with this prediction, Figure 2.16 indicates that the heats of adsorption for
hydrogen are indeed smaller in metals with larger δ and smaller metallic radius.

Figure 2.16: Heats of adsorption of hydrogen on several metals as a function of δ.
Adapted from BOND (1957).

Among platinum metals, Ru receives attention particularly for dehydrogena-
tion reactions, especially in homogeneous catalysis studies. MORTON et al.
(1989) reported their findings for the production of hydrogen from ethanol when
the reaction is catalyzed by several Rh and Ru complexes under distinct condi-
tions. It catches the eye how the Ru-based compounds display a much better
performance when compared to to Rh ones, since the authors reported reaction
rates up to twenty times larger for Ru. The authors ascribed three main reasons
for this: (i) the facilitated attack of carbanions to a Ru site freed by the loss of
N2; (ii) the facilitated protonation of [RuH3(PPh3)3]- by alcohols; and (iii) the
fact that hydrogen is released by a hydrogen molecular complex. Some of their
results are reproduced in Table 2.7.

More recently, NIELSEN et al. (2011, 2012) revealed promising results with
Ru complexes for the syntheses of hydrogen (from isopropanol) and ethyl ac-
etate (from ethanol). Both studies reported high turnover frequencies for the
Ru catalyst, even under mild conditions, which makes it suitable for industrial
applications. For instance, the authors showed turnover frequencies of up to
2048 h-1 for isopropanol dehydrogenation to acetone and up to 15400 h-1 for the
conversion of ethanol to ethyl acetate.
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Table 2.7: Catalytic results for several Rh and Ru complexes.

Catalyst
Catalyst

concentration /
mol.dm-3

Turnover
frequency /

h-1

[RhCl(PPh)3] 4.56 11.4
3.26 21.4

[RhH(PPri
3)3]

4.14 23.1
4.48 17.1

[Rh(bipy)2]Cl 4.78 90.8

[RuH2(N2)(PPh3)3] 3.48 210.2
3.04 82.4

[RuH2(PPh3)4] 2.10 138.4
3.68 53.3

The works of BERTOLLI et al. (2011); CONLEY et al. (2011); LI et al. (2014)
presented results from studies regarding dehydrogenation of ammonia boranes
and of alcohols with Ru metallic complexes. All reports revealed high turnover
frequencies for the assessed reactions, which undoubtedly support the promis-
ing potential of Ru in several applications on dehydrogenation.

Nevertheless, the work of DOWSON et al. (2013) is fundamental for the clas-
sification of Ru as a key-catalyst for the conversion of ethanol to BuOH. The
authors reported data for several Ru complexes with different ligands and could
reach selectivities higher than 94% for the conversion, also with high turnover
frequencies.

Independently of the studies system, the results from homogeneous catalysis
with Ru species are unanimous in pointing Ru as a good dehydrogenating agent
for the steps that convert alcohols into aldehydes. The works speculate that this
may be due to the ease in which Ru participates in outer shell dehydrogenation
steps, a widely suggested mechanism for this reaction. For example, NIELSEN
et al. (2012) proposed a route for the synthesis of ethyl acetate from ethanol, as
depicted in Figure 2.17.

The Ru complex is initially activated by a strong base (step a). In sequence
ethanol is dehydrogenated to AcH by outer shell dehydrogenation and hydrogen
is released from the Ru center (step b). The aldehyde thus produced either
stays at the neighborhood of the catalyst or stays coordinated to the metallic
center. Subsequently another ethanol molecule attacks the aldehyde to yield an
hemiacetal (step c). Finally there is a β-hydride elimination (step d), ethyl acetate
is afforded and the catalyst is regenerated after releasing H2. This mechanism
is yet another evidence of the good dehydrogenation capacity of Ru-containing
catalysts.
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Figure 2.17: Proposed mechanism for the conversion of ethanol to ethyl acetate in a
homogeneous medium. Adapted from NIELSEN et al. (2012).

On the other hand, a great problem of working with homogeneous catalysts
is the cost related to the separation of the final products from the catalysts them-
selves. Indeed, GABRIËLS et al. (2015) estimated that 30% of the market cost of
superior alcohols obtained by homogeneous catalysis routes are related to cata-
lyst recovery and treatment of the efluents associated with the process. The use
of heterogeneous catalysts mitigates such issue and turns the conversion cheaper
and more sustainable.

2.6 Density Functional Theory Applied to Heteroge-

neous Catalysis

Computational chemistry methods are widely used in heterogeneous catal-
ysis problems as yet another information source for the understanding of the
system’s behavior. Among the several computational methodologies, DFT-based
procedures are particularly useful for the determination and simulation of sev-
eral relevant characteristics of a catalytic system, including geometric parameters
(both of the solid and of the adsorbates), various spectroscopic spectra, density
of states, kinetic parameters, and energetics (CRAMER, 2004; JENSEN, 2007;
SHOLL and STECKEL, 2009).

The first step towards the comprehension of the applications of DFT to het-
erogenous catalysis is to understand the fundamentals behind the methodology.
Perhaps the most basic objective of a quantum analysis is to determine the posi-
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tion of the atoms in a system, which makes it possible to establish their energy
and, more importantly, how their energy changes when the atoms are moved
around. In other words, the positions of both nuclei and electrons must be
found. Taking into consideration that a nucleus is significantly heavier than elec-
trons (protons and neutrons have more than 1800 times the mass of an electron),
it can be stated that electrons respond much faster to changes in their neighbor-
hood than nuclei do. This suggests an approach to the problem in which the
physics can be split into two portions. First of all, the equations for electronic
motion are solved for a fixed position of the nucleus. Then, for a determined
set of electrons moving in the field of a set of nuclei, it is possible to establish
the individual states of the electrons. This segmentation of electrons and nuclei
into two separate mathematical problems is known as the Born–Oppenheimer
approximation. If M nuclei are at positions R1, . . . , RM then their ground-state
energy (that is, their lowest possible energy), E, is a function of such positions,
E = E(R1, . . . , RM). This function is known as the adiabatic potential energy
surface of the atoms and, once it is unequivocally determined, it is possible to
go back to the original question: How does the energy of the system change as
the atoms are displaced?

This question leads naturally to the in-depth study of the famous Schrödinger
equation, which is widely studied in its simplest form – its time-independent,
nonrelativistic take –, and can be conveniently expressed as: Hψ = Eψ. This is an
eigenvalue equation, where H is the Hamiltonian operator (which describes the
energy of the problem) and ψ is a set set of solutions, or eigenstates, of the of the
Hamiltonian. Each of the ψn eigenstates naturally has an associated eigenvalue,
En, that satisfies the equality. The general situation of interest in heterogeneous
catalysis, in which multiple electrons interact with multiple nuclei, is somewhat
convoluted (since it rarely can be solved exactly) and the Schrödinger equation
can be expanded as:

[
h2

2m

N

∑
i=1
∇2

i +
N

∑
i=1

V(ri) +
N

∑
i=1

∑
j<i

U(ri, rj)

]
ψ = Eψ (2.1)

where h is the Planck constant and m denotes the electron mass. The three terms
inside the Hamiltonian (within brackets) define respectively the kinetic energy
of each electron, the interaction energy between each electron and the set of
nuclei, and the interaction energy between distinct electrons. For this particular
Hamiltonian, ψ defines the electronic wave function of the N electrons in the
form ψ = ψ(r1, . . . , rN) and E is their ground-state energy (here the dynamic
behavior of electrons and their spin are neglected). A common approximation
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is to break down ψ as a product of individual wave functions such that ψ =

ψ1(r)ψ2(r) . . . ψ3(r), which is known as the Hartree product. It is paramount
to observe that N is significantly larger than M, since a single atom has only
one nucleus but several electrons. For instance, in a CO2 molecule, the full
wave function is a 66-dimensional function (3D for each of the 22 electrons).
On the other hand, if a nanocluster with 100 Pt atoms is considered, the full
wave function requires more than 23,000 dimensions, which is enough to form
an idea of why solving the Schrödinger equation for practical solid materials is
a mathematical and computational challenge.

The straits are even direr if the Hamiltonian is further analyzed. The term
defining the electron-electron interactions is the most critical in the perspective
of solving the equation. This contribution implies that the individual electron
wave function defined above, ψi(r), cannot be found without also simultane-
ously defining every other ψj(r), j 6= i. This conclusion is derived from the fact
that the Schrödinger equation is a many-body problem.

Even though its solution is central to quantum mechanics, the wave function
for a particular set of coordinates cannot be directly determined, since it is only
possible to determine the probability that the N electrons are at the ri coordi-
nates, which is defined as the product of their wave function by its respective
complex conjugate. Very intimately related to this probability is the density of
electrons at a particular point in space, n(r), defined as:

n(r) = 2 ∑
i

ψ∗i (r)ψi(r) (2.2)

wherein ∗ stands for the complex conjugate. The sum accounts for all individual
electron wave functions, such that the term inside it is the probability that an
electron with wave function ψi(r) is located at position r. The key feature of the
quantity n(r) is that it is a function of just three coordinates and contains a great
amount of information derived from the full Schrödinger equation, which is a
function of 3N coordinates.

With the basis set, it is possible to go ahead and explore the works that are
about 50 years old and that have set the foundations of DFT. The first theorem,
demonstrated by HOHENBERG and KOHN (1964), claims that the ground-state
energy from Schrödinger equation is a unique functional of the electron density.
This means that there is a one-to-one correspondence between the ground-state
wave functions and the ground-state electrons densities. It is interesting here to
take a small step back and review the concept of a functional. Analogously to a
function, which converts the value of variables into a single number, a functional
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has a function as input (rather than a number) and defines a single number from
it. For instance:

f (x) = x2 + 1 (2.3)

is a function, while

F[ f ] =
∫ 1

−1
f (x)dx (2.4)

is a functional.
If f (x) is hence plugged into F[ f ], the result is such that F[ f ] = 8

3 . Therefore,
Hohenberg and Kohn’s result may be restated such that the ground-energy E is
denoted by E[n(r)]. The name density functional theory derives directly from
this approach.

This result means that the ground-state electron density uniquely defines
all properties of the ground state. In turn, this implies that the Schrödinger
equation may be solved by finding a three variable function, n(r), rather than
the daunting full solution with 3N dimensions. As dreamlike as this scenario
might look, the caveat lies on the fact that the Hohenberg-Kohn theorem proves
that the functional of the electronic density exists and can be applied to solve
the Schrödinger equation, but does not say anything about what the functional
actually is. The second Hohenberg-Kohn finding defines an important feature
of the functional: The electron density that minimizes the energy of the over-
all functional is the true electron density corresponding to the full solution of
the Schrödinger equation. In practice, variatonal techniques are applied with
approximate forms of the functional until the minimum is found.

A convenient way to express the Hohenberg-Kohn conclusions is in terms of
ψi(r). The energy functional may be written as:

E[ψi] = Eknown[ψi] + EXC[ψi] (2.5)

in which the functional is split into two terms: One that encompasses everything
that can be placed in a simple, closed form, Eknown[ψi], and everything else, EXC.
The "known" portion takes four terms into account:

Eknown[ψi] =
h2

m ∑
i

∫
ψ∗i ∇2ψid3r+

∫
V(r)n(r)d3r+

e2

2

∫ ∫ n(r)n(r′)
|r− r′| d3rd3r′+Eion
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(2.6)

The terms in the right-handed side of the equation are respectively the elec-
tron kinetic energies, the Coulomb interactions between electrons and nuclei, the
Coulomb interactions between pairs of electrons, and the Coulomb interactions
between pairs of nuclei. Nonetheless, up to this point nothing guarantees that
the full expression of the unknown terms, expressed by EXC, is lesser of a task
than actually solving the full Schrödinger equation. This was brought to light by
KOHN and SHAM (1965), who have shown that the correct electron density can
be obtained via a procedure that solves a set of equations in which all individual
equations only involves a single electron. The Kohn-Sham equations assume the
form:[

h2

m
∇2 + V(r) + VH(r) + VXC(r)

]
ψi(r) = εiψi(r) (2.7)

Even though the Kohn-Sham equations are at first analogous to Equation
2.1, they differ by the fact that the Kohn-Sham expressions do not have the
sums that appear inside the full Schrödinger equation. This comes automatically
from the assumption that the single-electron wave functions depend solely upon
three spatial variables, i.e., ψi = ψi(r). On the left-handed side of the Kohn-
Sham equations there are three potentials: V, VH, and VXC. V refers to the
"known" section of the total energy functional, as in Equation 2.5, and defines
the interaction between an electron and the set of nuclei. VH is the Hartree
potential and takes the form:

VH(r) = e2
∫ n(r′)
|r− r′|d

3r′ (2.8)

This relates to the Coulomb repulsion between the electrons being evalu-
ated in a particular Kohn-Sham equation and the total electron density gener-
ated by its peers (e is the electron charge). The final term is called exchange-
correlation potential and may be considered a "functional derivative" of the
exchange-correlation energy (more on this infra):

VXC(r) =
δEXC(r)

δn(r)
(2.9)

The Kohn-Sham procedure has a circular logic behind it. In order to solve the
Kohn-Sham equations, a Hartree potential is required, but to define the Hartree

36



potential the electron density is needed. To find the electron density, the single-
electron wave functions have to be specified and, finally, to define them the
Kohn-Sham equations have to be solved. This circle can be broken in an iterative
fashion (SHOLL and STECKEL, 2009):

1. Define an initial, trial electron density n(r).

2. Solve the Kohn-Sham equations using n(r) defined above to yield the
single-particle wave functions ψi(r).

3. Calculate the electron density defined by the Kohn-Sham single particle
wave functions from step 2 using Equation 2.2.

4. Compare the results from steps 3 and 2. If both densities are the same,
then this is the ground-state electron density, from which the total energy
can be estimated. If the two densities are discrepant, then the trial density
must be updated and the process restarts from step 2.

This procedure indicates that Kohn-Sham equations are thus self-consistent.
A final comment must be made regarding the exchange-correlation func-

tional, as it is still unknown up to this point. In the very particular case of
a uniform electron gas, the functional can be derived exactly, since the electron
density is constant in all positions in space, that is, n(r) = constant. Even though
this situation is of limited value in works with real materials, it provides a prac-
tical way of actually applying the Kohn-Sham equations. In order to perform
this task, the exchange-correlation potential is set to be the exchange-correlation
potential of a uniform electron gas with established electron density:

VXC(r) = Velectron gas
XC [n(r)] (2.10)

which is referred to as the local density approximation (LDA). Once again it
is important to emphasize that the LDA gives a way to satisfactorily define
the Kohn-Sham equations, but it is impossible to solve, from them, the true
Schrödinger equation since the applied exchange-correlation functional is not
the true one.

Several other functionals have been developed over the years in order to
yield results closer to the real system. The generalized gradient approxima-
tion (GGA), for instance, takes into account information from the local electron
density as well as the local gradient in the electron density. Two very famous
GGA functionals that are used in calculations with solids (thus of great inter-
est to heterogeneous catalysis) are the Perdew–Wang functional (PW91) and the
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Perdew–Burke–Ernzenhof functional (PBE). It is important to keep in sight that
the choice of the approximate exchange-correlation functional affects the final
results in a relevant way, such that an appropriate functional has to be picked
carefully in order to generate phenomenologically feasible results.

Applications of DFT to heterogeneous catalysis are widespread, and the tech-
nique has been receiving ever-growing attention in recent years. This happens
because it can be used as an independent source of information, applied to cor-
roborate conclusions obtained for instance from spectroscopic and bench-scale
experiments. In some other applications, it may be used to simulate systems
upon which experiments may be constrained by cost, time, or available technol-
ogy.

In their thorough study on the ketonization of carboxylic acids over titania
and zirconia, WANG and IGLESIA (2017) used DFT-derived information (with
the PBE exchange-correlation functional) on energetics, infrared spectra, and
surface structure, along with experimental results, to assess the several steps re-
garding the mechanistic pathway. Figure 2.18 displays their proposed energetic
diagram for the ketonization of ethanoic acid on titania.

Figure 2.18: Schematic reaction coordinate diagram for ketonization and formation
of bidentate carboxylates (*AcO*) from monodentate carboxylates (AcO*) on TiO2.
Adapted from WANG and IGLESIA (2017).

Figure 2.18 is a good example of how DFT-derived energetics comes to aid
in the determination of the relative stability of intermediates and also to the as-
sessment of the endo- and exergonicity of the several catalytic steps. In addition
to that, it is possible to determine the kinetic relevant steps in a particular route,
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since the activation energy barriers are easily determined from the calculations.
It is important to highlight that many times some of the reaction intermediates
cannot be determined via regular analytical methods, such as chromatography
or infrared spectroscopy. This is due to the fact that some intermediates have
extremely short half-lives or local concentrations, which make them practically
undetectable by the techniques. Therefore, their determination (or at least a good
probability of determination) via computational methods, especially using ener-
getic analyses, helps a great lot to double-check whether proposed mechanistic
pathways are in fact physically consistent.

Aside from energetics, WANG and IGLESIA (2017) also explored several ge-
ometric features of their system, as shown in Figure 2.19 for ethanoic acid on
anatase and rutile TiO2. These schematics are extremely helpful in probing the
behavior of the system of interest regarding surface and adsorbate dynamics;
furthermore, they are a good way of assessing active sites, surface restructuring,
diffusion on the surface and, of particular interest in this work, the effects of
surface defects (especially line defects), as will be discussed infra.

The authors coupled their DFT findings to experimental results obtained
mainly from kinetic bench-scale and infrared assays in order to validate their
13-step reaction route from ethanoic acid to acetone, going through several sur-
face intermediates. Even though the mechanism is quite convoluted, the final
mathematical expression for the rate (TOF) is simple:

TOF =
k1(Pacid)

2

(1 + k2Pacid)2 , (2.11)

where Pacid is the partial pressure of ethanoic acid, and it was well-adjusted to
their kinetic data, as shown in Figure 2.20. The authors emphasize that many of
the transition states and intermediate mono- and bidentate carboxylates could
only be included in their model after the DFT simulations were performed,
which once again highlights the importance of the correct application of the
technique in order to enlighten chemical reaction mechanisms.

Another powerful application of DFT techniques is the prediction of infrared
spectra of catalytic interfaces. In their study with MgO-SiO2 for the upgrad-
ing of ethanol to BD, TAIFAN et al. (2017b) performed a handful of infrared
spectroscopy assays using several reaction intermediates as probes, such as cro-
tonaldehyde and crotyl alcohol, as an effort to contribute to the elucidation of
the conversion mechanism under different conditions. As some of the infrared
bands could not be unequivocally determined solely from experiments and com-
parison to databases, the authors opted to model their system with DFT (once
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Figure 2.19: DFT-derived adsorption modes for ethanoic acid on TiO2 anatase (101)
and rutile (101) surfaces. Distances in nm. Adapted from WANG and IGLESIA (2017).

Figure 2.20: Effects of reactant pressure on ketonization rates (a) for C2–C4 carboxylic
acids at 523 K and (b) for ethanoic acid at 503–533 K. The dashed lines show the model
from Equation 2.11. Adapted from WANG and IGLESIA (2017).
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again using the PBE exchange-correlation functional) in order to simulate ideal
spectra and compare to the experimental ones. Figure 2.21 depicts some of the
tested systems.

Figure 2.21: Optimized structures of ethanol (I), acetaldehyde (II), its enolate con-
formation (II), crotonaldehyde (IV), crotyl alcohol (V) and 1,3-butadiene (VI) on MgO
surface low coordination Mg3CO4C or Mg3CO5C surface sites. Adapted from TAIFAN
et al. (2017b).

The authors then proceeded to assign about 90 distinct infrared bands to their
model surfaces, considering the existence of different intermediates that could
be formed over differently coordinated surface sites. Some of the bands could
be used to explain the infrared experiments and TAIFAN et al. (2017b) used the
good correspondence between experiment and modeling to (a) propose a new
reaction mechanism and (b) demonstrate the importance of defective sites on
their catalyst in order to promote the reaction of interest.

Yet another set of results coupling experimental and DFT data was reported
by CHIEREGATO et al. (2015) for their MgO catalyst for the conversion of
ethanol to ethene, BuOH and BD. The authors were one of the pioneers to
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first question the occurrence of the Guerbet reaction in the system, and rather
they came up with a pathway that dismissed the formation of 3-hydroxybutanal
(an intermediate aldol in the Guerbet route) in favor of the formation of a sur-
face carbanion (their energetics results are displayed in Table 2.8). Even though
their mapping of the probable surface sites was somewhat simpler than that of
TAIFAN et al. (2017b), CHIEREGATO et al. (2015) were the first to come up with
a mechanism that explained more thoroughly the upgrading to higher prod-
ucts without going through Guerbet intermediates. Some of their surface DFT-
predicted configurations for reactants, transition states and products are dis-
played in Figure 2.22, which reveal the feasibility of a non-Guerbet route for
upgrading ethanol.

Figure 2.22: Reactants, transition states and products of the reaction between the car-
banion and an adsorbed ethanol molecule (top) or acetaldehyde (bottom). Adapted from
CHIEREGATO et al. (2015).
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Chapter 3

Methodology

“Always take your time in your experiments. It is better than regretting later that you
should have opened that valve properly.”

- James Kammert

3.1 Catalyst Preparation

3.1.1 Synthesis of the Mg and Al Oxides

The oxides assessed in this work were obtained via precipitation, in the case
of MgO, and coprecipitation, for the Mg-Al double oxide, following the proce-
dures suggested by CHIEREGATO et al. (2015); DI COSIMO et al. (1998). The
work of DI COSIMO et al. (2000) revealed that selectivity towards products of
interest in the conversion o ethanol to superior alcohols is influenced by the
proportion between Mg2+ and Al3+ in the structure of the Mg-Al double oxide,
since, as expected, the ratio between acid and basic sites on the catalyst surface
is an important factor for the processing of the elementary steps of the reaction.
Figure 3.1 reproduces their results. Figure 3.1 shows that there is an optimal
point in the molar Al/(Mg+Al) ratio for the production of BuOH, placed where
there is an equimolar composition between the elements. Moreover, it is relevant
to notice how pure Al2O3 does not yield any BuOH, as such surface does not
have the adequate basic sites for the conduction of the coupling steps. Therefore,
the ratio in which Al/(Mg+Al) = 0.50 was chosen for this work. All reactants are
listed in Table 3.1.

For the synthesis procedure, the metal nitrates in stoichiometrically calcu-
lated quantities were dissolved in distilled water at room temperature in a
beaker. Another solution, with K2CO3 and KOH, was prepared in another
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Figure 3.1: Selectivity towards AcH and BuOH (according to their initial rate) as a func-
tion of the molar composition of the Mg-Al double oxides. Adapted from DI COSIMO
et al. (2000).

Table 3.1: Chemicals used in the syntheses.

Reactant Chemical formula Manufacturer Purity / %
Molar weight /

g.mol-1

Aluminum nitrate
nonahydrate Al(NO3)3.9H2O Sigma-Aldrich >98.0% 375.13

Magnesium nitrate
hexahydrate Mg(NO3)2.6H2O Sigma-Aldrich 98-102% 256.41

Potassium carbonate K2CO3 Sigma-Aldrich >99.0% 138.21

Distilled water H2O Permution system,
E.J. Krieger & Cia. - 18.0

beaker, also at room temperature. The second solution was then added to a
third beaker, with 300 mL of distilled water, in order to adjust the pH at 10.0.
The nitrate solution was added to the system dropwise and then the K2CO3

and KOH solution was used also dropwise to keep and control the pH at 10.0.
This ensured that the Mg-Al double hydroxide precipitates as homogeneously
as possible, without too much of a phase mixture. When all of the nitrates solu-
tion was added, the system was left on a heating plate under magnetic stirring
at 333 K for 40 min. After this step, the solid was filtrated under vacuum and
washed with distilled water to remove the residual K+ from K2CO3. The solids
displayed a gelatinous aspect, typical of highly hydrated hydroxides, and were
white in color. Subsequently, the solids were placed into an oven kept at 393
K in static air for 12 h for the removal of surface water. After this first dry-
ing step, the hydroxides were agglomerated in large grains and therefore had
their size reduced with a mortar and pestle system before proceeding to thermal
treatment.
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The thermal procedure of hydrotalcites was studied by RAMASAMY et al.
(2016a) and was of little relevance for the selectivity of the catalysts towards
BuOH. Figure 3.2 summarizes their findings. It is noticeable how variations
within a wide range of temperatures, between 723 and 1023 K, reveal low sen-
sitivity regarding selectivity towards BuOH production. In any case, a tempera-
ture of 873 K was selected, even if the selectivity to BuOH is only slightly supe-
rior to the others. The hydroxides were heated under a 1 K.min-1 rate and kept
at 873 K for 12 h. This heating treatment is responsible for the transformation of
the hydroxide crystalline structure, since there is removal of both interstitial wa-
ter and the compensation anions due to the thermal effect. This breaks down the
double layered structure of brucite and hydrotalcite and yields the correspond-
ing oxides. Figure 3.3 depicts this process for hydrotalcites. After the thermal
procedure, the resulting oxides had the aspect of a thin, white powder. They
were sized then to a 106-180 µm range.

Figure 3.2: Effect of hydrotalcite calcination temperature on the selectivity of products.
Adapted from RAMASAMY et al. (2016a).

SiO2 (Sigma-Aldrich, Davisil Grade 62, high purity) was not synthesized, but
rather thermally treated as-received at 973 K for 12 h using a heating rate of 10
K.min-1 and displayed surface area of 284 m2.g-1.
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Figure 3.3: Removal of water and compensation anions from the hydroxide
structures to yield the corresponding oxide.

3.1.2 Deposition of Ru onto the Oxides

The insertion of Ru onto the oxides was conducted via incipient wetness im-
pregnation. 3.93 mL of a ruthenium nitrosyl nitrate solution (1.5% Ru content,
Sigma-Aldrich, 318.10 g.mol-1) were used for the synthesis of the 1 wt.% Ru
catalysts, using typically 2 g of the oxides. The Ru precursor was inserted drop-
wise onto the oxides and, after visible saturation of the powders, the system was
taken to an oven at 393 K in static air for the removal of water. This procedure
was repeated until the whole Ru precursor was added to the oxide. The result-
ing solid had a pinkish-red aspect. Finally, the system was thermally treated at
a 1 K.min-1 ramp up to 773 K and kept at this level for 12 h. This temperature
assured the complete removal of the organic ligands from the system (in form
of COx and NOx) and the formation of RuO2. The resulting catalyst had a dark
grayish-green color, typical of ruthenium oxide (IV).

3.2 Catalyst Characterization

3.2.1 X-ray Fluorescence (XRF)

Bulk chemical composition of the materials was determined by XRF in a
Rigaku RIX 3100 containing an X-ray tube with Rh target at 4 kW. The samples
were pressed into circular wafers with approximately 300 mg and analyzed with
no further pretreatment. The interest was the verification of the purity of the
oxides before the addition of Ru and the confirmation of the accuracy of the
incipient wetness impregnation methodology for the addition of Ru.
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3.2.2 X-ray Diffraction (XRD)

The crystalline structures present in the studied oxides were identified by
XRD, before and after the addition of Ru. A Rigaku Miniflex diffractometer
was used, with Cu radiation (CuKα, λ = 1.5418 Å). The diffractograms were
obtained in the 2◦≤2θ≤90◦ range with a 0.05◦ step in continuous scan mode. All
samples were analyzed without previous pretreatment. Raw data were treated
with the software MDI Jade v.5.0.37 (SP1) and the crystallographic information
was compared to the database of the Joint Committee on Powder Diffraction
Standards (JCPDS) for the identification and confirmation of the phases and
crystallographic planes.

3.2.3 N2 Physisorption

Determination of specific area, average pore diameter and pore volume was
conducted by physisorption of N2 at 77 K in a Micromeritics ASAP 2020. Circa
500 mg of sample mass were used fo the Ru-containing materials, whereas ap-
proximately 600 mg were used for the Ru-free ones.

All catalysts underwent a pretreatment step for the removal of humidity. In
this procedure, the materials were submitted to a 1.10-6 mmHg vacuum at 573 K
for 24 h. Subsequently, the adsorption and desorption isotherms were obtained
by plotting the amount of N2 assimilated by the material as a function of the
partial pressure of N2. With these curves, specific areas were estimated by the
BET (Brunauer-Emmett-Teller) model, whereas average pore diameter and pore
volume were calculated by the BJH (Barret-Joyner-Halenda) approach.

3.2.4 Temperature-Programmed Reduction (TPR)

TPR procedures aim to determine the behavior of the catalysts in an envi-
ronment prone to reduction of the metallic oxides. The main focuses of this
technique are to qualitatively observe the different reducible sites in the material
and to estimate the temperature at which the Ru oxides reduce to metallic Ru.
This is paramount for the in situ reduction procedures both in the reaction unit
and in the CO chemisorption assay to be properly conducted.

The analyses were done in a U-shaped quartz reactor surrounded by a fur-
nace adjusted by a PID-type controller with circa 150 mg of the catalysts. The
samples were pretreated for the removal of humidity under a 30 mL.min-1 He
flow at a 1 K.min-1 rate up to 573 K and kept at this level for 1 h. The system was
then allowed to cool down back to room temperature under the same He flow.
After the pretreatment step, the samples were exposed to a 10% H2 on He flow,
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also at 30 mL.min-1, and at a 1 K.min-1 ramp up to 1273 K. This temperature was
maintained for 1 h and the H2 uptake was monitored by a TCD.

3.2.5 CO Chemisorption

For the assessment of the availability of metallic sites on the surface of the Ru-
containing catalysts and of their metallic area and dispersion, a CO chemisorp-
tion analysis was performed, at room temperature, in a Micromeritics ASAP
2020. The materials were dried in a U-shaped quartz reactor at 423 K until the
observed pressure difference was below 5 µmHg. In sequence, the catalysts were
reduced in situ in a pure H2 flow for 1 h at the temperature determined by their
TPR profiles. The materials were then cooled down back to room temperature
under pure He flow for the removal of surface H2 and then the CO analysis
was started. The chemisorption isotherms were plotted as the amount of CO
assimilated by the surface with the partial pressure of CO.

Metallic dispersion was calculated according to Equation 3.1:

D(%) =
Ns

Nt
.100 (3.1)

where Ns, the total number of accessible sites, is obtained by the extrapolation
of the irreversible chemisorption isotherm and Nt, the total number of atoms, is
given by Equation 3.2

Nt =
y.mcat

M
.NA (3.2)

where y is the mass percentage of the supported metal, mcat is the catalyst mass
in the assay, M is the metal molar weight, and NA is the Avogadro constant.

In addition to dispersion, the technique also allows for the estimation of the
diameter of the metallic particles, dp, as in Equation 3.3:

dp =
f
D

(3.3)

where f is a geometric factor and D is the metallic dispersion, given by Equation
3.1.

3.2.6 CO2 Temperature-Programmed Desorption (TPD)

The TPD assays using CO2 as probe molecule are employed for the evaluation
of basic sites on a catalytic surface, since CO2, an acidic molecule, has great
affinity for them. The procedure is based upon the adsorption of CO2 onto
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the catalyst surface and subsequently monitoring the desorption behavior of the
probe under an inert flow at a pre-established heating ramp.

The analyses were conducted with a U-shaped quartz reactor, surrounded by
a furnace with a PID thermal control, with 100 mg of catalyst bed. Pretreatment
was identical to the TPR analyses. After this step, the materials were exposed to
a mixture of 5% CO2 in He at 50 mL.min-1 at room temperature for 10 min. In se-
quence, a flow of pure He at the same flow rate was used to remove physisorbed
species.

CO2 TPD was then conducted at a 50 mL.min-1 He flow and 10 K.min-1

rate, from room temperature up to 1073 K. The system was kept at the final
temperature for 30 min. Two species were monitored by a Balzers-Pfeiffer mass
spectrometer: CO (m/z = 28) and CO2 (m/z = 44).

3.2.7 Diffuse Reflectance Infrared Fourier Transform Spec-

troscopy (DRIFTS)

DRIFTS allows for the investigation of the reaction surface behavior concern-
ing the adsorbed intermediate species. The tests were conducted in a Bruker
Vertex 70, with a liquid nitrogen-cooled MCT detector, ZnSe windows and a dif-
fuse reflectance chamber for high temperature treatments (Harrick). All samples
were pretreated at 573 K in 30 mL.min-1 of pure Ar. For the catalysts containing
Ru, an additional in situ reduction step was performed, according to the TPR
results. Afterwards, the catalysts were submitted to a 30 mL.min-1 1% ethanol
in Ar flow at 573 K prior to recording spectra every 5 min for 30 min. Then the
flow was switched back to pure Ar to assess ethanol’s desorption behavior. The
spectra were also obtained every 5 min for 30 min after pure Ar started flowing.
This procedure was repeated at 623 K and 673 K.

3.2.8 Microcalorimetry

A typical microcalorimetry procedure was used in order to assess adsorption
patterns and heats of adsorption of ethanol on the catalysts. For MgO and
Ru/MgO, 300 mg of the powders were used and a thermal pretreatment at 773
K under vacuum for 16 h was applied, whereas for MgxAlOy and Ru/MgxAlOy,
50 mg were used and thermal pretreatment at 673 K under vacuum was applied.
All materials were allowed to thermally equilibrate for 16 h under vacuum and a
total of 50 doses was chosen for the assays, each one allowed to reach equilibrium
over 15 min. All tests were conducted at 309 K.

Anhydrous ethanol (Sigma-Aldrich, ACS grade, ≥99.5%) was degassed via a
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freeze-pump-thaw procedure. Ethanol was frozen with liquid N2 and allowed
to thaw at room temperature, under vacuum, for three cycles.

For the MgO and Ru/MgO samples, an initial dose pressure of about 1200
Pa was used. For MgxAlOy and Ru/MgxAlOy, the pressure was about 933 Pa.

3.2.9 X-ray Photoelectron Spectroscopy (XPS)

XPS was used to probe chemical states and relative composition of the sur-
face atoms. The analyses were carried out using an Escaplus P system (Omi-
cron Nanotechnology) in ultra-high vacuum conditions (≈ 10-10 mbar). An Al
monochromatic X-ray source (Kα=1486.7 eV) with emission driven by 20 mA at
a voltage of 15 kV provided the incident photons. Survey scans were measured
at 180 eV pass energy with a resolution of 1 eV. For individual high-resolution
scans, analyzed pass energy was set to 20 eV with 0.1 eV steps. Surface charg-
ing of samples was compensated using an integrated flood gun. Analyses of
the peaks were performed with the CasaXPS software, using a weighted sum of
Lorentzian and Gaussian components curves after Shirley background subtrac-
tion. The binding energy calibration was referenced to the adventitious carbon
signal (C 1s, 284.6 eV). Ru 3d5/2 is the most intense photoelectron line for Ru,
but it was overlapped with the C 1s peak; therefore, Ru 3p was analyzed instead.

3.2.10 Transmission Electron Microscopy (TEM)

High-resolution transmission electron microscopy (HRTEM) and scanning
transmission electron microscopy (STEM) were used to obtain images of the ma-
terials in order to confirm morphological and dispersion features. The analyses
were performed using a Schottky field emission gun (XFEG) Cs-corrected FEI Ti-
tan 80-300 microscope operated at 300 kV. The crystal structures of oxides were
analyzed from HRTEM images. Z-contrast images were acquired through STEM
using a high angle annular dark-field (HAADF) detector. Energy dispersive X-
ray spectroscopy (EDS) was performed in STEM mode.

3.3 Catalytic Performance Assessment

The evaluation of the catalyst’s performance in the reactions was conducted
in two distinct reaction units: one at UFRJ and one at UVA. Both setups were
almost operationally identical. In the following only the unit at UFRJ is dis-
cussed, which has its schematic presented in Figure 3.4. The relevant differences
between the experimental setups will be highlighted as they are discussed below.

50



Fi
gu

re
3.

4:
Sc

he
m

at
ic

of
th

e
ex

pe
ri

m
en

ta
lu

ni
t.

51



Helium was chosen as the inert carrier gas for the reactions (N2was used at
UVA). Helium came from an external line coupled to the main He cylinder at
NUCAT and had its input flow controlled by an analogical MKS flow controller.
The He line was inserted into a glass saturator containing ethanol (ACS ISO re-
actant, Merck). This device was responsible for feeding ethanol into the unit and
had its temperature controlled by a water bath (at the UVA unit, on the other
hand, ethanol was fed with a Teledyne ISCO 500D syringe pump). The water
bath was the chosen way to control the ethanol percentage in the inlet, as esti-
mated via the Antoine equation (for more information, please check Appendix
A). The He flow, already saturated with the desired ethanol percentage, was
then injected into a quartz U-shaped reactor (at UVA, a tubular Ti reactor was
used) surrounded by a furnace with a PID-type controller. The reaction temper-
ature was controlled by a thermocouple placed at the catalyst bed’s height. The
outlet flow then followed to the chromatograph (Shimadzu GC-2014) with two
columns. The first column was a RQTPlot-Q (30 m, 0.32 mm i.d.) that separated
the heavier products before being analyzed by a FID. Some lighter compounds,
mainly H2, CO and CO2, are not detectable by the FID, such that the FID outlet
stream was treated in a cold trap and then injected into another column (Car-
boxen 1010, 30 m, 0.53 mm i.d.) and then into a TCD. The lines were all kept
at 393 K, monitored by thermocouples attached to several sections of the tubes.
This was done to avoid condensation, fouling, and cold spots in the tubes. The
system’s pressure was monitored at a constant value of 1.1 bar (at UVA, this
value was 1 bar) by a pressure gauge installed at the He inlet. Data processing
was carried out by the software related to the chromatograph (GCSolution, v.
2.32), which provided online measurements of the catalytic performance.

The system at UFRJ could face flow rates ranging from 10 to 100 mL.min-1.
The lower boundary was due to the operational limit of the valves in the flow
control system, while the upper boundary corresponded to the maximum value
that could be set without system pressurization (which is naturally something
to be avoided at all costs when similar reaction conditions are desired). Catalyst
bed masses ranged from 5 to 550 mg, depending upon the assay.

The Ru-containing catalysts had to be pretreated so that the metallic state of
the metal, and not its oxides, was present in the chemical environment. For this,
in situ reduction procedures were conducted. A flow of 30 mL.min-1 of pure
H2 was used with a heating rate of 10 K.min-1 up to the desired temperatures
(according to TPR results, vide infra). The catalysts were kept at the final tem-
peratures for 30 min and were cooled down back to room temperature under
pure He also at 30 mL.min-1. The temperatures for the reaction were within
the 573-673 K range, in consonance with previous works (BIRKY et al., 2013;
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CHIEREGATO et al., 2015; DI COSIMO et al., 1998; RAMASAMY et al., 2016a).
For the assessment of the catalysts stability, 24 h assays were conducted.

In these tests, 100 mg of each catalyst were used, the total flow rate was set
to 10 mL.min-1, and the temperature was kept at 673 K. The largest desired
temperature was used, as well as a high contact time, such that the condition
that could most like induce catalyst deactivation was chosen. In such setup, the
Ru-containing catalysts originally presented high conversions (above 70%) and
therefore had to be physically mixed with SiC (a solid inert) as a way to make
them comparable to the Ru-free materials. The chromatographic analyses were
conducted hourly. With this test it is possible to probe the catalysts for their
deactivation pattern (shall there be any) for extended periods of time.

Assuring that the experiments are conducted under kinetic regime is critical
to the quality of the obtained data. If such conditions are not respected, it might
be so that the kinetic information in reality refers to situations in which there are
mass diffusion hindrances, that is, the measured rates of reaction are related to
the capacity of the system to transfer reactants from the bulk of the fluid to the
catalyst surface, rather than being ascribed exclusively to the catalyst capacity of
processing the reactions, which is the desired condition. There are typically two
ways of experimentally conducting this sort of verification (FIGUEIREDO and
RIBEIRO, 2015): i) observe the behavior of conversion by varying the flow rate
of the reactants while keeping GHSV constant (when the conversion reaches a
constant level, the kinetic regime is established); or ii) observe the behavior of
conversion by varying GHSV for several catalyst bed masses (the critical value
of GHSV in which distinct masses display different conversions is the start of the
external diffusion-limited regime). A modified version of option ii was chosen
for this work, as presented by BIRKY et al. (2013); HANSPAL et al. (2015).

For all performed calculations, the differential reactor condition was assumed
to hold (and was later verified). This implies stating that only the initial reaction
steps were observed, since the catalyst bed was narrow enough to obtain low
conversions (next to or below 10%). Therefore the reaction rates can be expressed
as in Equation 3.4:

r =
(C f − Ci)F

wSg
(3.4)

In Equation 3.4, r is the reaction rate, C f and Ci are respectively the initial
and final concentrations of the species, obtained by chromatography, F is the
volumetric rate of the system, w is the catalyst mass. and Sg is its specific area.
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Product distributions were computed with Equation 3.5:

Sk =
Ck

n
∑

m=1
Cm

(3.5)

In Equation 3.5, Sk refers to the product distribution of species k, Ck is the
concentration of species k and the denominator represents the sum of the con-
centrations of every detected species n in the reactor outlet.

Ethanol conversion is determined by Equation 3.6:

Xet =
(Fi − Fo)

Fi
(3.6)

where Xet is the observed ethanol conversion given respectively the inlet (Fi) and
outlet (Fo) ethanol flow rates, also determined by chromatography.

3.4 Computational Methodology for the DFT Calcu-

lations

DFT calculations were carried out using the supercell pseudopotential
method, as implemented in the QUANTUM-ESPRESSO computational package
(GIANOZZI et al., 2009). Correlation and exchange contributions to the total en-
ergy were calculated with the Perdew-Wang 91 formulation of the generalized-
gradient approximation, claimed to be well suited for surfaces and able to main-
tain good compromise between accuracy and computational cost (PERDEW
et al., 1992). Core-valence interactions were described by Ultrasoft pseudopo-
tentials, while the Kohn-Sham electronic valence states were expanded in plane-
waves up to 50 Ry and 400 Ry (1 Ry≈ 13.61 eV≈ 1313 kJ.mol-1) for kinetic energy
and charge energy cutoff, respectively. Atomic positions were optimized ap-
plying the Broyden-Fletcher-Goldfarb-Shano algorithm. Spin-polarization was
considered throughout all calculations.

Lattice-parameters of bulk MgO were obtained by sampling the Brillouin
Zone (BZ) in a k-mesh grid of 15x15x15 Monkhorst-Pack points (MONKHORST
and PACK, 1976). The values obtained after optimization (a = b = c = 4.239)
are in excellent agreement with experimental data for the B1 rock-salt structure
(a = b = c = 4.217) (GRAULIS et al., 2009). Only one Γ-point was used for
sampling the surface BZ of the supercell with a Gaussian smearing of 0.02 Ry for
band occupations around the Fermi level. Self-consistency was achieved when
the force applied to each atom was less than 1.10-3 Ry.Bohr-1 and the variation
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of the total energy between two consecutive iterations was in the order of 1.10-4

Ry. Convergence was initially confirmed with respect to the k-point sampling,
cutoff energy and number of layers, so that the methodology is reasonable and
the theoretical results are reliable.

Climbing-image nudge elastic band (CI-NEB) (HENKELMAN et al., 2000)
was used to locate energy barriers through the minimum energy path (MEP) by
connecting two minima: initial (IS) and final (FS) states. In order to locate con-
figurations of maximum energy along the MEP, which climb uphill to the saddle
point and are identified as transition states (TS), eight images of the elementary
steps that span the space between optimized reactant and product geometries
were specified. Subsequently, the direct activation energy (EA) was estimated as
the energy difference between TS and IS. Zero-point correction energies as well
as the motion of surface atoms at high temperatures were not explicitly included
in the calculations, based on the fact that temperature corrections (kbT) are usu-
ally small when compared to dissociation barriers at high temperatures and do
not influence significantly on mechanistic trends (CHORKENDORFF and NIE-
MANTSVERDRIET, 2003).

As a way to characterize the nature of the interaction between ethanol and
MgO surfaces, a detailed analysis of the electronic structure was conducted.
Charge density difference (ρdi f f ) plots were obtained by subtracting the sum
of the charge densities of the molecule plus the clean surface (in the same
geometry) from the charge density of the total adsorbate system, defined as
ρdi f f = ρ − ρethanol − ρMgO, where ρ denotes the charge density of ethanol ad-
sorbed on MgO surfaces, and ρethanol and ρMgO are the charge density of the
isolated molecule and of the supercell representing the surface, respectively. Iso-
surface plots were drawn with a value of 4.10-3 eV-3. In the figures, yellow and
blue colors represent charge accumulation and depletion, respectively. Analysis
of charge partitioning was carried out by the Bader method as implemented in
a density grid-based algorithm by BADER (1990); TANG et al. (2009).

3.4.1 Surface Models

The supercells used to investigate ethanol adsorption and surface reactions
were modeled by employing periodic boundary conditions. For that, the DFT-
optimized MgO unit-cell vectors were periodically translated thrice along the a
and b crystallographic axes and twice along c, generating a supercell containing
four atomic layers and a total of 144 atoms with surface area of ≈1.12 .10-12 m2,
large enough toe avoid possible molecular interactions between periodic images.
This approach represents a (001) Miller plane, which is the energetically most
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stable MgO-periclase facet (REFSON et al., 1995).
In spite of the fact that catalytic properties of periclase are believed to emerge

from a complex interplay between surface Lewis acid (Mg2+) and basic (O2-)
properties, the nature and the composition of the active sites are hitherto not
unambiguously established (BIRKY et al., 2013). Several previous works have
studied adsorption and reaction mechanisms of several organic molecules on
MgO (BRANDA et al., 2003a,b, 2009; CHIEREGATO et al., 2015; CHIZALLET
et al., 2006; TAIFAN et al., 2017a; ZHANG et al., 2015). As a common point, it
is generally accepted that lower coordination environments are more reactive
(SUSHKO et al., 2000). Therefore, MgO’s catalytic activity could be related to the
presence of surface defects assumed to exist in different coordination situations
according to their locations, as experimentally evidenced by X-ray and atomic-
force microscopy investigations (ASHWORTH et al., 2003; LIU et al., 1998).

Surface defects exhibit a wide variety of local environments, such as 5-, 4-,
and 3-fold coordinated sites (Mg5c/O5c, Mg4c/O4c, and Mg4c/O4c, respectively)
and combinations thereof. Thus, with the goal to probe such chemical environ-
ment, a defected system has been proposed by cutting out the corresponding
3D full slab, as depicted in Figure 3.5. This way, it was possible to specifically
evaluate one of the most active types of defect (CHIZALLET et al., 2006, 2009),
consisting predominantly of 3- and 4-fold coordinated Mg (Mg3c and Mg4c) and
4-fold coordinated O (O4c) surface sites, respectively.

Figure 3.5: Supercell models used for DFT calculations showing the coordination num-
bers of Mg (green) and O (pink) atoms on the surfaces containing kink defects.

Surface relaxation was further considered by allowing the two topmost layers
along with the adsorbed molecules to freely relax while the bottom two layers
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were kept fixed in their optimized bulk positions, mimicking a semi-infinite
bulk crystal. A vacuum layer of ≈17 Å was added along the c axis as a way
to minimize spurious interactions between adjacent replicas. Bengtsson dipole
correction (BENGTSSON, 1999) was applied in order to cancel long-range dipole
interactions caused by charge rearrangement on the surface due to adsorption
of ethanol and interactions between the two surfaces of the slab.

Furthermore, ethanol adsorption energies were systematically evaluated ac-
cording to the expression:

∆Eads =
EMgO+nEt − (EMgO + nEEt)

n
(3.7)

where EMgO+nEt represents the total energy of the system containing n ethanol
molecules, EMgO is the total energy of the slab, and EEt denotes the total energy
of ethanol as obtained by isolating the molecule in a large cubic box (with 25 Å
sides) using only one k-point.

3.4.2 Thermodynamic Analysis and Free Energy Diagrams

Entropic contributions of ethanol adsorption and reaction products desorp-
tion were applied to determine free energy plots. According to a successful ap-
proach by GREELEY and MAVRIKAKIS (2004); GU et al. (2015); KANDOI et al.
(2006) to determine differences in free energies, in this work it was assumed that
the translational entropy represents the most important entropic contributions
(S) to the free energy diagram, calculated as:

S = R ln
(

kBT
P

)
+

3
2

R ln(2πMkBT) +
5
2

R− 3R ln(h) (3.8)

In this expression, kB, h, T, R, and M correspond respectively to Boltzmann
constant, Planck constant, absolute temperature, universal gas constant, and
molecular weight. The free energy pathway reported here was generated at
673 K and 1.1 bar, since these were the conditions used for the experimental
portion of this work in which there was successful product generation. Under
such conditions, the DFT calculations imply that ethanol in the gas phase loses
entropic energy, related to the produt of temperature and entropy (TS term), at
around 1.20 eV. On the other hand, when desorbing to the gas phase, the reaction
products water and BuOH gain about 1.25 eV and 1.22 eV, respectively.
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3.4.3 Microkinetic Modeling

Transition state theory (EYRING, 1935) was used to probe rate constants for
elementary surface reactions. For that, energetically-stable initial, final, and tran-
sition states of reaction pathways, as obtained through DFT CI-NEB approach,
were used to carry out a microkinetic study aiming at analyzing reaction rates
and product distributions. Standard kinetic equations were applied to obtain
rate constants (k):

k =
kBT

h
QTS

QIS exp
(
−EA

kBT

)
(3.9)

where the constants are defined as in Equation 3.8, EA is the activation energy,
and QTS and QIS stand for the partition functions relatively to the transition and
initial states, respectively, defined as:

Q = Qtrans.Qvib.Qrot (3.10)

where Qtrans, Qvib and Qrot are the translational, vibrational and rotational par-
tition functions, respectively.

It was assumed that vibrational partition functions were supposed to con-
tribute to the total partition function with the same probability, so that changes
in vibrational entropy were not substantial along the elementary reaction steps.
This means that all vibrational partition functions are unitary and, consequently,
the pre-exponential factors

(
kBT

h

)
are approximately 1013 s-1. This is a reasonable

approximation within the harmonic limit (BARONI et al., 2001; EYRING, 1935),
since changes in entropy occur mainly throughout adsorption steps. As these
are not activated processes, the Hertz-Knudsen equation (KWON et al., 2008)
may be applied to define the flux of adsorbing molecules and hence describe the
adsorption rate constants (kads), according to:

kads =
Pi√

2πmikBT
(αsγi) (3.11)

where Pi is the gas-phase reactant partial pressure, set to 1.1 bar, αs is the average
area of an active site (set to ≈1.12×10-18× 1

18 m2), γi is the dimensionless sticking
coefficient (set to unity for all adsorbed species), and mi is the molecular weight
of species i.
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Desorption rate constants (kdes) were obtained as:

kdes = kB

(
T
h

)3 αs(2πmikB)

σTrot
exp

(
−EA

kBT

)
(3.12)

In this expression, σ is the symmetry number, while the characteristic tem-
perature for rotation (Trot) was estimated as Trot =

h̄2

2kb I , where h̄ is Planck con-
stant divided by 2π and I was obtained via diagonalization of the 3x3 molecular
moment of the inertia tensor.

Next, the as-obtained rate constants were used to build a series of differential
equations representing the 2N surface elementary (forward and backward) reac-
tions. The resulting ordinary differential equations used to compute steady-state
coverages, product distribution and conversion rates, defined as:

ri =
N

∑
j=1

k jv
j
i

(
M

∏
l=1

c
vj

i
l

)
(3.13)

were integrated in time according to the methodology implemented by (FILOT
et al., 2014, 2015, 2016) via backward differentiation formula method, assuming
no rate-determining step. Here, k j and vj

i represent the elementary reaction
rate constants and the stoichiometric coefficient of component i in elementary
reaction step l, respectively, whereas cl is the concentration of intermediate l
over the catalytic surface.

The structure employed for the calculations was provided by NACAD, the
high performance computational facility at UFRJ. Thorough information on
hardware can be accessed at NACAD (2019).

3.5 Statistical Approach to Parametric Estimation

and Experimental Planning

3.5.1 The Different Optimization Criteria

One of the goals of this work is to adequately estimate the kinetic parameters
of the reaction. Thus it is paramount to have a solid strategy from experimental
planning theory to approach this problem, given that an intricate network of
reactions might be taking place in the system. In opposition to what is widely
used in the literature, factorial planning, usually indiscriminately applied, is not
recommended for kinetic studies, since there are intrinsic and unavoidable non-
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linearities in this kind of experimental reality. A good solution is then to opti-
mally plan the experiments, from well-established optimization criteria in order
to extract the maximum possible information from experiments with the low-
est experimental load (BARD, 1974; SCHWAAB and PINTO, 2011; SCHWARTZ,
1995).

The idea of optimality should nonetheless be further explored and defined in
order to give a better notion on how to develop the problem. Within the reality
of experimental planning, such approaches usually go through the adjustment of
geometric elements of the region of confidence of the parameters (which, given
the arguable hypothesis that they are normally distributed, is a hyperelipse in
the parametric space), such as volume and semi-axis length. In his classic work
in this field, KIEFER (1959) delved into the different optimization criteria for
experimental plannings. The choice of the criterion is dependent upon the goals
of the particular work. For instance, when it is desired to minimize paramet-
ric correlation, the shape criterion, classified by KIEFER (1959) as an E-optimal
criterion, in which the largest eigenvalue of the posterior parametric covariance
matrix is minimized, is the most indicated. It is important to make it clear that
there is no globally best criterion; in fact, there is only the most indicated one
for each particular assessment.

For this study, the volume criterion, a D-optimal criterion, will be used, as
the main objective of the study is the quality of prediction of the model. While
it is known that this criterion could lead to inferior parametric quality, it is
expected beforehand that the kinetic parameters will be intrinsically and un-
avoidably correlated, due to the nature of the Langmuir-Hinshelwood-Hougen-
Watson (LHHW) modeling approach. With this criterion, the main objective of
the procedure is to minimize the volume of the confidence region of the param-
eters (SCHWAAB and PINTO, 2011), that is:

D-optimal = min[det(VαVαVα)] (3.14)

In Equation 3.14, VαVαVα is the parametric covariance matrix (variables in bold
text will, as convention, represent matrices), defined as:

VαVαVα =

[
NE

∑
i=1

BT
i V−1

yi BiBT
i V−1

yi BiBT
i V−1

yi Bi

]−1

(3.15)

In Equation 3.15, the terms BiBiBi are the sensitivity (derivatives) of the model
responses in relation to the parameters, VyiVyiVyi is the experimental error covariance
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matrix of experiment i, and NE is the total number of experiments.

3.5.2 Optimal Experimental Planning and Sequential Experi-

mental Planning

One of the applications of the optimization criteria is to define the set of
experimental conditions that allow for the extraction of the largest amount of in-
formation with the smallest experimental load (MANNARSWAMY et al., 2009).
For this it is necessary the introduction of the concept of posterior covariance
matrix, since it is a way to assess how new experiments affect the established
parametric estimation procedure (with an a priori selected optimization crite-
rion) given k already-done experiments. Assuming that the total number of
experiments (already-done experiments plus to-be-done experiments) is NE, VαVαVα

is defined as:

VαVαVα =

[
k

∑
i=1

BT
i V−1

yi BiBT
i V−1

yi BiBT
i V−1

yi Bi +
NE

∑
j=k+1

BT
j V−1

yj BjBT
j V−1

yj BjBT
j V−1

yj Bj

]−1

(3.16)

If the first k experiments were already conducted, then the first sum in the
right-handed side of Equation 3.16 is, by definition, the inverse of the covariance
matrix of the already-done experiments, while the second sum refers to the new
experimental conditions. Therefore, Equation 3.16 can be rewritten in the form:

V̂α̂Vα̂Vα =

[
NA

∑
i=1

BT
i V−1

yi BiBT
i V−1

yi BiBT
i V−1

yi Bi +V−1
αV−1
αV−1
α

]−1

(3.17)

In Equation 3.17, the superscript ˆ indicates that the matrix is obtained as
an estimate of the new matrix that is characterized after the conduction of NA
additional experiments.

It is also useful to define matrices ΠΠΠ and βββ:

ΠΠΠ =


Vy,1 0 . . . 0

0 Vy,2 . . . 0
...

... . . . ...
0 0 . . . Vy,3

 (3.18)
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βββ =


B1B1B1

B2B2B2
...

BNABNABNA

 (3.19)

such that Equation 3.17 may be written in a shorter fashion as:

V̂α̂Vα̂Vα =
[
βTΠ−1ββTΠ−1ββTΠ−1β +V−1

αV−1
αV−1
α

]−1
(3.20)

BARD (1974) expanded the results even further. The following identity is
useful:

det
(

V̂α̂Vα̂Vα
−1
)
= det

(
βTΠ−1ββTΠ−1ββTΠ−1β +V−1

αV−1
αV−1
α

)
= det

(
VαVαVα
−1
)

. det
(

III +VαβTΠ−1βVαβTΠ−1βVαβTΠ−1β
)

(3.21)

In Equation 3.21, III is the identity matrix of order NA. As det(I + AB) =

det(I + BA), ∀A, B:

det
(

V̂α̂Vα̂Vα
−1
)
= det

(
VαVαVα
−1
)

. det
(

III + βVαβTΠ−1βVαβTΠ−1βVαβTΠ−1
)

(3.22)

and

det
(

V̂α̂Vα̂Vα
−1
)
= det

(
VαVαVα
−1
)

. det
(

Π−1Π−1Π−1
)

. det
(

ΠΠΠ + βVαβTβVαβTβVαβT
)

(3.23)

In Equation 3.23 it is relevant to notice how the product det
(
V−1

αV−1
αV−1
α

)
. det

(
Π−1Π−1Π−1)

is necessarily a positive constant, since both matrices are positive definite. This
way, instead of maximizing the term det

(
V̂−1

αV̂−1
αV̂−1
α

)
, the following function may

rather be maximized:

f (x1, x2, . . . , xnx1, x2, . . . , xnx1, x2, . . . , xn) = det
(

ΠΠΠ + βVαβTβVαβTβVαβT
)

(3.24)

It is interesting to see that the proposed approach allows for the addition of
however many experiments are necessary in order to achieve either the experi-
mental goal or a time/resource constraint. A summary flowchart was suggested
by SCHWAAB and PINTO (2011) and is illustrated in Figure 3.6.
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Evaluate the parametric precision
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Plan new experiment(s)

Is it possible
to improve
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precision?

STOP

Perform new experiment(s)

Yes

No

No

Yes

Figure 3.6: Flowchart of the sequential design of experiments procedure.

Figure 3.6 depicts the logic of the sequential planning of experiments: if the
goals are not reached, new experiments must be conducted and their results
must be added to the previous set, in order to get closer to the goal established
at the beginning of the planning. The optimization criterion is employed exactly
to the choice of new experiments, since the to-be-done experimental conditions
are intrinsically connected to the chosen criterion. When the goals are achieved,
there is no more reason for the experiments to be further done and the exper-
imental planning is complete. For this particular work, the conditions for the
initial set of experiments was selected according to previous findings (BIRKY
et al., 2013; CHIEREGATO et al., 2015; DI COSIMO et al., 1998; TAIFAN et al.,
2017a; YOUNG et al., 2016) and is illustrated in Figure 3.7.

When D-optimal criteria are used, a widely used optimization algorithm is
the DETMAX one (GALIL and KIEFER, 1980; MITCHELL, 1974a,b; SCHWAAB
and PINTO, 2011). This routine consists in increasing (or decreasing) the num-
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Figure 3.7: Conditions for the initial factorial plane.

ber of experiments of the experimental plane as a way to maximize the chosen
optimization criterion. In sequence, the same plane is increased (or decreased)
with the goal of keeping the optimization criterion constant at the best value and
to assure that the number of experiments stays at a fixed value of NE.

A qualitative idea of this methodology is that the maximum amount of in-
formation should be extracted from the experimental procedure, given the refer-
ence model. For instance, if a generic exponential curve is taken as the reference
model of a hypothetical experiment (Figure 3.8), it is not interesting to spend
resources exploring regions 1 and 3, since they behave practically linearly (their
derivatives are almost constant). Thus the curve could easily be confounded
with linear models. On the other hand, region 2 is the one that holds the most
information about the model and, therefore, it should be preferred when choos-
ing the experimental levels of the planning strategy.

The optimization routines used in this work are implemented in the Statistica
software (v. 10). The algorithms for the sequential planning of experiments are
available in the ESTIMA package, coded in Fortran (NORONHA et al., 1993).
The calculations were all performed in a computer with Pentium i7 3.40 GHz
with eight cores and 16 GB of RAM.
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Figure 3.8: Generic curve with different behaviors: regions 1 and 3 are almost linear,
whereas region 2 has the most information.

3.5.3 The Setup of the Parametric Estimation Problem

In order to obtain well-fitted parameters, as well as a good model, the choice
of an objective function that is consistent with the system is indispensable. Nev-
ertheless, not always it is trivial and is often derived from an iterative process,
in which it is always needed to test the final results and adjust such function
accordingly. The methodology deployed in this section was based on the maxi-
mum likelihood procedure described by SCHWAAB and PINTO (2007).

The first assumption for the construction of the objective function is that the
experimental error distribution is known and follows a Gaussian trend. Even
though normality is a highly questionable hypothesis and known to be flawed
beforehand (ALBERTON et al., 2009; PACHECO et al., 2018), it was good enough
for the experimental ranges explored here. This yields the following probability
density for the experimental errors:

P(zezeze; zzz,VzVzVz) =
1√

2π det(VzVzVz)
exp

[
−1

2
(ze − z)(ze − z)(ze − z)TV−1

zV−1
zV−1
z (ze − z)(ze − z)(ze − z)

]
(3.25)

wherein P(zezeze; zzz,VzVzVz) describes the probability of finding the experimental mea-
sures zezeze, given the real (and unknown) values zzz and the variance of the exper-
imental errors VzVzVz. In this notation, the vector zzz contains both the input and
output variables, henceforth referred to as xxx and yyy, respectively.
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If, beyond that, it is also considered that the experiments are performed in-
dependently, that the measurement of the input variables is not correlated to
the measurement of the output variables, and that the input variables are deter-
mined with good precision, Equation 3.25 can be simplified:

P(zezeze; zzz,VzVzVz) =
NE

∏
i=1

1√
2π det(VYiVYiVYi)

exp
[
−1

2
(ye

i − yi)(ye
i − yi)(ye
i − yi)

TV−1
YiV−1
YiV−1
Yi (y

e
i − yi)(ye
i − yi)(ye
i − yi)

]
(3.26)

where NE is the number of performed experiments.
The objective function presented in Equation 3.26 can be further simplified

if it is considered that the experimental measurements are performed indepen-
dently:

P(zezeze; zzz,VzVzVz) =
NE

∏
i=1

NY

∏
j=1

 1√
2πσ2

yij

exp

[
−1

2

(ye
ij − yij)(ye
ij − yij)(ye
ij − yij)

2

σ2
yij

] (3.27)

where NY is the number of output variables and σ2
yij is the variance of each y in

each measurement.
There are two final assumptions in the procedure. The first one is the as-

sumption of a perfect model, which implies the premise that the model if com-
pletely capable of describing the relationships between the several variables of
the system. The second one is that the experiment is considered to be well-
conducted, that is, there were no sources of data contamination aside from the
naturally random and inevitable fluctuations during the experiment, such that it
could be considered reproducible and done in a careful way. This, in turn, means
that the obtained experimental data not only display a high probability of oc-
currence, but rather they are the ones that present the highest probability. This
hypothesis is the origin of the name of this procedure: maximum likelihood. If
both these assumptions are taken into account, Equation 3.27 is mathematically
equivalent to:

Fobj =
NE

∑
i=1

NY

∑
j=1

(
(ye

ij − ym
ij (xi, ζζζ))(ye

ij − ym
ij (xi, ζζζ))(ye

ij − ym
ij (xi, ζζζ))2

σ2
yij

)
(3.28)

where the superscript m represents the responses predicted by the model and ζζζ

is a vector containing the parameters, that is, ζζζT =
[
αTβTαTβTαTβT].

Expression 3.28 is the well-known weighted least-squares function. Briefly, it
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accounts each square of the deviations between model and experiment weighted
by the observed variance. This means that the preciser the data, the larger they
will influence the value of the objective function. This is the chosen expression
for the parameter estimation procedure.

With the form of the objective function defined, the next step is to actu-
ally estimate the parameters. It is important to notice that the value of Fobj

defined in Equation 3.28 is a function of the values of the parameters, which is a
direct consequence of the assumption that the model perfectly describes the as-
sessed phenomenon. If, moreover, the value of Fobj is interpreted as a measure of
the distance between experimental and predicted values, thus being statistically
meaningful, the next step is to minimize the value of Fobj. This is done numer-
ically, usually with the application of usual minimization procedures. Among
these, some of the most common deterministic methodologies are the Newton’s
method, Newton-Raphson method, gradient-based methods, and direct search.
Nonetheless, such approaches may fall into the multiple minima problem, since
the shape of the objective function is not known beforehand, and are usually
overly reliant on the initial guess. A solution to this issue is the application of
stochastic methods, such as Monte-Carlo procedures, genetic algorithms, and
particle swarm optimization (PSO). For this work, PSO was chosen as the op-
timization method of choice, as already implemented in ESTIMA NORONHA
et al. (1993) and discussed elsewhere SCHWAAB and PINTO (2007); SCHWAAB
et al. (2008).

3.6 Model Quality Assessment

All the assumptions made in Section 3.5 must be a posteriori validated, in or-
der to make sure that they were adequate to the experimental reality. Aside from
that, it is important to check whether the experiments yield feasible, repeatable
results, that is, if they were conducted in a careful and reproducible way. Such
validations are usually stratified into three portions: goodness of fit, parametric
quality and quality of the model prediction.

3.6.1 Goodness of Fit

The first quality parameter basically checks whether the hypothesis of the
perfect model is valid. It is done by comparing the modeling error with the
experimental errors via a statistical test. If both errors are statistically analogous,
the hypothesis is accepted and, if they are not, the hypothesis is rejected and
there is no further argument for improving the model.
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If Fobj is defined as Equation 3.28, it gains the interpretation of the χ2 distri-
bution, with ν = NE.NY− NP degrees of freedom, where NP is the number of
parameters. Therefore if

χ2
min < Fobj < χ2

max (3.29)

the model satisfactorily represents the experimental data. Otherwise, there are
two cases:

• Fobj > χ2
max: the model is incapable of representing the experimental errors

well enough, since either the prediction errors are statistically significantly
larger than the experimental errors or the experimental errors are underes-
timated.

• Fobj < χ2
min: the model reproduces the experimental data better than it

should, which often indicates either that the model is overparameterized
or that the experimental errors are overestimated.

It is also quite convenient to establish a correlation coefficient ρ between
experimental and calculated data

ρ =

NE
∑

i=1
(ye

i − ȳe
i )(y

m
i − ȳm

i )√[
NE
∑

i=1
(ye

i − ȳe
i )

2
] [

NE
∑

i=1
(ym

i − ȳm
i )

2
] (3.30)

where the superscript ¯ denotes the mean value. This coefficient indicates how
closely the calculated data follow the real data. Generally, values of ρ above 0.9
are satisfactory and suggest that the predicted values follow the experimental
ones in a linear and proportional fashion, even though such threshold is totally
arbitrary.

3.6.2 Parametric Quality

The parametric quality is intimately connected to the parameter covariance
matrix, VζVζVζ , which displays the behavior of the parametric errors. In this work,
the Gaussian approximation was used to define VζVζVζ , such that it could be ex-
pressed as

VζVζVζ = BTBTBTVyVyVyBBB (3.31)
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with

BBB =

[
∂ymymym

∂ζζζ

]
(3.32)

and

VyVyVy =


σ2

y1
0 . . . 0

0 σ2
y2

. . . 0
...

... . . . ...
0 0 ... σ2

yNE

 (3.33)

with every parametric covariance value described in VζVζVζ , it is possible to build
confidence intervals for the parameters in the form

ζ̂i − kσζi < ζi < ζ̂i + kσζi (3.34)

where k is a factor depending upon the desired confidence level, ζ̂i is the es-
timated value for the parameter and σζi is the standard deviation associated
with it, as described in Equation 3.31. Simply stated, this interval helps to assess
whether a parameter is statistically relevant in the model. If the confidence inter-
val passes through zero (normally the reference for such analysis), the parameter
cannot be statistically differentiated from zero, by definition of the confidence re-
gion, and therefore should be discarded from the model. If, on the other hand,
it does not pass through zero, it is relevant to the system.

Another quality analysis, often overlooked, is the one regarding parametric
correlation, $, defined by

$ij =
σ2

ij

σiσj
(3.35)

The closer to zero the values of $ij, the more efficient the parametric estima-
tion procedures are and the more accurate is the identification of distinct effects
on the model. Analogously, values above 0.9 typically suggest that some of the
parameters are redundant and could be replaced by a combination of the other
ones.
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3.6.3 Quality of Prediction

The final item on the model validation is its prediction capacity. Applying
the Gaussian approximation one more time, the variance of prediction, σ̂2

yσ̂2
yσ̂2
y , could

be expressed as

σ̂2
yσ̂2
yσ̂2
y = BTBTBTVαVαVαBBB (3.36)

yielding an expression that usually is a function of the input variables and of
the parameters themselves. It is handy to plot a parity graph, correlating the
predicted values versus the measured ones, in order to explore whether there
are undesirable trends on the model’s predicting behavior. This plot is usually
compared to the x = y line, upon which the model would perfectly represent
the experimental data. If trends are present, the model probably either under-
or overestimate the experiments and should be revisited. It is also important
to highlight that Equation 3.36 gives an idea of the extrapolation capacity of
the model, even though that should be avoided at all costs. Nevertheless, one
experiment was conducted slightly out of the model’s original range in order to
assess its extrapolability towards higher ethanol partial pressure.

3.7 Determination of the Experimental Error

Proper determination of experimental errors is paramount to the success of
any parametric estimation procedure. This is of utmost relevance since errors in
the most fundamental variables of the problem must have their statistical prob-
ability density function accurately described as a starting point for the appli-
cation of the maximum likelihood approach in parameter estimation problems,
for instance, such as described in Section 3.5.3. Should such primordial error
distributions (widely - and most times wrongly - assumed to be Gaussian) be in-
correct, all the remaining estimation process is tainted and the final parameters
will carry an extra level of uncertainty. An approach to describe experimental
errors in kinetic problems was developed and the final work can be found in
PACHECO et al. (2018). A summary of the developed method will be in the
following.

Let a generic reaction mechanism be described by:

A −−⇀↽−− B; with forward and backwards constants respectively k1, k2.
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It can be shown that conversion fluctuations (εx) can be expressed as:

εx = (1− x)

1− exp
(

ln(1− x)
εk′

k′
) 1−

(
ε
(1)
c − ε

(2)
c

)
CA0 − Ce

A

+
ε
(2)
C − ε

(3)
C

(CA0 − Ce
A)

(3.37)

wherein x is the reaction conversion, εk′ is the experimental fluctuations of k′,
defined as the simplified specific reaction rate, ε

(1)
c is the error measurement at

initial concentration, ε
(2)
c is the error measurement at equilibrium concentration,

ε
(3)
c is the error measurement at sample concentration, CA0 is the initial concen-

tration of species A, and CA is the concentration of species A at equilibrium.
Equation 3.37 can be further simplified as:

εx = (1− x){1− exp(ln(1− x)a)[1− b]}+ c (3.38)

in which parameter a describes the variability of catalytic activity and param-
eters b and c, the variability of the concentration measurements. It is usually
more convoluted to control the many operation parameters regarding catalyst
preparation, catalyst bed morphology and particle shape than to control concen-
tration measurements. Therefore, it seems reasonable to consider b and c much
smaller than a, such that Equation 3.38 can be rewritten as:

εx = (1− x){1− exp[ln(1− x)a]} (3.39)

A particular aspect of this approach is that, even when experimental fluctu-
ations of the fundamental variables are assumed Gaussian, the equations that
describe conversion measurement fluctuations indicate that variability of con-
version data do not necessarily follow a Gaussian model. This is expected be-
forehand, since x is by definition within the [0,1] range, while the Gaussian
distribution is infinitely defined. Thus in order to correlate fluctuations of cata-
lyst activity and concentration measurements to the uncertainties of x, it can be
assumed that:

Pεx(εx) = Pa(a)
da
dεx

(3.40)

Pεx(εx) =
∫ ∞

0
Pc(c)Pb(b(c; εx))

∣∣∣∣
c
dc (3.41)

where Pz(z) is the probability distribution of variable z. Equations 3.40 and 3.41
assume that the probability to find a conversion measurement in a differential in-
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terval dx is equal to to the probability of finding concentration measurements in
the differential interval dc, depending whether fluctuations of catalyst activity or
concentration measurements control the conversion measurement fluctuations.
Assuming a normal distribution for the representation of the catalyst activity
fluctuations:

Pa(a) =
1√

2πσ2
a

exp
(
−(a− µa)

2σ2
a

)
(3.42)

in which σ2
a is the variance of catalyst activity and µa is its mean. Plugging

Equation 3.42 into Equation 3.40 yields:

Pεx(εx) =
1√

2πσ2
a

exp
(
−(a− µa)

2σ2
a

)
1

[(1− x)− εx] ln(1− x)
(3.43)

Figure 3.9 depicts the numeric procedure used to build the probability distri-
bution of conversion measurements (that is, the kinetic probability distribution)
due to catalytic activity fluctuations and to define the boundaries for conversion
fluctuations. Initially, the standard deviation for fluctuations of catalytic activity
(σa) must be defined, assuming that the average fluctuation value is equal to
zero. Then a sufficiently large number (N) of random numbers must be gen-
erated (5000 points were used in the work), according to the chosen reference
distribution. The next step is to compute values of a with the N random num-
bers using the already-defined σa. Then, a reference conversion fluctuation value
must be obtained, either experimentally (as an average of sampling values, as
described below) or calculated with the parameters of the distribution (k′ and
CA0). With the established values of a and x, one must then use them to esti-
mate the conversion deviations (εx) with the help of Equation 3.39. Finally, the
cumulative kinetic probability distribution of εx can be obtained assuming that:

Pcum(xi) =

 1
N+1 , i = 1

Pcum(xi−1) +
1

N+1 , i = 2, 3, . . . , N
(3.44)

Likewise, using definitions for sample mean (x̄) and sample standard devia-
tion (Sx):

x̄ =
1

NE

NE

∑
i=1

xi (3.45)
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Define standard deviation σa for catalyst activity

Generate N random numbers with the appropriate reference distribution

Compute catalyst activity fluctuations (a) with the N random numbers

Generate conversion fluctuations (εx) with random a values and reference conversion value

With the N conversion fluctuations, compute the cumulative kinetic probability distribution

Define the boundaries for x and εx according to the desired confidence levels

Figure 3.9: Procedure for the definition of the kinetic probability distribution.

Sx =

√√√√ 1
NE− 1

NE

∑
i=1

(xi − x) (3.46)

a similar flowchart can be presented for the practical use of the proposed
methodology (Figure 3.10)
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Define the number of experiments

Perform the experiments and collect their results

With NE results, use Equations 3.45 and 3.46 to compute x̄ and Sx

Use the results from procedure 3.9 corresponding to x̄ and Sx and store the value of σa

With x̄ and σa, use the results from procedure 3.9 and store the boundary values of ε

Add εmin and εmax to x̄ to generate the confidence interval

Figure 3.10: Step-by-step instructions to apply the proposed methodology.
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Chapter 4

Results and Discussions

“Tortured data will confess to anything.”
- Ronald H. Coarse

"It does not make any difference how beautiful your guess is. It does not make any
difference how smart you are, who made the guess, or what his name is - if it disagrees

with experiment it is wrong. That is all there is to it."
- Richard P. Feynman

A portion of the discussion presented in this Chapter is also available in one
of the published paper related to this thesis (PACHECO et al., 2019). Specifi-
cally, it covers catalyst screening and characterization, along with some debate
regarding mechanism for the several observed reaction products. PACHECO
et al. (2018) presents the results of the proposed methodology for the estimation
of the experimental errors.

4.1 Catalyst Characterization

4.1.1 Chemical Composition

Results of chemical composition by XRF are listed in Table 4.1. They suggest
that the catalyst preparation procedure is adequate, with a maximum deviation
between nominal and real Ru wt.% of just 7% for Ru/MgxAlOy. Likewise, the
Al content in all Al-containing materials was very close to the desired 50% mo-
lar ratio. These deviations could easily be ascribed to inevitable material loss,
intrinsic to the synthesis procedure, such as deposition on glassware, and also to
the inaccuracy of the equipment. It is also noteworthy to state that, as expected,
there was detection of K in the catalysts, since it is virtually impossible to re-
move all the K2CO3 and KOH used in the precipitation of the hydroxides from

75



the nitrates. Nonetheless, only the species of interest were used in the computa-
tion of the relative mass percent, since all detected K content stood well below
0.1 wt.%, representing just traces of the alkaline metal.

Table 4.1: XRF results.

Elemental analysis
Sample Al/(Al+Mg) / molar Mg / wt.% Al / wt.% Ru / wt.%
MgO 0 59.4 - -

Ru/MgO 0 59.1 - 0.96
MgxAlOy 0.48 22.6 21.3 -

Ru/MgxAlOy 0.48 22.4 21.2 0.93

4.1.2 Crystalline Phases

XRD results are shown in Figure 4.1. The crystalline characteristic of MgO
and Ru/MgO is evident, with well-defined phases. For both MgO and Ru/MgO
the peaks related to MgO in its usual periclase cubic arrangement (JCPDS 45-
0946) could be identified (BALLARINI et al., 2013; CARVALHO et al., 2012). In
the MgO catalyst, Mg(OH)2 in its brucite configuration (JCPDS 07-0239), a lay-
ered disposition of the hydroxide, was also observed. It is interesting to notice
how such peaks are absent for the Ru/MgO material, which suggests that the
thermal treatment applied to the catalyst during the incipient wetness impregna-
tion of Ru to the pure oxide was capable of eliminating the remaining hydroxide
from the system.

The XRD results for MgxAlOy and Ru/MgxAlOy revealed broader peaks, in-
dicating loss of crystallinity, and shifts towards greater angles for the periclase
peaks. This could be ascribed to the partial insertion of Al, with atomic ra-
dius smaller than Mg (125 pm vs 150 pm) (SLATER, 1964), in the original MgO
framework. MgAl2O4 spinels (JCPDS 21-1152) were also identified in both Al-
containing materials.

Another feature that catches the eye is the absence of peaks referring to both
Ru0 and to RuO2. No diffraction pattern could be ascribed to a phase con-
taining Ru, which is an indicative that the Ru phase in the Ru/MgO catalyst
is nanocrystalline, without an ordinate structure along significant lengths; the
Ru nanoparticles would be, thus, too small to be detected by XRD (FANG and
SÁNCHEZ-DELGADO, 2014), since their characteristic signals would not be re-
liably distinguishable from noise at this level of resolution. In contrast with
Ru/MgO, clear RuO2 peaks (JCPDS 40-1290) were detected in Ru/MgxAlOy,
suggesting that for the Al-containing catalyst the Ru particles are larger. This
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would be later confirmed by the microscopy and CO chemisorption results.
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Figure 4.1: XRD results. Offsets were inserted for clarity.

4.1.3 Area and Porosimetry

Results from N2 physisorption on the catalysts are displayed in Figures 4.2
and 4.3 and in Table 4.2. The addition of Al to the system greatly increases spe-
cific area in all systems. This could be due to the formation of more pores with
smaller diameters, as verified in Figure 4.3, ascribed to the original double layer
structure of the precursor hydrotalcites. This area increase upon the insertion
of Al is expected beforehand (DI COSIMO et al., 1998, 2000). Nevertheless, all
curves are characteristic of mesoporous solids.

Moreover, there is a clear distinction among the isotherm profiles of the Ru-
containing materials when compared to the Ru-free ones, which is an indicative
that there are structural changes during the deposition of Ru onto the pure ox-
ides. This alteration could be due to the reorganization of the crystalline struc-
tures of the materials, as suggested by the XRD results. They indicate the ex-
tinction of the brucite Mg(OH)2 upon the insertion of Ru to MgO, such that the
collapse of the layered brucite structure seems to modify the solid framework.
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Ru/MgxAlOy

Figure 4.2: N2 physisorption specific area results.

Table 4.2: N2 physisorption quantification results.

Sample
BET specific area /

m2.g-1
BJH total pore volume,

adsorption / cm3.g-1
BJH total pore volume,

desorption / cm3.g-1

MgO 43 0.28 0.34
Ru/MgO 57 0.28 0.28
MgxAlOy 293 0.53 0.58

Ru/MgxAlOy 182 0.28 0.31

The slight increase in specific area for Ru/MgO, even after thermal treatment
from the incipient wetness impregnation technique (when there is usually a loss
of area due to sintering), could be ascribed to the release of a portion of wa-
ter from the hydroxide structure, such that more pores would be created. The
results also suggest that Ru species do not seemingly contribute negatively to
the decrease in specific area, which is an indicative that either the Ru particles
are not deposited onto the pores aperture or, if they are, are small enough that
they do not significantly affect the area of the catalyst. Comparing to results in
the literature, specific area as well as pore volume values are in agreement with
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Figure 4.3: N2 physisorption cumulative pore size distribution results.

previous works (BIRKY et al., 2013; CHIEREGATO et al., 2015; DI COSIMO et al.,
1998), which once again attest the adequacy of the catalyst preparation proce-
dures. An opposite behavior is observed for Ru/MgxAlOy, implying significant
sintering for this catalyst (corresponding to a ≈ 38% loss in surface area) and re-
duction of the overall pore volume (≈49% in adsorption, ≈46% for desorption).
This is a suggestion of the memory effect of hydrotalcites, which will be further
explored infra.

4.1.4 Reduction Profile

The curves that depict the thermal evolution of the interaction between cat-
alysts and H2 are shown in Figure 4.4. It is noticeable how thermally stable
MgO and MgxAlOy are, since both materials did not present appreciable H2 up-
take along all the assessed temperature range. Ru-containing materials, on the
other hand, behave differently, presenting peaks that could be ascribed to the
reduction of Ru oxides to metallic Ru. Even though the comparison with the
literature is complex, since the studies of Ru deposited on MgO and especially
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on MgxAlOy are scant, some other systems could be used to shed light onto the
observed reduction profiles. The studies of BALINT et al. (2002); BALLARINI
et al. (2013); LI et al. (2017) converge to the reasoning that the low temperature
peak on the Ru/MgO profile, next to 400 K, refers to the reduction of well dis-
persed RuOx from the bulk, whereas the medium temperature peak, between
460 and 480 K, present in both Ru-containing catalysts, could be ascribed to the
reduction of bulk RuO2 species. Peaks above 500 K might be related to oxidized
Ru species that presented strong interaction with the oxide phases.

Figure 4.4: TPR results. Offsets were inserted for clarity.

4.1.5 Metallic Dispersion on the Surface

A paramount piece of information regarding system that comprise metals im-
pregnated onto catalytic supports is the amount of available metallic sites. This
not only allows for the expression of reaction rates normalized by the correct
amount of active sites (which in turn makes a comparison between distinct cata-
lyst systems fairer), but it is also complementary to XRF, XRD, XPS and HRTEM
results. The result of CO chemisorption onto Ru/MgO and Ru/MgxAlOy is
shown in Table 4.3.

The findings imply moderate metallic dispersion on MgO and low on
MgxAlOy. This means that a portion of Ru is not accessible to the gas-phase
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Table 4.3: CO chemisorption results.

Sample Metallic dispersion / %
Metallic surface area /

m2.g-1
metal

Crystallite size /
nm

Ru/MgO 35 128 4
Ru/MgxAlOy 4 13 37

reactants on Ru/MgO, while the vast majority is unavailable on Ru/MgxAlOy.
The average crystallite size also suggests nanocrystalline arrangement of surface
Ru on MgO, but larger sizes for Ru/MgxAlOy, as originally evident from the
XRD results (Figure 4.1).

4.1.6 Surface Basic Site Assessment

The amount of basic sites and their relative strength were evaluated with CO2

TPD for the catalysts. Thermal evolution of desorbed CO2 is depicted in Figure
4.5, while the quantification of basic sites is listed in Table 4.4. The profiles are
very similar, with predominant peaks around 523 K. DI COSIMO et al. (1998)
concluded that, by associating CO2 TPD with CO2 DRIFTS results on MgO and
on MgxAlOy, that this peak could be ascribed to strong basic sites (when com-
pared to other CO2 adsorption geometries), related to CO2 chemisorption on
MgO via a unidentate carbonate structure.

It is also interesting to notice how the amount of basic sites significantly
decreases upon the addition of Ru to the pure oxides (by about 42% for MgO and
20% for MgxAlOy). An intuitive explanation for this is that Ru could partially
cause steric hindrances to the basic sites, which would naturally reduce their
accessibility by the probe-molecules; therefore, the number of sites taken into
account would diminish. It should be also noticed that the apparent surface
reorganization, as discussed during the N2 physisorption and XRD results, could
play a role in the overall reduction of the available basic sites.

Table 4.4: Basic site quantification by CO2 TPD.

Sample
Basic site density /

µµµmol.m-2

MgO 1.48
Ru/MgO 0.86
MgxAlOy 0.38

Ru/MgxAlOy 0.31
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Figure 4.5: CO2 TPD profiles. Offsets were inserted for clarity.

4.1.7 Surface Elemental Analysis

Table 4.5 shows a quantitative analysis of elements observed in the XPS sur-
vey spectra. Ru peaks are observed, although the nominal concentrations were
at the limit of detection of the equipment and the elemental concentration could
at best be only estimated as below 1%. The results confirmed the desired stoi-
chiometry for all catalysts, with little difference when compared to the XRF re-
sults, which indicates very low to none surface segregation among the elements.
The quantitative XPS ratios among O, Al and Mg were calculated removing oxy-
gen contamination and the contribution of H2O. All analyzed samples showed
similar spectra and Figure 4.6 depicts a typical high-resolution spectrum for the
O 1s line, while Figure 4.7 displays a high-resolution spectrum of the Ru 3p3/2

region for the Ru/MgxAlOy catalyst. The O 1s peak maxima for all samples
lay between 531.1 and 531.5 eV. Peak deconvolutions revealed two broad com-
ponents with full width at half maximum (FWHM) greater than 2.5 eV, which is
indicative of the presence of several components. The largest contribution, 74%,
is assigned to oxides.
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Table 4.5: XPS quantitative analysis (atomic %) for the elements.

Sample O 1s Al 2p Mg 2p Ru 3p Mg/Al/O ratio

MgxAlOy 30.6 13.9 15.2 - Mg1.09AlO2.20
Ru/MgxAlOy 30.1 13.6 14.8 <1 Mg1.09AlO2.21

Ru/MgO 26.2 - 25.8 <1 MgO1.02

Figure 4.6: Typical high-resolution spectrum in the O 1s region obtained for different
samples. All analyzed samples showed similar spectra for this photoelectron line. Peaks
at 531.0 and 532.5 eV are assigned to metallic oxides and hydration layers, respectively.
Inset table displays binding energies, FWHM and quantitative analysis for the O 1s
deconvolution.

4.1.8 Microscope Imaging

Due to the higher atomic number of Ru when compared to the matrix ele-
ments, Ru particles are easily identified in the HAADF STEM images. Two STEM
images of the Ru/MgO sample (Figure 4.8a) and c) and two of Ru/MgxAlOy

(Figure 4.8b) and d) are shown in Figure 4.8. Chemical composition of the parti-
cles was also probed by EDS analyses over several particles and their supporting
matrices (Figure 4.8e) and f). An abundance of very small Ru nanoparticles was
observed in the Ru/MgO system, with mean diameter of (1.7 ± 0.2) nm (calcu-
lated for 150 particles). The size distribution of those particles is shown in the
inset in Figure 4.8a). Small particles were scarce in the Ru/MgxAlOy sample, the
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Figure 4.7: Typical high-resolution spectra in the Ru 3p 3/2 region obtained for the
Ru/MgxAlOy sample. Metallic Ru peak was added to optimize the data fitting.

rest being large agglomerates. These findings agree with the XRD findings and
are consistent with the metallic dispersions and morphology listed in Table 4.3.

4.1.9 Microcalorimetry

The adsorption isotherms and the distribution of heats of adsorption with
surface coverage are shown in Figures 4.9 and 4.10, respectively. Maximum
chemisorption coverages, estimated via extrapolation of the high-pressure linear
portion of the isotherms to zero pressure, and average heats of adsorption are
displayed in Table 4.6. Figure 4.9 reveals that the adsorption behavior is mostly
insensitive to the addition of Al, since the curves related to MgO and MgxAlOy

(both Ru-free catalysts) overlap to a great extent. The same trend is observed
when Ru/MgO and Ru/MgxAlOy (Ru-containing catalysts) are analyzed. Nev-
ertheless, it is important to emphasize that the microcalorimetry apparatus was
unable to conduct an in situreduction pre-treatment. This means that only Ru
in RuOx state (either Ru0 or RuO2) could be guaranteed, such that the results
for Ru are just a surrogate for the actual reaction system, in which Ru is present
in its metallic state. In any case, the presence of RuOx increased the maximum
chemisorption coverage by about 22% for MgO and 40% for MgxAlOy. Inter-
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Figure 4.8: STEM HAADF images for Ru/MgO (a,c) and Ru/MgxAlOy (b,d) and EDS
results for Ru/MgO (e) and Ru/MgxAlOy(f).

estingly, an opposite finding is displayed by the distributions of the heats of
adsorption in Figure 4.10: the addition of RuOx played almost no role regarding
the average values, while the presence of Al increased the initial heat of ad-
sorption by about ≈20 kJ.mol-1. These findings suggest that RuOx created more
ethanol adsorption sites on the surface, given the increase in maximum cover-
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ages observed in Figure 4.9 and Table 4.6, but did not increase the strength of
such sites when compared to the Ru-free catalysts, since the heats of adsorption
were practically the same (Figure 4.10 and Table 4.6). On the other hand, Al did
not modify the number of available adsorption sites, but was effective in creating
stronger ones.

Figure 4.9: Adsorption isotherm of ethanol on the four catalysts.

Table 4.6: Maximum estimated chemisorption coverages and average heats of adsorp-
tion.

Catalyst
Maximum chemisorption

coverage / µµµmol.m-2
Average heat of desorption /

kJ.mol-1

MgO 2.87 ≈155
Ru/MgO 3.50 ≈155
MgxAlOy 3.14 ≈175

Ru/MgxAlOy 4.41 ≈180

4.1.10 Surface Adsorbed Species

The catalyst surfaces were mostly unaltered during the 30 min assessment
period; therefore, the samples responded very quickly to the addition and re-
moval of ethanol from the gas stream. Figures 4.11 - 4.14 reveal the evolution
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Figure 4.10: Differential heat of adsorption of ethanol on the four catalysts.

of surface species with temperature after He gas purging for 30 min at each
temperature. Some adsorption bands are common to all four catalysts. Aside
from CH2 and CH3 stretching frequencies of adsorbed ethoxide in the region
from about 2750 cm-1 to 3000 cm-1, all materials displayed bands in the 1050-
1150 cm-1 region, usually ascribed to C-C, C-O and C-C-O stretching vibrations
of surface ethoxide (BIRKY et al., 2013; CARVALHO et al., 2013; CHIEREGATO
et al., 2015). These results suggest that this species is an important intermediate
to the catalytic process, being common to all tested systems.

With the exception of MgxAlOy, the catalysts displayed a sharp, intense band
around 1580-1640 cm-1 that increased in intensity with temperature, consistent
with previous findings (BIRKY et al., 2013; CARVALHO et al., 2013; CHIERE-
GATO et al., 2015; TAIFAN et al., 2017a). The bands in such region are still under
debate and some attempts have been made to gain further insight into this is-
sue. For example, CHIEREGATO et al. (2015) ascribed this peak to crotyl alcohol,
even though it would be surprising to find this species strongly bound to the sur-
face up to temperatures of 673 K, particularly because the authors presented the
experimental crotyl alcohol spectrum only at 373 K. On the other hand, CAR-
VALHO et al. (2013); YOUNG et al. (2016) suggested that this band could be
related to the formation of surface carboxyls (acetate-like species), generated on
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the basic surface sites via Cannizzaro reaction and assigned it to their C=O asym-
metrical stretching vibrations. Such acetate species could involve surface oxygen
atoms (and not exclusively oxygen atoms from adsorbate species), as previously
reported by DI COSIMO et al. (1998), explaining why it is still present on the
surface even at higher temperatures. Nevertheless, peaks at lower wavenumbers
(1300-1450 cm-1), which are typical of carboxyl doublets (related to C=O sym-
metrical stretching), were not observed with the same intensity in our results. A
third hypothesis was vented by TAIFAN et al. (2017a). The authors claimed that
the DFT-predicted band at 1587 cm-1 was due to the C=C stretching in BD ad-
sorbed on low coordination (defective) surface sites, even though this hypothesis
as of yet lacks experimental support.

The absence of the band around 1580-1640 cm-1 in the MgxAlOy spectra could
be ascribed to the fact that this catalyst was the most selective towards ethene
(vide infra and Appendix B). This in turn could suggest that ethene competitively
binds at the adsorption sites on which the unknown species is formed. Alterna-
tively, if the hypothesis of in situ generation of acetate-like species via Cannizzaro
reaction is valid, it could imply that MgxAlOy is not capable of forming this in-
termediate at all, because it does not have strong enough basic sites compared
to MgO and Ru/MgO (Figure 4.5). The presence of the 1580-1640 cm-1 band for
Ru/MgxAlOy could also be ascribed to the surface acetate-like species, formed
via the equation (ERDŐHELI et al., 2006):

CH3CO(ads) + O(l) −−→ CH3COO(ads)

Where the subscript (ads) means that the species is adsorbed and O(l) denotes
a lattice oxygen. Such reaction reportedly (ERDŐHELI et al., 2006) requires the
transition metal on the surface, which explains why the 1580-1640 cm-1 species
is observed on Ru/MgxAlOy, but not on MgxAlOy.

Although this unknown species around 1580-1640 cm-1 is strongly bound
to the surface, it probably behaves as a spectator because no appreciable deac-
tivation of the catalysts could be detected across the timespan of the reactivity
experiments (as will be shown later). This in turn implies that the overall ethanol
conversion of the catalysts is not affected by this intermediate.

The presence of Ru on the pure oxides greatly decreased the intensity of the
bands in the 2750-3000 cm-1 region. We attribute this to the capacity of Ru in
converting the surface ethoxide intermediate into methane, as later attested by
bench-scale kinetic tests (vide infra and AppendixB), a species that does not bind
to the catalyst surface and thus is not detected by DRIFTS.
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Figure 4.11: DRIFTS results for MgO after ethanol adsorption and purging with He at
different temperatures. Spectra are offset for clarity.
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Figure 4.12: DRIFTS results for MgxAlOy after ethanol adsorption and purging with
He at different temperatures. Spectra are offset for clarity.
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Figure 4.13: DRIFTS results for Ru/MgO after ethanol adsorption and purging with
He at different temperatures. Spectra are offset for clarity.

Figure 4.14: DRIFTS results for Ru/MgxAlOy after ethanol adsorption and purging
with He at different temperatures. Spectra are offset for clarity.
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4.2 Catalyst Screening

The first step regarding the testing of the catalytic activity was the assess-
ment of the candidate materials. Pure MgO and MgxAlOy (with a molar ratio
Al/(Al+Mg) = 0.50, as described in Section 3.1) were compared to their ana-
logues with 1 wt.% of Ru. Pure SiO2 and SiO2 with 1 wt.% of Ru were also
tested, as a way to isolate and separately monitor the effects of the oxides and
of Ru in the system. SiO2 was selected for its low surface acidity and low con-
version (even if non-zero) values for ethanol processing (this hypothesis was
checked and verified). The tests were conducted under the same experimental
conditions: catalyst beds contained 100 mg of the materials; He was kept at a
constant flow rate of 10 mL.min-1; reactor temperature was set to 673 K; and
the system pressure was 1.1 bar. For the Ru-containing catalysts, a reduction
step was conducted in situ right before the reactions (reduction temperature set
according to the individual TPR results). All catalysts were pretreated and acti-
vated in a He flow of 30 mL.min-1 at 773 K for 1 h and then cooled back to room
temperature at the same He rate prior to the beginning of each test.

Catalytic activity results revealed as the most abundant products in the FID
methane, ethene, ethane, propene, propane, AcH, BD, DEE, butyraldehyde, cro-
tonaldehyde, and BuOH, while methane, CO and CO2 were the only products in
the TCD. The hydrocarbons will be referred to for clarity as C1-C3, while the C4
oxygenated products (butyraldehyde, crotonaldehyde and BuOH) as C4o. Such
diversity of products was a priori expected, as discussed in Section 2. Product
distribution and ethanol conversion are depicted in Figure 4.15 (raw data are
available in B). While it is known that chemical kinetics results are most likely
heteroscedastic (ALBERTON et al., 2009; PACHECO et al., 2018), well-developed
rate expressions for all the reactions taking place in the system are unavailable.
In fact, the exact nature of intermediates and reaction mechanisms are still un-
der debate (CHIEREGATO et al., 2015; DA ROS et al., 2017a; KOZLOWSKI and
DAVIS, 2013; SCALBERT et al., 2014; TAIFAN et al., 2017a). Here, the normal-
error approximation was used to estimate the errors in the product distribu-
tion, while a first-order approximation (assuming that the rate expressions are
unknown) was used specifically for the ethanol conversion tests, as described
elsewhere (PACHECO et al., 2018). These simplifications generated physically
unfeasible statistical results, notably product distributions above 100% for C1-
C3 on Ru/SiO2 and for AcH on SiO2. Such impossibilities did not present an
obstacle for the study however, since the actual catalysts of interest (and not the
ones used as blanks) could be properly tested and statistically compared without
phenomenologically unreal data.
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Figure 4.15: Screening results for i) ethanol conversion and major products distribution;
and ii) minor products distribution. Reactions conducted at 673 K, 1.1 bar, 10 mL.min-1

He flow rate and with 100 mg of catalyst bed. Identical labels indicate statistically iden-
tical values withing a 95% confidence level. In order to make the graphic representation
of the products cleaner, methane, ethene, ethane, propene and propane were grouped
as C1-C3 and butyraldehyde, crotonaldehyde and BuOH, as C4o.

Silica was used as an inert support in order to provide blank tests. Since
Ru-free silica is presumed almost inactive for the reactions due to its very weak
surface acidity (MAKSHINA et al., 2012; MATSUMURA et al., 1989), the ob-
served 2.8% conversion was mostly attributed to thermal dehydrogenation and
decomposition of ethanol at 673 K (BIRKY et al., 2013; SIVARAMAKRISHNAN
et al., 2010). Thus, the other reactions were corrected by this factor in order to
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isolate the background activity from the catalytic activity.
Increases in ethanol conversion from 2.8% to 30.6% (≈1000% increase) for

silica, from 9.84% to 73.63% (≈650% increase) for MgO, and from 49.3% to 69.2%
(≈40% increase) for MgxAlOy were observed when comparing the sample mean
values between the Ru-free and Ru-containing systems, in agreement with the
findings of CIMINO et al. (2018) for the Ru/MgO catalyst.

The explanation for the effect of Ru addition likely depends on how Ru alters
the chemical environment of the surface. Ru acted effectively on the promotion
of the dehydrogenation step of ethanol into AcH. On the other hand, it also
promoted the decomposition of AcH into methane and CO, according to the
reaction (ERDŐHELI et al., 2006; IDRISS, 2004):

C2H4O −−→ CH4(g) + CO(g)

After which, CO, in the presence of a good hydrogenation catalyst, may un-
dergo further hydrogenation/hydrogenolysis to yield methane. This hypothesis
provides an explanation for the decrease in the proportion of AcH upon the ad-
dition of Ru, as a portion of AcH could undergo catalytic cleavage to methane.
This reaction is not observed on the clean oxide surface (ERDŐHELI et al., 2006).
We correlated the greater increase in activity over Ru/MgO when compared to
MgO than over Ru/MgxAlOy when compared to MgxAlOy to the higher metal-
lic dispersion (35% vs 4%, Table 4.3) and smaller Ru particle sizes, and therefore
more exposed metallic sites on Ru/MgO than on Ru/MgxAlOy, as measured
by XRD, CO2 chemisorption and TEM results. Besides, as Ru is impregnated
onto both supports by the same preparation procedure, one possible explana-
tion for this discrepancy on the Ru dispersion is that MgxAlOy oxides have
memory of their original hydroxide structure (BALLARINI et al., 2013; PALO-
MARES et al., 2004; RAMÍREZ et al., 2007; TEODORESCU et al., 2013). It is
possible that during the impregnation process MgxAlOy could partially rebuild
its hydroxide framework (mainly hydrotalcite and brucite), trapping a portion of
the Ru atoms within the layers during the process, as reported by BALLARINI
et al. (2013); TEODORESCU et al. (2013). Therefore, less Ru would be available on
the Ru/MgxAlOy surface and the resulting increase in catalytic activity over the
unpromoted catalyst would be lower than it is for Ru/MgO. This agrees with
the XRD results, wherein it is possible to notice slight Mg(OH)2 peaks in the
diffractogram of the Ru/MgxAlOy catalyst, and with CO chemisorption find-
ings, in which substantially lower Ru was available for the probing molecules.
These suggestions are also confirmed by the HRTEM images.

It is, nevertheless, challenging to be certain of a specific route for the forma-
tion of methane in the system, since other reactions might be occurring concomi-
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tantly, such as water-gas shift and ethanol steam reforming, which could mask
the production of CO and CO2. The increase in methane production has already
been reported by ZHANG et al. (2007) and CAI et al. (2007) in their studies re-
spectively with metallic Ir and Co, Ir, and Ni supported on ceria. The authors
detected significant increases in methane formation when the metals were added
to the pure oxides, but also highlighted that a plausible reaction pathway was
unclear, especially due to the large number of parallel reactions. Still, BILAL
and JACKSON (2012) went further and proposed a global reaction for their Ru
on alumina system:

11 C2H5OH −−→ 5 CH4 + CO2 + 4 CO + 4 H2 + 4 C2H4 + 2 C2H6 + 5 H2O

This global equation is obtained after a series of concurrent dehydration,
dehydrogenation and decomposition steps, emphasizing the complexity of the
reaction system.

The addition of Ru to oxides was recently demonstrated to decrease the prod-
uct distribution towards BuOH. APUZZO et al. (2018) reported that the incorpo-
ration of Ru onto Mg/γ-Al2O3 pellets reduced the product distribution to BuOH
from about 2.5% to zero at 673 K, even with an increase in ethanol conversion.
Nevertheless, the works of APUZZO et al. (2018) and CIMINO et al. (2018) did
not report the production of methane in their Ru-supported oxides, which is
quite interesting since it was a major byproduct for all of our Ru-containing
catalysts.

The presence of propene (and smaller amounts of propane) was attributed to
the hydrogenolysis-homologation reaction of ethene into methane and propene,
especially for the Ru-containing catalysts (BILAL and JACKSON, 2012; RO-
DRIGUEZ et al., 1989). This is supported by the fact that neither propene nor
propane was observed in the silica-containing systems, since there would be no
ethene formation on such surfaces, while the other supports could form ethene
via ethanol dehydration. The suggested mechanism is complex, but the global
reaction is briefly expressed as (RODRIGUEZ et al., 1989):

2 C2H4 + H2 −−→ CH4 + C3H6

The proposed methane-forming pathways are summarized in Figure 4.16.
Regarding the products of greater economic interest for polymer and fuel

industries, it is possible to stratify them into two major groups: dehydration
products (ethene and DEE) and coupling products (BD and BuOH). The first
group consists of two competing pathways, with the ethene-yielding route be-
ing thermodynamically favorable at 673 K (DA ROS et al., 2017b; PHUNG and
BUSCA, 2015). A possible mechanism for the Al-containing catalysts is proposed
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Figure 4.16: Methane-forming pathways.

by PHUNG and BUSCA (2015). The first step is the formation of ethoxide via
dissociative adsorption over a Lewis acid-basic pair or via exchange reaction on
a surface hydroxyl group, stabilizing the ethoxy intermediate on a surface Al
site. Such intermediates are then preferentially converted into DEE at milder
temperatures or decomposed to gas phase ethene at higher temperatures. The
authors also hypothesize that DEE cracking might occur via the reverse reaction
or by the decomposition of gas-phase DEE on acid-base pairs.

A mechanism for the formation of ethene over MgO, in absence of strong
acid sites, was proposed by CHIEREGATO et al. (2015). The authors suggest
that a surface carbanion is initially formed by the adsorption of ethanol onto a
Mg-O pair. The hydroxyl reacts with an Hα abstracted from the Cα by a basic
surface O2- site to produce water and ethene, which in turn promptly desorb,
regenerating the catalytic Mg-O site. On the other hand, the production of DEE
on MgO is expected to occur via dehydration and coupling to DEE, based on
the mechanism proposed by DI COSIMO et al. (2000). Two ethanol molecules
vicinally adsorbed on Mg-O pairs react with each other via a hydroxyl-oxygen
nucleophilic attack to the carbinolic carbon of the other molecule. This step
forms DEE and water, which subsequently desorb and the catalytic sites are
regenerated.

According to the obtained catalytic results, ethene was a minor product
(Sethene < 2%) in all Al-free catalysts, but more relevant in Al-containing materi-
als, accounting for 22.8% and 6.5% for MgxAlOy and Ru/MgxAlOy, respectively.
This result agrees with the increased catalyst surface acidity caused by the ad-
dition of Al3+, which enhances the dehydration activity and ethanol conversion
compared to MgO. The insertion of Ru decreased the yield of the dehydration
products in all systems, presumably because Ru competed with the oxide sites
for the adsorbed carbonyl species and decomposed them into methane and CO,
as evidenced by our DRIFTS results. Ru also promoted the hydrogenolysis of
ethene into methane and C3H6, which contributes to further decrease in the
ethene product distribution.
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Figure 4.17: Mechanism for the upgrading of ethanol into i) BD and ii) BuOH.

Regarding the coupling products, BD and BuOH form in concurrent path-
ways (Figure 4.17). These routes include the dehydrogenation of ethanol to
AcH, which is self-coupled to an intermediate aldol (3-hydroxybutanal). This
intermediate is dehydrated into crotonaldehyde. The pathways then split in
two, each one yielding a distinct final product. Crotonaldehyde is either: (i)
reduced by ethanol via Meerwein-Ponndorf-Verley (MPV) reduction (on the ox-
ide sites) or via direct hydrogenation (on the metallic sites), generating AcH and
crotyl alcohol, which is further dehydrated into BD; or (ii) sequentially reduced
to butyraldehyde and finally to BuOH. However, the BuOH mechanism is still
under debate. One of the key intermediates, the aldol, has not been detected by
spectroscopic techniques, which gives rise to controversies. For instance, the for-
mation of aldol was found to be thermodynamically unfavorable by SCALBERT
et al. (2014). CHIEREGATO et al. (2015) endorsed that perspective based on ex-
perimental results and DFT simulations, concluding that the aldol is indeed not
relevant for the formation of BD and BuOH from ethanol. They suggested that
ethanol undergoes a proton abstraction from the Cα to yield a surface carban-
ion. Then, a coupling reaction between carbanion with a vicinal ethoxy, followed
by a dehydration step, would yield BuOH. Alternatively, as a parallel reaction,
the carbanion could react with a vicinally adsorbed AcH to form crotyl alcohol,
which then dehydrates to yield BD. Nonetheless, we find such a pathway to be
counterintuitive as it suggests that the proton of the Cα is more acidic than the
hydroxyl one. Moreover, it does not explain the formation of crotonaldehyde
and butyraldehyde as observed in the studied system.

The product distribution towards C4o displayed statistically similar results
for MgO and MgxAlOy, which may be indirect evidence that this pathway is
controlled mostly by the dehydrogenation and coupling steps, therefore mostly
affected by the presence of basic sites on the surface. It was attested that MgO
presented linearly increasing product distribution towards BuOH and BD with
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GHSV-1 (Figure 4.18), since the system was able to convert more AcH (the major
product in the product distribution) through the BuOH and BD routes. On the
other hand, MgxAlOy exhibited statistically larger product distribution towards
BD when compared to MgO. This could be an indicator that the dehydration
step is kinetically relevant to the overall mechanism, since it could shift product
distribution towards BD. Thus, the presence of strong acid sites (Al3+) on the
surface plays an important role in the production of BD, in agreement with pre-
vious findings (CHIEREGATO et al., 2015). Once again, Ru did not contribute
to the formation of the coupling products, but acted towards converting key in-
termediate adsorbed species into methane and CO, consistent with the observed
reduction of the intermediate bands in our DRIFTS results.

Figure 4.18: Product distribution for BD and BuOH on MgO at 673 K, 5% inlet ethanol
pressure and 1.1 bar total pressure.

Regardless of which pathway ethanol is converted, an important surface in-
termediate is the ethanol chemisorbed onto the surface. Such similarity among
the mechanisms is central to the understanding of why so many products are
obtained. Depending upon surface characteristics, such as acidity-basicity, de-
fects, and relative composition, specific routes may be prioritized in detriment
of some others. Such is seen, for example, when the AcH distribution and sub-
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sequent coupling reactions (favored by MgO’s strong basic sites) are compared
to the ethene one (increased by the presence of Al3+ in the framework). Fur-
thermore the insertion of Ru was counterproductive to the formation of C2 and
C4 products. Instead of acting positively towards increasing AcH formation by
dehydrogenation of ethanol, as expected beforehand in the catalyst-design ra-
tionale, as discussed in Section 2.5, the metal acted as yet another active site in
the competition for the surface intermediates. As our IR results have shown, the
insertion of Ru decreased the intensity of bands related to the surface ethoxide
intermediate. That, coupled to the increase in methane formation observed from
the bench-scale results, suggests that the ethoxide is converted into methane
upon the addition of Ru.

As selectivities towards BD and BuOH were similar for MgO and MgxAlOy,
and due to the fact that the insertion of Ru greatly drove the production of
methane, the bench-scale and atomic-level portions of this work were conducted
solely on MgO. This was done for four reasons: i) it is a simpler system, es-
pecially regarding the computationally costly DFT simulations; ii) it has more
previous information as a model catalyst and as source of fundamental informa-
tion; iii) it is cheaper to synthesize; and iv) the scope of the work had to respect
the time constraints of the project.

4.3 Determination of the Experimental Errors

Figure 4.19 illustrates how catalyst activity affects conversion fluctuations, for
distinct conversion values. As beforehand expected, as the variability of catalytic
activity increases (a), the magnitude of the conversion fluctuations also increases
for all reference conversion values. However, it is important to observe that
conversion fluctuations can change considerably within the experimental range,
going through a maximum that depends upon the fluctuation of the catalyst
activity. Besides, it is also noticeable that the nonlinear function is not symmetric
in respect to x, changing faster in the vicinities of x = 1. Similar behavior had
been observed by ALBERTON et al. (2009). It is very relevant to highlight that
conversion fluctuations are equal to zero at the boundaries x = 0 and x = 1, as
one might expected from physical grounds, since real conversion values cannot
surpass these hard experimental constraints.

Figure 4.20 presents the cumulative kinetic distribution as a function of εx at
the reference conversion value of 0.5 and three different levels of catalyst activ-
ity variability. This plot displays some interesting characteristics of the kinetic
distribution. First of all, it can be seen that that the cumulative distribution of
εx is not symmetrically distributed around zero, given the nonlinear nature of
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Figure 4.19: Effect of catalyst activity and conversion on conversion fluctuations.

the correlation among the many analyzed variables. An interesting consequence
of this point is that sample averages of experimental conversion values may be
biased and different from the real reference value, which has been completely
overlooked in previous publications and disregarded in experimental kinetic
studies. Besides, the shape of the cumulative kinetic distribution can be sig-
nificantly affected by the variability of catalyst activity, being distorted towards
higher values of εx when σa increases.

Table 4.7 lists the boundaries of εx for a reference value of 0.5, illustrating
how the asymmetrical behavior varies when σa changes. Based on results in
Table 4.7, it seems clear that confidence regions provided by the Gaussian distri-
bution may constitute very poor approximations for conversion values obtained
experimentally. Besides, Table 4.7 also shows that improper characterization
of experimental fluctuations must somehow take into account the natural vari-
ability of catalyst activity in kinetic studies (a more thorough list of boundary
values, for different conversion levels and catalyst variabilities may be found in
PACHECO et al. (2018).)

Table 4.8 displays how the first moments of the kinetic probability distribu-
tion (sample mean and standard deviation values for conversion) depend on
catalyst activity variability (σa) for several levels of conversion (once again, full
details may be found in PACHECO et al. (2018)).
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Figure 4.20: Cumulative kinetic probability distribution of εx for different catalyst ac-
tivity variabilities, at x = 0.5.

Table 4.7: Boundary values of εx as a function of catalytic activity variability (σa) as
computed with the kinetic and Gaussian distributions, for several nominal conversions
and confidence level of 95%.

σaσaσa = 0.5 σaσaσa = 0.7 σaσaσa = 0.9

x = 0.1

εxmin εxmax εxmin εxmax εxmin εxmax

-0.0817 0.0876 -0.0899 0.1238 -0.0902 0.1528
εnormalmin εnormalmax εnormalmin εnormalmax εnormalmin εnormalmax
-0.0862 0.0862 -0.1098 0.1098 -0.1313 0.1313

x = 0.5

εxmin εxmax εxmin εxmax εxmin εxmax

-0.3744 0.2496 -0.4249 0.3191 -0.4476 0.3602
εnormalmin εnormalmax εnormalmin εnormalmax εnormalmin εnormalmax

-0.327 0.327 -0.392 0.392 -0.431 0.431

x = 0.9

εxmin εxmax εxmin εxmax εxmin εxmax

-0.542 0.0891 -0.6771 0.0961 -0.7208 0.0986
εnormalmin εnormalmax εnormalmin εnormalmax εnormalmin εnormalmax

-0.377 0.377 -0.4037 0.4037 -0.4194 0.4194

As an example on how to use the developed procedure, suppose one wants
to find the confidence interval for x̄. Assuming that the average conversion is
equal to 0.80 and that the sample standard deviation is equal to 0.23 (assumed
to be high on purpose, in order to magnify the size of the confidence region),
the Gaussian distribution yields the 95% confidence interval of 0.34 < x < 1.26,
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Table 4.8: Relationship between catalytic activity deviation (σa) and first kinetic mo-
ments for conversion (ε̄x and Sx) at a conversion of 50%.

σaσaσa ε̄x̄εx̄εx SxSxSx

0.1 -0.00004 0.035
0.2 -0.0044 0.071
0.3 -0.0096 0.106
0.4 -0.0094 0.138
0.5 -0.010 0.167
0.6 -0.013 0.183
0.7 -0.0026 0.2
0.8 0.0093 0.213
0.9 0.020 0.22

which is physically meaningless (x > 1). Using the proposed approach (Figure
3.10), instead, the 95% confidence becomes 0.15 < x < 0.98, which is within the
feasible experimental region, as it is expected from sound statistical analysis.

4.4 Assays in the Experimental Unit

4.4.1 Catalyst Stability on Stream

One of the tests performed in the experimental unit aimed to verify catalyst
stability under ethanol flow at operational conditions for a timespan much larger
than the usual assays, from 4 to 20 h of time-on-stream (TOS). This allowed
for the verification of whether MgO revealed appreciable changes in its activity
towards ethanol conversion when facing several physicochemical stresses, such
as high temperature, eventual coke deposition, sintering, among others. The
temperature of 673 K was chosen, since it is the highest among the scope of
the study and, as such, would be the most prone to cause catalyst deactivation.
From this logic, if the catalyst is stable at this temperature, it would also be at
573 and 623 K. The results for 3%, 12.5% and 20% ethanol partial pressure in the
inlet (low, medium and high levels) are shown in Figure 4.21.

The stability of MgO at the different ethanol partial pressures can be noticed
from the results. There is no trend in any of the scatter plots during the 16 h
period probed in the test; therefore, it is safe to conclude that the catalyst is
stable enough to be tested for kinetic assays, which last less than 16 h, without
the worry of deactivation and of the need to insert correcting factors to account
for it in the modeling procedure.
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Figure 4.21: Stability test results for several ethanol partial pressures in the inlet.

4.4.2 Determination of the Kinetic Regime

The linear relationship between XEt and GHSV-1 (for a constant catalyst bed
weight of 100 mg) in Figure 4.22 indicates that this GHSV-1 range operates un-
der kinetic regime (thus without external diffusion limitations) and sufficiently
under the differential reactor approximation, which makes the use of Equa-
tion 3.4 possible. For experimental convenience, values of GHSV-1 next to 4
mgcat.min.mL-1 were used for the kinetic assays. A due discussion regards the
chosen temperature for the kinetic regime assessment. It is customary to select
the highest possible for the assays, since it is the temperature that demands the
most of the system in terms of mass transfer. This happens because tempera-
ture affects catalyst activity in a more relevant way when compared to its effect
to mass transfer. Expressing respectively the reaction intrinsic rate (kr) and the
diffusion coefficient (kg):

kr = kr0 exp
(
−Er

RT

)
(4.1)
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Figure 4.22: Linear relationship of ethanol proportional to reactor space time confirms
differential reactor behavior. Tests were performed with 100 mg catalyst bed varying
flow rate at 673 K, 1 bar total pressure, with 5% ethanol on the inlet stream. The full
line is the best linear fit to guide the eye.

kg = kg0 exp
(
−Ed
RT

)
(4.2)

where Er is the activation energy of the chemical reaction and Ed, the activation
energy of external diffusion. As usually Ed ≈ 21 kJ.mol-1, which is significantly
lower than typical values of Er, kg is less affected by temperature than kr. There-
fore, if the kinetic regime is established for the highest temperature in the exper-
imental range, the other lower temperatures automatically will operate under
such regime.

Similar treatment can be done for the choice of ethanol partial pressure. The
mass transfer factor, JM, proposed by Chilton and Colburn (FIGUEIREDO and
RIBEIRO, 2015) is expressed as:

JM =
RTkg

u

(
µ

ρDv

) 2
3

= γ

(
Dpuρ

µ

)
(4.3)

103



wherein R is the universal gas constant; u is fluid linear velocity; T is the temper-
ature; kg is defined as above; ρ is the fluid specific mass; µ is the fluid viscosity;
Dv is the diffusivity of the transferred component; and Dp is the diameter of
the catalyst particles. All the parameters of JM are approximately constant for
all partial ethanol pressures, aside from ρ, which decreases with lower ethanol
partial pressures in the fluid phase. There is a linear relationship between JM

and ρ, such that the lowest value of ρ (corresponding to 5% ethanol in the initial
set of experiments) yields the lowest JM. Therefore, choosing the pressure of
5% ethanol represents the condition that is most prone to present external diffu-
sion issues. Thus if the kinetic regime is determined for 5% ethanol, the higher
ethanol partial pressures automatically will display no diffusion problems.

4.5 DFT Calculations

Initial theoretical predictions suggested that terrace Mg5c-O5c pair are es-
sentially inert towards ethanol activation, in agreement with early literature
(BRANDA et al., 2003b, 2009; CHIZALLET et al., 2006; VALENTIN et al., 2002).
Furthermore, calculations demonstrated that not only ethanol but other proto-
nated molecules adsorb non-dissociatively on pristine MgO terraces (BRANDA
et al., 2003b, 2009; CHIZALLET et al., 2006; VALENTIN et al., 2002). Nevertheless,
experimental studies (KAGEL and GREENLER, 1968; PENG and BARTEAU,
1991; SMITH and TENCH, 1969; SPITZ et al., 1986) demonstrated the presence
of dissociated ethanol on several MgO samples even under temperatures as low
as 150 K, such that it is most likely that terraces contribute in a minor way to
the catalytic activity. Hence it is indispensable to assess how ethanol interacts
with lower coordinated surface ions (Figure 3.5) in order to further understand
the precise behavior of the active sites.

In order to validate the present thermodynamic approach, DFT calculations
were performed for the ethanol adsorption energy and compared to the experi-
mental microcalorimetry data that was previously discussed in Table 4.6 and by
PACHECO et al. (2019). Microcalorimetric results collected at 309 K indicate an
overall adsorption energy of ≈37.1 kcal.mol-1 (≈1.61 eV) at maximum coverage
(θ≈1), while theoretical DFT adsorption energy was found to be 42.2 kcal.mol-1

(1.83 eV) for ethanol monomer (θ≈0.055) and 30.7 kcal.mol-1 (1.33 eV) for the
dimer (θ≈0.11) at the same temperature, in which the as-calculated TS term is
0.50 eV. This shows good correspondence with experimental results.
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4.5.1 Ethanol Interactions with Kink Defects

The DFT calculations suggest that the presence of 3-coordinated (Mg3c) sites
caused noticeable relaxation effect on their surroundings. For instance, the O4c-
Mg3c-O4c angle increased from 90◦ in perfect terraces up to 97.1◦ in kink defects.
Moreover, the O4c-Mg3c and O5c-Mg3c bond distances decreased from 2.12 Å in
perfect surfaces to 1.938 Å and 1.980 Å, respectively. Such local changing site
coordination is expected to increase the reactivity upon ethanol adsorption. Pref-
erential adsorption geometries (for monomer and dimer ethanol configurations)
over kink defects are displayed in Figure 4.23, and charge-density difference
isosurfaces, in Figure 4.24. Results for adsorption geometry and energetics are
listed in Table 4.9.

Figure 4.23: a) Optimized adsorption geometries of ethanol monomer (a) and dimer
(b), adsorbed on a MgO kinked surface. Numbers in bold text indicate interatomic
bond distances in Å. Green, red, grey, and white spheres denote Mg, O, C and H atoms,
respectively.

Analyzing the monomer behavior, higher activity around Mg3c was con-
firmed (Figure 4.24a). The calculated adsorption free energy of -1.09 eV at 673 K
suggests a highly exergonic adsorption process, which was followed by a spon-
taneous cleavage of the ethanol-hydroxyl (Ohyd-O) bond, yielding a hydroxyl
species by protonation of a surface O4c anion. The remaining ethoxy group
interacts simultaneously with Mg3c and Mg4c sites. As seen in Figure 4.24b,
the dissociative character of monomer adsorption leads to a depletion of charge
density (depicted by the blue isosurface) around the absent H atom, confirming
the formation of a new surface hydroxyl species (O4c-H). It was noticed here
an extra accumulation of charge density around both Cα-Hα bond regions upon
adsorption and accordingly it is expected a stronger bond, confirmed by short-
ening of the bond distance from 1.10 to 1.08 Å. The initial monomer adsorption
configuration slightly differs from the ones proposed by TAIFAN et al. (2017a)
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Figure 4.24: Charge density difference isosurfaces for ethanol (a) monomer and (b)
dimer. Blue regions represent charge depletion while yellow ones, charge accumulation.
Green, red, grey, and white spheres denote Mg, O, C and H atoms, respectively.

Table 4.9: Bond lengths and energy of adsorption of gas phase and adsorbed ethanol
on MgO.

d(O-H) /
Å

d-(O-Cα) /
Å

d(Cα-Cβ) /
Å

d(Ohyd-Mg) /
Å

∆Eads
# /

eV

Gas phase Monomer
0.974
0.9711

1.437
1.4311

1.515
1.5121 - -

Kink
(Mg3c-O4c)

Monomer 2.818 1.433 1.524 2.008 (Mg3c)
2.093 (Mg4c)

-1.09

ETH-1* 2.731 1.429 1.524 2.008 (Mg3c)
2.093 (Mg4c) -0.65

ETH-2* 1.035 1.446 1.517 2.128 (Mg3c)

1: experimental values for ethanol (LIDE, 2003).
*: ethanol molecules considered in the dimeric adsorption.
#: adsorption free energy at 673 K.

in their computational work on the mechanism of ethanol upgrading to BD cat-
alyzed by MgO. If on the one hand they also predicted that the molecule would
dissociatively adsorb near the 3-fold coordinated Mg site, on the other hand they
suggested that the departed H atom would form hydroxyl by binding to a sur-
face O4c adjacent (directly bound) to Mg3c, with and adsorption free energy of
-0.59 eV (at 723 K). In the present work, it was found that H opts to interact with
a neighboring Mg4c site. Likewise, an analogous of their adsorption geometry
was calculated within our approach and generated an adsorption free energy of
-0.45 eV at 673 K.

Upon the addition of a second ethanol molecule (ETH-2), the adsorption
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process was significantly less exergonic (-0.65 eV at 673 K). It could be seen
from Figures 4.23 and 4.24 that, while the the Ohyd-H bond of ETH-1 sponta-
neously break upon adsorption forming an ethoxide species, it is apparent that
the adsorption process of ETH-2 on the step-edge vicinity is non-dissociative,
since it only partially elongated the Ohyd-H from 0.974 to 1.036 Å. This in turn
suggests that the neighboring molecule (ETH-2) is adsorbed on a slightly less
reactive chemical environment, carrying an extra +0.44 eV exergonicity over the
stablest monomer configuration. More geometric information is listed in Table
4.9. These findings agree qualitatively with the adsorption pattern suggest by
(LIANG and GAY, 1969). Using 13C solid-state nuclear magnetic resonance (SS-
NMR), they implied the existence of two species: (i) a strongly bound ethoxy,
associated with cross-polarization (with long 13C spin-lattice relaxation time);
and (ii) a sless strongly bound species, associated with excitation pulses at 90◦.
This corroborates our assumption of adsorption on distinct chemical environ-
ments; interestingly enough, the charge-difference plot regarding ETH-2 (Figure
4.24b) is consistent with a H-bonding (Ohyd-H—O4c) interaction (JEFFREY, 1997)
in which the Ohyd-H group acts as a H-bond donor and charge accumulates in
the bond region towards a surface O4c site.

As the interaction strength of ethanol over defective MgO depends upon the
surface local topology, the acid-base properties of Mg-O pairs tend to vary as
a direct consequence of ethanol adsorption. In this case, lower coordinated Mg
and O sites are expected to be more acidic and more basic, respectively. There-
fore the density of states (DOS) projected (PDOS) onto 2p states were compared
for both O4c sites, adjacent and neighboring to Mg3c (inset in Figure 4.25a), di-
rectly involved in ethanol adsorption. Accordingly, the relative position of the
PDOS curves with respect to the Fermi level (FL) represents a good indicative
of the acid-base properties: stronger basic sites have higher DOS regions in the
valence band (VB) closer to the FL, whereas for stronger acid sites higher DOS
regions are expected in the conduction band (CB) near the FL (LI et al., 2017). It
was observed that the adsorption of ethanol nearby a kink defect may be con-
nected to a lowering in the local coordination environment of surface O sites due
to charge donation. The analysis of DOS curves shows that the relative VB posi-
tions are closer to the FL after adsorption. Consequently, the O site adjacent to
Mg3c (inset in Figure 4.25a) is relatively less basic (electronic states farther from
the FL) than its neighboring counterpart (Figure 4.25b). That means that, even
if in principle they belong to equivalent environments (4-fold coordination), the
O site adjacent to Mg3c is less prone to donate charge when compared to the
neighboring O and as such should be less reactive. This effect would explain
why surface hydroxyl (Ohyd-H scission) is not formed spontaneously on the O
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adjacent site. This also helps to explain why the adsorption of one molecule
(therefore with lower coverage) is substantially more exergonic compared to the
adsorption two molecular (higher coverages).

Figure 4.25: Spin-polarized density of states projected onto the 2p electronic states of
surface oxygen sites adjacent (a) and neighboring (b) to Mg3c. Energy scale is referenced
to the Fermi level (EF) at 0 eV (dashed line). Arrows within insets indicate the analyzed
surface O sites and the dashed black circle locates the Mg3c site. Yellow and red spheres
are Mg and O atoms, respectively.

4.5.2 Ethanol Activation and Elementary Reactions

Despite experiments suggesting that MgO catalysts are capable of adsorbing
significant amounts of ethanol, reaching surface coverages up to 50% of the Mg-
O pairs (BIRKY et al., 2013; KOZLOWSKI and DAVIS, 2013), just a minor fraction
of the activated intermediates (≈10%) in fact lead to the upgrading products of
interest. In consonance with such findings, the adsorption of ethanol dimer in
the DFT cells in this work corresponds to surface coverages θ of ≈0.11 monolayer
(ML), which in turn may well represent the chemical environment experimen-
tally observed. Since the interest is focused mostly in coupling reactions, the
system consisting of θ≈0.11 ML was used to probe the formation of primary
products of adsorption as well as to evaluate further C-H bond activation, dehy-
drogenation and dehydration reactions.

Ethoxide Formation and Its Undissociated Form

As previously shown, the interaction of the ethanol dimer with kinked MgO
is substantially less exergonic than the monomer and that the ETH-1 Ohyd-H
bond spontaneously breaks, while in ETH-2 it is only partially elongated follow-
ing adsorption. As the charge difference plot (Figure 4.24b) is consistent with an
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Ohyd-H—O4c H-bonded system, it is clear that the hypothesis in which ETH-2
Ohyd-H bond might be easily cleaved cannot be disregarded. In order to evaluate
this possibility, two scenarios were assessed: (i) in the first case, it was found that
the Ohyd-H (ETH-2) undergoes scission through a very low activation barrier of
0.09 eV and a negative reaction free energy of -1.03 eV in the potential energy
surface (PES), causing the departed H atom to protonate a step-edge O4c site to
form a surface hydroxyl (O4c-H). The second possibility (ii) involves the protona-
tion of a O5c site at the lower layer (terrace), in which the Ohyd-H bond-breaking
process requires an activation energy of 0.15 eV and a reaction free energy of
-0.97 eV. It was also detected that proton transfer takes place from the lower
layer (O5c) to step-edge (O4c) through a barrier of 0.16 eV and -0.96 eV of free
energy. As a direct consequence of these results, it is expected that a fast equilib-
rium between undissociated and dissociated O-H configurations is likely to exist
for ETH-2. The findings qualitatively agree with those of GINES and IGLESIA
(1998), who suggested that, for a K-promoted MgCeOx catalyst, O-H (and even
C-H) bonds may be cleaved and reformed several times while adsorbed inter-
mediates stay on the surface. Furthermore, the proposed [Mg(OCH2CH3)2] is
is accordance with those proposed via 13C SS-NMR spectroscopy for ethanol on
MgO (LIANG and GAY, 1969).

The results stress the importance of the early intermediates to the coupling
reactions, such that the subsequent steps necessarily involve the activation of
Cα-H and Cβ-H bonds, as discussed infra.

Activation of Cα-H and Cβ-H Bonds and Intermediate Formation

Following the formation of adsorbed ethoxide species, the second step of
the Guerbet coupling mechanism is usually to be the formation of AcH and
H2 via Cα-H cleavage, with subsequent aldol condensation to acetaldol, which
undergoes further dehydration and hydrogenation to yield BuOH (Figure 2.3).
Nonetheless, it was previously experimentally shown that, even after the addi-
tion of intermediate products of Cα-H aldol route, the amount of BuOH did not
increase (NDOU et al., 2003; YANG and MENG, 1993). Consequently, the aldol
process was deemed irrelevant to the formation of the C4 products. This was
further confirmed by SCALBERT et al. (2014), in which the authors suggest that
two ethanol molecules might couple through a Cβ-H activated mechanism. The
preference for such pathway was later reinforced by CHIEREGATO et al. (2015),
although the authors did not detect the presence of C4 aldehydes (or olefins)
at higher contact times, suggesting that both butanal and crotonaldehyde are
mechanistically consecutive to the formation of crotyl alcohol and BuOH.
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As an effort to shed more light onto the preferential dehydrogenation path-
way, several reaction potential energy surfaces were evaluated by considering
both Cα-H and Cβ-H bond activation and H-abstraction steps separately. The
DFT calculations show that the energy barriers required to cleave Cα-H to form
AcH plus H2 are relatively lower on ETH-1 and ETH-2 when compared to the
same process regarding Cβ-H. This is a priori expected since Hα are known to be
more acidic than Hβ SOLOMONS et al. (2017). It can be seen that the forward
energy needed to abstract a H atom from Cα is nearly the same regarding ETH-1
(-0.91 eV) or ETH-2 (-0.92 eV). On the other hand, reaction energies (-1.05 and
-1.19 eV) and reverse barriers (0.12 and 0.27 eV for ETH-1 and ETH-2 respec-
tively) are considerably distinct, implying that ETH-1 forms energetically more
stable α-deprotonated species. Focusing now on the Cβ-H dissociation process,
the results surprisingly indicate that barriers of activation to such a process are
not so substantially larger when compared to Cα-H: the forward energy barri-
ers are 1.01 and 1.12 eV along with reaction free energies of -0.93 and -0.87 eV
respectively for ETH-1 and ETH-2. In principle this suggests that the forward
Hβ abstraction process may occur nearly to the same extent on both ETH-1 and
ETH-2 species; nevertheless, the reverse activation barriers, found to be quite dif-
ferent (0.09 and 0.24 eV for ETH-1 and ETH-2, respectively) indicate that Cβ-H
activated species are preferential on ETH-2. This means that Cα-H is preferen-
tially activated on ETH-1, while Cβ-H, on ETH-2.

In the same line of thought, SCALBERT et al. (2014) defended the existence of
short-lived and possibly (experimentally) undetectable intermediates that might
exist throughout a direct ethanol coupling mechanism, even though the authors
did not provide further details about the chemical structure of these species.
Moreover, CHIEREGATO et al. (2015) postulated the existence of a carbanion
species, generated from the Hβ abstraction: it was shown that the cleavage of
the Cβ-H has forward barriers around ≈1.45 and ≈1.56 eV, while the reverse
barriers are rather small (≈0.09 eV). In their adsorbed carbanion structure, the
hydroxyl O-H bond is not completely broken; rather, the system preferentially
interacts with the surface in a η2 configuration. No H2 was assumed to form
from β-cleavage and no further geometric (Cα-Cβ bond lengths, for example)
were provided. Noteworthy was that such structure is very similar to a biden-
tate oxametallacyclic (OMC) species, which have been investigated in several
ethanol adsorbing systems. IDRISS (2004) proposed the existence of stable five-
membered (-CH2CH2O*) ring formed from a β-cleavage process over Ru/CeO2

and Ru/CeO2-ZrO2 catalysts (DIAGNE et al., 2002; IDRISS, 2004), while on
purely metallic Rh(111) surfaces it was suggested that OMC intermediates fa-
cilitate the scission of Cα-Cβ to yield CO, H2 and surface C (VESSELLI et al.,
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2004). Also known as metallaoxetanes, OMCs were proposed as intermedaites
in a wide variety of reactions in homogeneous catalysis (JOERGENSEN and
SCHIOETT, 1990).

In fact, an analogous adsorbed system was found, in which the hydroxyl
bond was not totally broken and the deprotonated Cβ is stabilized by an inter-
action with both surface Mg3c site. This structure is labeled as oxametallacycle-
like (OMC-like) intermediate. The DFT findings indicate that this 4-membered
adsorbed system can be formed only at ETH-2 (the attempts to optimize the
structure over ETH-1 brings the possible intermediate back to the initial ethoxy
position). The activation energy needed to cleave the Cβ-H bond was found to be
1.12 eV, whereas the reverse barrier was smaller (0.24 eV). In light of the charge-
difference plot FIG, it can be seen that the negative charge is partially delocalized
in between the Cα-Cβ bond, while charge depletion and accumulation appeared
around the C-O bond axis. This explains why the Cα-Cβ was slightly contracted
from 1.525 (adsorbed ethoxy) to 1.490 Å, the C-O bond was elongated from 1.435
to 1.535 Å. The O-H bond was stretched from 0.961 (gas phase) to 1.000 Å. These
results are in agreement with theoretical calculations regarding OMC interme-
diates over several different surfaces (ALCALÁ et al., 2003; CHIANG et al., 2016;
LINIC et al., 2002; MAVRIKAKIS et al., 1998), with more similarities to standard
C-C bond than to C=C double bond (≈1.33 Å) or C-C bond in carbanions (≈1.40
Å). Subsequent reaction steps could be facilitated by rotation around Cα-Cβ as
well as by tilting processes around the C-O bond axis.

On the other hand, the present theoretical findings indicate the existence of
a structure that is similar to an ehyleneoxy (ETOxy) intermediate, formed from
the cleavage of Cβ-H plus H2 formation. Opposite to the OMC-like intermediate,
ETOxy intermediates do not form a 4-member ring, but keeps the preferential η1

adsorbed configuration. Furthermore, they can be generated from both ETH-1
and ETH-2. In fact, such structures are commonly observed in reactions in-
volving catalytic production of ethene oxide from ethene. Regarding geometric
parameters, the calculated Cα-Cβ bond length (1.485 Å) is slightly shorter than
the neighboring ETH-1 (1.518 Å) and gas-phase ethanol (1.521 Å); thus, it is
more similar to standard single bonds thanto C=C bonds (≈1.33 Å). The calcu-
lated C-O bond length C-O bond length (1.455 Å) is longer when compared to
gas-phase (≈1.434 Å) and slightly shorter than adsorbed ethoxy (1.446 Å). Nev-
ertheless, despite the spectroscopic confirmation being difficult, it was found
that ETOxy intermediates share some properties with radical species. For in-
stance, it was observed that their formation was followed by the appearance of a
magnetic moment of ≈0.18 µB on the Cβ atom, suggesting radical character for
Cβ.
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According to the DFT findings, these intermediates will play an important
role to the proposed ethanol-coupling mechanisms and their existence was not
hitherto predicted in the literature of ethanol upgrading processes. Moreover, by
analyzing the chemical structure of the intermediates it is possible to envisage
further species that might be formed from the transient intermediates, such as
enolates, intramolecular H migration (1,2-hydride shift) to form AcH, generation
of ethene or ethene oxide and even intermolecular H transfer.

4.5.3 DFT-Predicted Energetics

With the previous discussion in sight, it is now possible to discuss candidate
pathways that ethanol undergoes to yield the observed products. The first op-
tion is the aldol route, which forms BuOH via Guerbet route and BD via Kagan
mechanism. The DFT obtained free energy diagram is shown in Figure 4.26.

Figure 4.26: DFT-predicted free energy for the Guerbet (dotted purple line) and Kagan
(dotted green line) mechanisms.

The first portion of the mechanism, labeled in Figure 4.26 as AcH formation,
depicts the energetics of dehydrogenation of ethanol into AcH. The two ini-
tial steps correspond to the formation of two vicinally-adsorb surface ethoxide
species. As previously debated, the extraction of the Hα is more exergonic for
ETH-1 than for ETH-2. The system may then either proceed to dehydrate into
DEE (dashed blue line) or go on to the enolate formation and aldol formation.
It is relevant to notice that the dehydration step is significantly slower than the
AcH generation from the ethoxide originating from ETH-2, with a difference of
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0.5 eV (≈48 kJ.mol-1) between them. Analyzing the AcH-forming route (contin-
uous black line), it catches the eye how energetically difficult the formation of
two vicinal AcH is in comparison to the other reaction steps. Activation energies
for AcH formation from ETH-2 and ETH-1 are respectively 0.93 and 0.92 eV, as
aforementioned, with an overall increase in free energy of 1.35 eV. This confirms
the previous hypothesis as to why ethanol dehydrogenation to AcH is widely
taken as the rate-determining step for this process.

The two vicinally adsorbed AcH follow the coupling route next by the for-
mation of a surface enol and then subsequent aldol coupling to yield 3-alkoxy-
butanal, the deprotonated, adsorbed form of 3-hydroxybutanal. The two steps
are exergonic (≈-0.13 and ≈-0.20 eV respectively) and both have relatively low
activation energies, ≈ 0.30 and ≈ 0.20 respectively.

In sequence, the pathways split into two routes, one that yields BuOH as final
product (dotted purple line) and another that forms BD (dotted green line). For
the BuOH route (Guerbet mechanism), the intermediate aldol is converted into
crotonaldehyde in a single step with slight change of ≈ -0.1 eV in free energy
but facing a significant 0.7 eV energy barrier. Crotonaldehyde then undergoes
hydrogenation of its C=C bond by surface H2 forming butyraldehyde. This is
once again an exergonic process, with free energy variation of ≈ -0.4 eV and
activation energy of 0.6 eV. Butyraldehyde is hydrogenated to a surface butoxy
in a single step of elevated exergonicity, presenting a change of -1.3 eV and an
energy barrier of 0.4 eV. As a final step, the butoxy intermediate desorbs as
gas-phase BuOH, recovering a good portion of the lost free energy, accounting
for a variaton of ≈+0.85 eV in free energy. The overall free energy change for
the formation of BuOH from ethanol is then approximately -0.19 eV, or -18.3
kJ.mol-1.

On the other hand, if the BD-yielding route (Kagan reaction) is analyzed,
the step that follows the formation of 3-alkoxybutanal is the deoxygenation to
3-butenal, an isomer of crotonaldehyde. Interestingly enough, this step is ender-
gonic (≈+0.3 eV) and faces a substantial activation energy of≈1.3 eV, even higher
than the energy barrier to dehydrate ethanol to AcH. 3-butenal then undergoes
aldoenolic tautomerization, yielding an enol after a single exergonic step with
slight free energy loss (≈-0.2 eV) and activation energy of ≈0.35 eV. The enol
then is deoxygenated and BD is formed. The free energy gain of the desorp-
tion process is ≈+0.47 eV. The overall free energy change for BD formation from
ethanol is a total of 1.15 eV, or -111 kJ.mol-1.

An alternative mechanism is what is here called β-route, in which the forma-
tion of BuOH from ethanol does not go through an intermediate aldol species,
as previously vented by CHIEREGATO et al. (2015); SCALBERT et al. (2014) and
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is depicted in Figure 4.27. The first step is identical to the one proposed for the
Guerbet route in Figure 4.26, in which surface ethoxide species are formed from
ethanol. Rather than forming AcH, the system proceeds to the formation of the
so-called OMC-like intermediate through an endergonic (≈+0.55 eV), one-step
process with activation energy of ≈0.80 eV.

Figure 4.27: DFT-predicted free energy for the β-route mechanism.

This intermediate may then react with a vicinal ethoxide species to directly
yield BuOH (full blue line) via a one-step exergonic step (≈-0.27 eV) but with
a substantial energy barrier of ≈1.7 eV, which naturally makes this step the
rate-limiting for this mechanism. BuOH may then be dehydrogenated into bu-
tyraldehyde in a two-step route (blue dotted line), going through surface butoxy
as intermediate. This conversion adds ≈0.4 eV to the free energy of the system,
with the individual steps presenting activation energies of ≈0.5 and ≈1.0 eV.
Butyraldehyde then undergoes α-β dehydrogenation (dotted green line) yield-
ing crotonaldehyde, in a slightly endergonic step (≈ +0.1 eV) but once again
with a high activation energy of ≈ 1 eV.

The OMC-like intermediate may instead undergo a two-step dehydrogena-
tion process to yield surface enolate (full red line). This portion is discretely ex-
ergonic (≈+0.15 eV), with activation energies of ≈1.3 and ≈0.50 eV, respectively.
With the system configuration consisting thus of an ethoxide species next to an
enolate, the pathway is once again split. These two reactants may (i) react with
one another forming butyraldehyde (dotted purple line), acquiring ≈0.3 eV of
free energy and facing a ≈1.3 eV energy barrier. At that point, butyraldehyde is
then dehydrogenated to crotonaldehyde analogously as described supra (dotted
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green line). Pathway (ii) (dotted orange line) describes rather the sequential con-
version of ethoxide into AcH and reaction of AcH yielding 3-alkoxybut-3-enal,
which then dehydrates to form crotonaldehyde. This three-step process has a
total free energy gain of ≈0.35 eV and activation energies of ≈1.15, ≈0.20, and
≈0.35 eV. The overall crotonaldehyde and BuOH formations account for ≈+0.25
and -≈-0.20 eV changes in free energy.

4.6 Kinetic Modeling and Parametric Estimation

Using the steps in Figure 4.26 as reference for a mechanistic modeling proce-
dure it was possible to analyze ethanol coupling to BuOH via Guerbet reaction
and to BD via Kagan reaction. The mathematical modeling was not applied to
the β-route proposition since it would not be able to simultaneously compare
the kinetics for BuOH and BD, as this mechanism just speculates on the for-
mation of BuOH. Guerbet and Kagan reactions, on the other hand, share several
intermediates. Figures 4.28 - 4.31 show the proposed steps for such mechanisms.

Step 1: Molecular adsorption of two ethanol molecules on a kink site
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Figure 4.28: Guerbet and Kagan reactions mechanisms.
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Step 4: Formation of vicinal AcHs
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Step 5: Enolate formation
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From this point on, the mechanisms split up as suggested by the previous
DFT results.

Step 7 for BuOH: Dehydrogenation to crotonaldehyde
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Step 8 for BuOH: Hydrogenation to butyraldehyde
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Figure 4.29: Guerbet and Kagan reactions mechanisms (cont.)
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Step 9 for BuOH: Hydrogenation to butoxide
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Step 10 for BuOH: Desorption and regeneration of the active sites
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Step 7 for BD: Dehydrogenation to but-3-enal
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Step 8 for BD: Isomerization to 1-oxi-1,3-butadiene
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Step 9 for BD: desorption of BD
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Figure 4.30: Guerbet and Kagan reactions mechanisms (cont.)
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Step 10 for BD: water and H2 desorption and regeneration of the active
sites
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Mg O2 + H2 + 2 H2O

Figure 4.31: Guerbet and Kagan reactions mechanisms (cont.)

The mechanisms start with the associative desorption of two ethanol
molecules on a specific, defective site, responsible for the geometrically favor-
able processing of the subsequent reactions, as found in the presented DFT sim-
ulations. Then there is the formation of vicinal surface ethoxides, followed by
similar, but energetically distinct, dehydrogenation processes to yield two AcH
on neighboring sites. One of these species might then undergo an enolization
step and the enol-aldehyde pair forms the aldol. With the division of the mecha-
nisms, BuOH is generated after sequential dehydrogenation and hydrogenation
steps, forming surface butoxide, which finally desorbs as BuOH. If the path
towards BD is on the other hand taken, first there is a dehydrogenation to but-
3-enal followed by its isomerization to an oxygenated BD-like species. Finally,
the C–O bond is cleaved, releasing BD, and the system releases water and H2 to
finish the catalytic cycle.

Taking such information into account, a phenomenological model can be
developed. Here it was considered that the active site is the kink site composed
of a specific steric arrangement of two MgO sites, as depicted in Figure 4.23: one
Mg4C–O5C site next to a Mg3C–O4C. For the Guerbet route, it was considered
in the following development that the two dehydrogenation steps to AcH could
be lumped as a single step, in order to make it possible for the system to have
an unambiguous kinetically-determining step. For the Kagan mechanism, the
dehydrogenation to but-3-enal was the kinetically-determining step. Both these
assumptions were based upon and consistent with the observed DFT-predicted
energy barriers in Figure 4.26.

First for the Guerbet route, the equation for the initial adsorption step is
written as following, supposing beforehand that the mean-field approximation
is valid and that the steady-state assumption is respected:

K1 =
θEt

P2
Etθ∗

(4.4)
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and for the formation of the ethoxides:

K2 =
θEtho
θEt

(4.5)

where K1 =
k+1
k−1

and K2 =
k+2
k−2

are the thermodynamical equilibrium constants of
steps 1 and 2, respectively, θEt is the fraction of sites covered by associatively
adsorbed ethanol, θEtho is the fraction of sites covered by the ethoxide, θ∗ is the
fraction of empty sites and PEt is the partial pressure of ethanol in kPa.

Also if the dehydrogenation steps are considered a single step and proceed
at a sufficiently slower rate compared to the other ones, it is possible to consider
it irreversible, since all the formed aldehyde would rapidly either desorb or be
processed by the subsequent steps. This implies that the reverse reaction, whose
constant is k−3 , practically does not occur and that every single other step is
under quasi–equilibrium. Therefore the rate for BuOH formation is given by:

r = k+3 θEtho (4.6)

A site balance equation makes it possible to isolate θEtho such that Equation
4.6 is a function of exclusively the ethanol pressure, i.e., r = f (PEt). Supposing
that the dissociated ethanol and the ethoxide are the most-abundant surface
intermediates (MASIs), according to the DRIFTS results (Figure 4.11), the site
balance may be expressed as:

θEt + θEtho + θ∗ = 1 (4.7)

Manipulating Equations 4.4 and 4.5 and plugging them into 4.7:

θ∗P2
Et

K1
+

θ∗P2
Et

K1K2
+ θ∗ = 1 (4.8)

Solving Equation 4.8 for θ∗:

θ∗ =
1

P2
Et

K1
+

P2
Et

K1K2
+ 1

(4.9)

Solving the for θEtho and then finally inserting it into Equation 4.6 yields the
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rate expression:

r =
k+3 P2

Et
P2

Et(1 + K2) + K1K2
(4.10)

Equation 4.10 is clearly overparameterized and could be reduced to a two-
parameter, simpler form:

rBuOH =
P2

Et
αP2

Et + β
(4.11)

which is the final expression of the chosen model for BuOH, with α = (1+K2)

k+3
and β = K1K2

k+3
For BD the procedure is completely analogous, except for several thermo-

dynamic constant inserted to illustrate the intermediates up to the kinetically-
relevant step. The final expression is:

rBD =
P2

Et
γP2

Et + δ
(4.12)

with γ = K3K4K5K6(1+K2)

k+7
and δ = K1K2K3K4K5K6

k+7
, where every Ki represents the

equilibrium constant for step i.
The results of the experimental planning are summarized in Table 4.10.

Table 4.10: Bench-scale experimental results.

Experiment
number

Catalyst
mass / mg

Ethanol partial
pressure / kPa

Helium flow
rate / cm3.s-1

ra
BuOH

/ nmol.s-1.m-2
rb

BD
/ nmol.s-1.m-2

Ethanol
conversion / %

1 100 5 26.2 1.37 0.172 9
2 100 10 27.7 1.44 0.175 6
3 100 15 28.8 1.47 0.263 5
4 160 3 41.2 0.782 0.056 7
5 100 18 29.6 1.58 0.274 3
6 100 12.5 28.1 1.79 0.222 5
7 100 20 30 1.94 0.287 3

a: average rate of BuOH formation over three experiments.
b: average rate of BD formation over three experiments.

Experiments 1-3 are the ones referring to the initial set described in Figure
3.7. These results showed no appreciable (i.e., they were below the limit of
quantification of the gas chromatograph) formation of either 1-butanol or 1,3-
butadiene at temperatures below 673 K. Therefore, the only input variable that
was fed into the sequential planning algorithm was the ethanol pressure and
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all subsequent experiments were conducted at 673 K. Experiments 4-6 are the
ones planned computationally with the sequence presented in Figure 3.6. The
mesh was designed to go from 0.5 to 20% ethanol in 0.5% steps, in order to
be adequate to instrumental accuracy limitations. Experiment 7 was inserted to
check the quality of the model extrapolation capacity, that is, it was not used to
estimate the values of parameters α and β.

The parametric standard deviation was monitored after each experiment. The
results are shown in Figure 4.32. The arbitrary threshold to stop the procedure
was determined to be a standard deviation gain of 5% or less for the 1-butanol
parameters, which was achieved at the third planned experiment, sixth overall.

Figure 4.32: Behavior of parametric quality with new experiments. Lines are just a
guide for the eyes.

Figure 4.33 presents the experimental kinetic data regarding 1-butanol forma-
tion, while Figure 4.34 displays the same information for 1,3-butadiene. Tables
4.11 and 4.12 reveal the results of the quality assessments for both products.

The goodness of fit analyses reveal that the model is well adjusted to the
experimental data. The Fobj values for both species lie within the predicted χ2

at 95% confidence level. Correlation factors for the two products are above the
arbitrary 0.90 threshold, indicating satisfactory correlation between model and
experiment.

All estimated parameters displayed statistical significance, as they are dif-
ferent from zero within a 95% confidence level. On the other hand, the values
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of $ reveal high parametric correlation between α and β and between γ and δ.
Even though this is highly undesirable, as discussed in Subsection 3.6.2, further
inspection of α, β, γ and δ reveals the underlying reason for such result. It
is important to notice that all simplified parameters are linear combinations of
the several Ki and therefore should be similarly susceptible to the same fluctu-
ations. This explains the observed high parametric correlation. Unfortunately
this fact cannot be overcome due to the intrinsic formulation of the mathematical
rate expression (the LHHW approach), as commonly happens in kinetic models
WANG and IGLESIA (2017); YOUNG et al. (2016), that is, the parameters cannot
be uncoupled from one another.

Regarding the model prediction and extrapolability, the final experiment at
an ethanol partial pressure of 20 kPa, slightly above the upper 18 kPa used in the
model development, looked to be well adjusted by the model. This suggests that
the quality of model predictions is satisfactory, even for small extrapolations.

Previous works on BuOH production could successfully develop a rate ex-
pression based on experimental evidence. YOUNG et al. (2016) applied a LHHW
approach to AcH coupling to BuOH MgO, TiO2 and hydroxyapatites. Among
the several results, the authors found a reverse dependence of the kinetic rate
with the ethanol partial pressure, which implies that ethanol functions as a poi-
son for the AcH-fed system. Also, HO et al. (2016) suggested a novel approach
to ethanol coupling on hydroxyapatites, in which the authors suggested that
the initial dehydrogenation of ethanol to AcH is only a minor source of AcH;
rather, they proposed that a sequential MPV hydrogenation sacrificed ethanol
to yield more AcH, which in turn is its main source after the reaction starts up.
Nonetheless, both studies did not include any sort of computational methodol-
ogy to verify the occurrence of some of the reaction intermediates and instead
were both based on kinetic and spectroscopic results.

Overall, the models performed well when confronted with the several quality
tests, except for parametric correlation. Thus it seems that they are well suited
for use within an ethanol partial pressure range of 0–20 kPa at 673 K. Further-
more, the results highlight an adequate confluence of DFT-derived information,
spectroscopic data and bench-scale kinetic results as a way to derive a mathemat-
ical expression for the kinetic behavior of the system. Even with the simplifying
hypotheses, the model described the experimental results satisfactorily.

Table 4.11: Results of the parameter estimates after six experiments.

Parameter α β γ δ
Value 0.55±0.04 9.0±0.3 3.3±0.9 200±7
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Figure 4.33: 1-butanol experimental data (�) and model fit (—).

Figure 4.34: 1,3-butadiene experimental data (�) and model fit (—).
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Table 4.12: Results of the model quality analysis.

Product ρρρ Fobj χ2
minχ2
minχ2
min χ2

maxχ2
maxχ2
max $$$

1-butanol 0.96 8.78 0.831 12.833 0.98
1,3-butadiene 0.91 11.82 0.831 12.833 0.97
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Chapter 5

Conclusions

“So long, and thanks for all the fish!”
- Douglas Adams

The candidate catalysts could be properly prepared and displayed textural
and spectroscopic features according to what was desired. XRF, XRD, ethanol
microcalorimetry and N2 physisorption results revealed that they had respec-
tively crystalline phases, bulk chemical composition, heats of adsorption and
porosimetric information in agreement with previous works. The roles of the
supports as well as the Ru metallic phase could be explored via spectroscopic
and textural data along with bench-scale tests.

Ru was found to decrease the product distribution to products of higher
economic interest (BuOH, ethene, and BD) in all assessed systems, since the
addition of Ru significantly increased the formation of methane, as Ru com-
peted with other active sites for the adsorbed ethanol molecules. This behavior
was unreported regarding Ru on Mg-based oxides in previous works, which
mainly discussed the increased in the dehydrogenating activity after the inser-
tion of Ru. Under the assessed conditions, MgO and MgxAlOy displayed similar
product distributions towards oxygenated C4 products and BD, but MgO was
more selective towards the formation of AcH (thus being more promising for
the subsequent coupling reactions), whereas MgxAlOy favored the production
of ethene. MgxAlOy was significantly more active than MgO, with conversion
values statistically equal to the Ru-containing catalysts.

DRIFTS results pointed towards the abundance of ethoxide intermediates on
the surface, as discussed by previous works. Characteristic ethoxide bands were
observed in all tested systems, suggesting that it was an important surface in-
termediate on the catalysts. An inconspicuous band around 1600 cm-1 was also
detected but still remains incompletely identified. It was tentatively attributed
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either to BD strongly adsorbed to a particular line defect on the crystalline ar-
rangement or to the formation of a surface acetate (containing an oxygen atom
from the surface lattice) due to the reaction of two AcH species on a strong basic
site.

DFT simulations yielded rich information on the microscopic features of the
MgO system. Geometric characteristics of the surface revealed interatomic dis-
tances and bond angles comparable to previous literature. Charge density and
PDOS plots revealed that there is a clear distinction between monomeric and
dimeric adsorption of ethanol species, and also pointed towards the direction
that a kink step is required for the coupling reaction to proceed. Likewise, the
results reiterated that a pristine MgO(001) surface was chemically inert. Further-
more, DFT calculations were used to both assess the energetics of Guerbet and
Kagan reactions on MgO and to provide a novel route, coined here as β-route,
for the production of BuOH from ethanol. The β-route suggested that there is
an OMC-like intermediate, previously unexplored by the literature, in the route
to yield BuOH.

A procedure for the characterization of the proper behavior of experimen-
tal errors in kinetic experiments was developed and applied in the work. It
was once again show that the errors in conversion are heteroscedastic and that
the usual Gaussian approximation is inadequate, since it yields physically un-
feasible results. A sequential approach to experimental planning was used to
design the kinetic experiments for the development of a model for BuOH and
BD production from ethanol. Using DRIFTS and DFT information, a mathemat-
ical expression was developed and validated with bench-scale results, showing
that the model had an adequate correspondence to experimental data.

5.1 Suggestions for Upcoming Works

It would be interesting to prepare Ru-supported catalysts with lower Ru con-
tent in order to try to reduce the selectivity towards methane while keeping a
better activity when compared to the Ru-free oxides. Nevertheless, it could be
a challenge to properly characterize these materials, since the 1 wt.% threshold
already worked at the limits of detection and quantification of some of the an-
alytical instruments that were used. Similarly, the exploration of Mg-Al double
oxides with different Mg/Al molar ratios could yield promising results.

Another aspect to be improved regards the operando conduction of some
of the characterization techniques that were applied in this work, especially
DRIFTS, XPS and microcalorimetry. This could help further validate of some
of the hypothesis that were made using next-to reaction conditions.
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The β-route hypothesis should be further developed and validated against
experimental techniques to check its suitability. This probably calls for an ex-
tended study regarding kinetic model discrimination techniques, which may be
able to point in statistical terms which (if any) of the developed models can be
picked as the best one.

More DFT results (in spite of the circa 5000 calculations sent to the supercom-
puter in this work) could be sought to probe for more kinetic pathways. This
includes (but is not restrained to) Eley-Rideal mechanisms, microkinetic param-
eters, other reaction intermediates, different adsorption intermediates and their
changes in the electronic and geometric features of the surface.

5.2 A Proposed Approach for the Exploration of Ki-

netic Problems

This thesis is concluded with a suggestion of an algorithm-like procedure to
explore kinetic problems. Such approach is aimed at summarizing the chosen
strategy, in order to make it simple for forthcoming works to fathom the logic
of how catalysis and kinetics problems are attacked at this point in time. Figure
5.1 presents the scheme.

The first step in the algorithm is to pick a problem to explore. The fundamen-
tal objective is to select a system that presents a technological challenge, either
in terms of current knowledge or economic issues. Defining the problem means
conducting previous research on available catalysts, reaction conditions, equip-
ment setup, among other process variables. The next thing to do is to prepare
the actual materials. This may be done either by purchasing the catalysts or by
synthesizing them in the laboratory. In this work, all catalysts were prepared
in loco, but this may not be feasible in all experimental realities such that some
material might have to be ordered from expert businesses.

Subsequently it is highly advisable that the materials are tested under reac-
tion conditions prior to characterizing. This filters the amount of materials that
must undergo the several spectroscopic and textural assays, which saves both
time and material resources. After all, if a candidate catalyst does not display
activity compatible with the desired system, there is no reason to characterize
it for that particular problem. On the other hand, if the prepared catalyst is
known beforehand to be of interest and catalytically active for that reaction, the
characterization steps may be performed simultaneously to the screening ones.

In this work, DFT simulations were done prior to the proposition of a mathe-
matical model for kinetic rates. This means that the simplifying hypotheses had
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solid fundamental prerogatives, based overall upon reaction energetics. Some-
times this may not be possible, especially due to computational infrastructure
limitations, which may generate extra work to verify the assumed hypotheses.

Then the kinetic tests should finally be performed. But it is important to
highlight that this should be guided by carefully chosen experimental planning
techniques. As kinetic models are widely known to be nonlinear, it is funda-
mentally wrong to apply factorial plannings, and randomly chosen experiments
are by definition suboptimal. Therefore, it is highly recommended to use se-
quential planning techniques, with optimization criteria in consonance with the
study’s objectives. Similarly, parametric estimation routines should be properly
selected as a way to guarantee the proper representation of experimental errors
and adequate selection of the objective function.

If the estimated parameters yield a statistically sound model (that is, one that
passes rigorous statistical testing), the model may be considered satisfactory
to represent the collected data and the original problem is concluded, at least
for that particular experimental set. If, on the other hand, the model fails to
describe reality, it is necessary to take a step back and reconsider some of the
original hypotheses. Interestingly enough, such rethinking may cause changes in
several of the previous steps, ranging from characteristics of the original catalyst
(which in turn may cause changes to the synthesis procedure) all the way to
parametric estimation (for instance, choosing a different objective function or
optimization criterion). Kinetic problems are almost by definition iterative an
interactive, which implies that there must be direct and constant acting by the
experimenter in order to obtain fundamentally feasible models that can properly
represent experimental data.
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Define the problem

Synthesize the catalysts

Screen for the best materials

Characterize the best materials

Simulate the system

Develop a model

Conduct kinetic experiments

Estimate the parameters

Is the model
adequate?

END

Reconsider your hypotheses

Yes

No

Figure 5.1: Schematic for the suggested approach to kinetic problems.
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Appendix A

Antoine Constants and Thermal Bath
Temperatures

Let the Antoine equation be written in the form:

ln(pv) = A− B
C + T

(A.1)

where pv is the vapor pressure of ethanol, T is the water bath temperature in K
and A, B, and C are Antoine’s constants. Table A.1 lists the values of the vapor
pressures of ethanol used (already expressed as ethanol percentage in the inlet),
along with the temperatures and the values for the ethanol constants.

Table A.1: Data for Antoine equation.

A B / K-1 C / K pv / % T / K

18.9119 3803.98 -41.68

2 276.6
3 282.7
4 287.1
5 290.7
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Appendix B

Catalytic Results for the Screening
Experiments

Table B.1: Mean values (%) for product distributions and ethanol conversion for all
products and catalysts. All reactions were conducted at 673 K, 0.1 mL.min-1.mgcat

-1, 110
kPa total pressure, 5 kPa ethanol partial pressure, and 100 mg of catalyst bed.

Catalyst
SiO2 Ru/SiO2 MgO Ru/MgO MgxAlOy Ru/MgxAlOy

SMethane 2.3 91.7 8.7 66.6 7.9 37.2
SEthene 0 0.1 1.5 0.8 22.8 6.5
SEthane 0 0 0.04 0.03 0.5 0.2
SPropene 0 0 1.0 5.6 1.6 1.9
SPropane 0 0 0 0.6 0.3 0.5

SAcH 97.7 8.1 80.6 24.8 55.2 47.5
SBD 0 0 2.2 0.2 3.4 1.7
SDEE 0 0 3.1 0.7 2.6 0.9

SButyraldehyde 0 0 0.4 0.2 3.2 1.8
SCrotonaldehyde 0 0 2.2 0.3 0.3 0.8

SBuOH 0 0 0.3 0.2 2.2 1.0
Conversion 2.8 30.6 9.8 73.7 49.3 69.2
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Table B.2: Simplified data for product distributions and ethanol conversion (%) shown graphically in Figure 4.15.

Catalyst
SiO2 Ru/SiO2 MgO Ru/MgO MgxAlOy Ru/MgxAlOy

UL* LL** UL* LL** UL* LL** UL* LL** UL* LL** UL* LL**
SC1-C3 2.59 2.02 103.21 80.41 12.57 9.79 82.74 64.46 37.13 28.93 52.14 40.62
SAcH 114.68 80.70 9.52 6.70 94.57 66.55 29.12 20.49 64.81 45.60 55.71 39.20
SBD 0 0 0 0 2.38 1.95 0.23 0.19 3.73 3.06 1.83 1.50
SC4o 0 0 0 0 4.05 1.85 0.90 0.41 8.43 3.85 4.98 2.28

Conversion 3.93 1.63 39.72 19.99 15.43 4.23 84.12 55.82 66.05 25.40 80.56 51.39
*: 95% confidence upper limit.
**: 95% confidence lower limit.
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