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It ain’t what you don’t know that
gets you into trouble. It’s what

you know for sure that just ain’t
so.

Mark Twain
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Swells são ondas capazes de viajar por longas distâncias sem uma perda de ener-
gia significante. O decaimento de swell nos oceanos ainda não é completamente
compreendido e a maioria dos trabalhos recentes sobre o tema utiliza dados de sa-
télite e impõe um limite de distância mínimo para calcular o decaimento. Aqui,
eventos de chegada dispersiva registrados por duas boias direcionais fundeadas em
águas profundas na região sudoeste do Atlântico Sul – relativamente próximas da
área de geração dos swells – , distantes cerca de 915 km uma da outra, são analisados.
Técnicas de particionamento espectral são utilizadas para isolar as componentes de
swell. A posição e as demais características da tempestade são obtidas com base nas
informações dos campos de vorticidade relativa em 850 hPa. A taxa de variação de
energia é calculada utilizando duas formulações presentes na literatura. Além disso,
um método que leva em consideração as características da tempestade é proposto. A
comparação dos resultados obtidos mostra que o modelo que depende da frequência
e da distância melhor se adequa aos dados analisados. O método proposto produz
resultados equivalentes àqueles obtidos utilizando o método dependente da frequên-
cia e da distância para o evento cuja distância de referência é de cerca de 2400 km.
A taxa de decaimento média encontrado é de 1.4 × 10−6m−1, considerando distân-
cias de referência inferiores a 2500 km. Este resultado é uma ordem de grandeza
superior aos reportados na literatura considerando distâncias de referência maiores.
Assim, a taxa de decaimento de swells é maior em regiões mais próximas da área de
geração. Além disso, os resultados encontrados mostram que o decaimento do swell
não depende somente da distância mas também da frequência das ondas, de modo
que as características da tempestade também têm importância neste processo.
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Swells can propagate over large distances without significant energy loss. De-
spite several recently published papers about this subject, swell decay in the ocean
is not yet completely understood. Most published works employed satellite data
and imposed a threshold distance to compute the decay. Here, we analyse events of
dispersive arrivals recorded by two directional buoys moored in deep water 915 km
apart from each other in the southwest South Atlantic. The buoys are relatively
closer to the storm’s position, in respect with the recently published results that
impose a distance in general superior to three thousand kilometers. Spectral parti-
tioning techniques are employed to isolate the swell components. Hence, the storm’s
position is computed and also the storm features based on the characteristics of
the vorticity field at 850 hPa level. The rate of energy variation is calculated using
two distinct approaches presented in the literature for swell decay, one distance-
only and the other distance-frequency dependent. In addition, a method for swell
decay based on the storm features is proposed. The inter-evaluation of the results
shows that the distance-frequency dependent method best fits our data. The storm
features based method produced equivalent results to those obtained using distance-
frequency dependent relation for the event whose reference distance is about 2400
km. The average swell decay rate is 1.4 × 10−6m−1, within reference distances infe-
rior to 2500 km. That is one order of magnitude larger than the rate reported in the
literature, for greater reference distances. Therefore, the decay rate is stronger for
the waves closer to their generating storms. Furthermore, it is clear that the decay
is not only dependent on distance, but wave frequency as well. The storm features
may also play a role.
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Chapter 1

Introduction

Swells can propagate over thousands of kilometers with little attenuation, there-
fore with low energy dissipation. SNODGRASS et al. (1966) presented a pioneering
investigation that estimated the rate of swell dissipation based on in-situ measure-
ments from an array of sensors deployed along a great circle in the Pacific Ocean.
However, despite the importance for scientific, operational and recreational issues,
swell evolution is not completely understood, mainly because of the complexity to
track them over large distances with enough accuracy. This topic has received re-
newed attention, boosted by the broad coverage attained with sensors on-board
satellites (ARDHUIN et al., 2009; COLLARD et al., 2009; JIANG et al., 2016;
YOUNG et al., 2013).

Synthetic Aperture Radar (SAR) is so far the only spaceborne instrument that
can yield the 2D directional spectrum, despite some limitations in the high frequency
band caused by the orbital motions, the so-called azimuthal cut-off (HASSELMANN
et al., 2012). Furthermore, the retrieval of wave spectra from SAR images is a cum-
bersome operation, prone to inaccuracies (PORTILLA-YANDÚN et al., 2019). The
first wave scatterometer on-board a satellite, also capable to measure the directional
spectrum, has been recently launched and is expected to overcome the limitations
inherent to SAR measurements (HAUSER et al., 2017). Significant wave height
(SWH), on the other hand, measured from a myriad of altimeters with high accu-
racy, is available on several well-calibrated databases over the time span of around
three decades — such as RIBAL and YOUNG (2019). However, SWH is a sin-
gle spectral parameter that requires collocation with additional information when
employed to analyse swell evolution.

ARDHUIN et al. (2009) — using a technique described in COLLARD et al.
(2009) — employed 4 years of SAR Wave Mode data to analyse swell propagation
and decay using 22 carefully selected events. The case selection procedure considered
wind speed less than 9 m/s, swell heights larger than 0.5 m and also ignored data
within 4000 km of the originating storm. COLLARD et al. (2009) demonstrated that
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swell energy should be within 20% of the asymptotic values for distances αR larger
than 4000 km from the storm location (α is spherical distance and R is the Earth
radius). Semi-analytic functions were fitted using three models: a linear model,
in which the decay rate µ depends on distance only; and two non-linear models
that are dependent on the frequency and on the significant orbital velocity. Their
estimated linear decay rate was of the same order as reported by SNODGRASS
et al. (1966) — i.e. 10−7m−1.

BABANIN and HAUS (2009) reported a decay rate of monochromatic waves ge-
nerated in a wave tank proportional to a3, where a is the wave amplitude. The for-
mulation for swell decay proposed by BABANIN (2011) and BABANIN (2012) using
the same experimental data assumed a mechanism similar to the one proposed by
ARDHUIN et al. (2009), but with distinct theoretical suppositions. ARDHUIN et al.
(2009) related swell decay to atmospheric turbulence whereas BABANIN (2011) and
BABANIN (2012) considered turbulence on the water side. So, based on experimen-
tal results, BABANIN (2012) found attenuation rates 2.5 times on average larger
than those obtained using the linear model presented by ARDHUIN et al. (2009).

YOUNG et al. (2013) combined SWH altimeter data with spectral information
from a wave model reanalysis database. Descending passes coincident with great
circle paths covering 24 years were selected to track down swells in the Southern
Ocean. They considered specific propagation directions obtained from wave models
and with low altimeter wind speeds. A total of 212 cases were assumed as unimodal
systems to ensure that the altimeter SWH was in fact related to a single spectral
partition. Distance from the generation area was less restrictive, imposing 1400 km
as a threshold. Their results for swell decay are similar to the functional forms
proposed by both ARDHUIN et al. (2009) and BABANIN (2012), but, according
to JIANG et al. (2016), YOUNG et al. (2013) did not consider the attenuation
associated with spherical spreading and therefore their swell decay rate is an order
of magnitude higher.

JIANG et al. (2016), in a similar approach, used nearly 10 years of global alti-
meter measurements to track 202 swells events. SWH altimeter data were combined
with wave direction and peak period from a collocated wave model, assuming as well
unimodal or quasi-unimodal systems, in the sense that the totality of the altimeter
SWH energy was related to a single swell partition. Only the measurements more
than 4000 km from the generation area were retained for the analysis. The methods
and results obtained are similar to those presented by ARDHUIN et al. (2009).

Therefore, the use of satellite data to investigate swell evolution has limitations,
despite their high spatial and temporal coverage and large databases spanning many
years. The retrieval of wave spectra from SAR images is a cumbersome procedure,
specially for azimuth propagating waves. Additionally, the retrieval of waves pro-
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pagating in any direction but with low energy is less accurate — those cases were
excluded in ARDHUIN et al. (2009). Overall, SWH from SAR data is less accu-
rate than those estimated from altimeters, although the content of wave energy over
frequency is discernible, at least for low wavenumber, long swell waves. To get the
distribution of SWH from altimeters over spectral partitions, when necessary, is a
procedure liable to error and hence avoided in JIANG et al. (2016) and YOUNG
et al. (2013). However, the selection of assumed unimodal cases can mislead the
analysis of the transformation of directional wave energy over large distances.

Here, two directional buoys spaced 915 km apart in the Southwestern Atlantic
are employed to investigate swell propagation and decay in comparatively short dis-
tances — as compared with the mentioned previous works. With the exception of
the study carried out by SNODGRASS et al. (1966), which used in-situ measure-
ments as well, all previous works analysed swell energy attenuation in the far field,
with a stipulated minimum distance from the generating area. In the case of BABA-
NIN (2012), experimental data from a wave tank were used. In the present paper,
measurements significantly closer to the generating storm were retained. Spectral
partitioning techniques are employed on the typically observed multi-modal wave
spectra to track down swell propagating along the great circle formed by the buoys.
Our main purpose is to investigate swell attenuation between two directional buoys
during selected events. In all events, the downwave buoy is located less than 2500 km
away from the generation storms. The linear formulation, the nonlinear formulation
(BABANIN, 2012) and a here proposed storm feature dependent approach for swell
decay are evaluated using our data.

The remainder is organized as follows. Chapter 2 addresses the data used and
the methodology involved in analyzing swell data. In chapter 3 the results for swell
decay are presented and discussed. Conclusions follow in chapter 4.

3



Chapter 2

Methodology

2.1 Study area and directional buoys dataset

Two Axys-3M directional buoys both at a depth of around 200 m off the South-

Southeast Brazilian coast (PEREIRA et al., 2017) are employed in the analysis.

The southernmost (RG, see Figure 2.1) is 915 km away from the northernmost

one (SA), in a SW-NE orientation. Also shown in Figure 2.1 is the great circle

(yellow dotted line) passing between them, which is coincident with the main swell

propagation direction in the region (PIANCA et al., 2010; VIOLANTE-CARVALHO

et al., 2004). Because of operational issues, only about 16 months of simultaneously

available directional data are used — five months in 2012 and eleven months in 2014-

2015. Every hour, the buoys record heave-pitch-roll for 17 minutes with a sampling

rate of 1.28 Hz. More details about the buoys configuration and estimation of

parameters in PEREIRA et al. (2017). The directional wave spectra were obtained

using FFT with a Hanning window, 50% of overlap and 16 degrees of freedom. The

wave spectra have directional resolution of 6 ◦ (linearly spaced) and a logarithmically

spaced frequency vector with 61 bins, ranging from 0.0418 Hz to 0.2461 Hz. Here,

the factor 1.03 for the geometric progression was chosen in order to better distinguish

the correct frequency of each swell system.
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Figure 2.1: Study Area, the South-Southeast coast of Brazil, in the South Atlantic.
The dotted yellow line is the great circle passing between the directional buoys (red
triangles) moored off the coast of Rio Grande (RG) and Santos (SA) cities.

2.2 Spectral partitioning

A spectral partitioning technique allows the identification and separation of dif-

ferent wave systems that compose a spectrum. All partitions are described by a

reduced set of parameters, such as wave height, period and direction, as well as their

individual — separated — directional spectra S(f, θ), with θ as wave direction and

f as frequency. Based on the approach presented in GERLING (1992), HASSEL-

MANN et al. (1996) used the method to compare wave spectra retrieved from ERS-1

SAR Wave Mode data against the WAM wave model. VIOLANTE-CARVALHO
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et al. (2005) made some modifications to HASSELMANN et al. (1996)’s method to

tune it up for the particularities of the South Atlantic, characterized by multi-modal

wave spectra with most of the spectral energy contained in the low frequency band.

This is the spectral partitioning technique used in the present work.

2.3 Event selection criteria

For waves generated in a same storm, their frequency and direction measured

in the buoys are expected to vary slowly, as a result of wave dispersion and storm

evolution. Therefore, a given partitioned pair — frequency-direction — is sought in a

previous measurement, recursively, over the duration of a selected dispersive arrival.

The propagation direction is naturally restricted to the great circle passing between

the two buoys, with azimuth 207.5◦±30◦ (Figure 2.1). Moreover, as lower frequency

waves propagate faster than the longer frequency waves, frequency increases of at

most 0.02 Hz per hour are included in the selection procedure, although some slight

decrease of less than 0.0045 Hz are also acceptable because of instrumental accuracy

and resolution.

2.4 Swell source area

According to the Linear Theory, the dispersion relation in deep water reads

f 2 =
gk

(2π)2
, (2.1)

where f is linear frequency, k is wavenumber and g is the gravitational acceleration,

hence waves are dispersive in frequency. It is possible to rewrite equation 2.1 in

terms of group velocity Cg, distance d and time t.

Cg =
g

(4π)f
=

d

(t− t0)
. (2.2)

where t− t0 is the time interval taken by the wave group to travel the distance d.
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Based on the dispersive arrival, the distance traveled by the wave group is readily

obtained.

d =
g

4π df
dt

. (2.3)

Using concepts of spherical geometry, the coordinates of the storm generating

area is given by (HANSON and PHILLIPS, 2001)

Φ = sin−1(sinΦ0cosθd + cosΦ0sinθdcosθ)

φ = φ0 − sin−1

(
sinθdsinθ)

cosΦ

)
,

(2.4)

where Φ is latitude and φ is longitude of the (punctual) swell source area, Φ0

and φ0 are the latitude and longitude of the measurement, respectively; and θd

is the angular distance. The coordinates of the computed generating storm area

were compared with the wind and surface pressure fields of the Climate Forecast

System Reanalysis (CFSR) from the National Centers for Environmental Prediction

(NCEP). CFSR was also employed to estimate size and propagation speed of the

storms (see details about the model configuration in SAHA et al., 2010) — and

some validation exercises in CAMPOS and SOARES (2017); SHARP et al. (2015);

LINDSAY et al. (2014).

2.5 Swell decay rate

ARDHUIN et al. (2009) using SAR Wave Mode data presented a methodology

to compute swell attenuation and dissipation rates, proposing the following linear

model for the attenuation rate µa

µa =
−1

R(αi − α0)
ln

(
Es(αi)

Es(α0)

)
(2.5)
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where R is the Earth radius and α is the distance in radians — α0 is a reference dis-

tance — and Es is the swell energy. Furthermore, a linear model for the dissipation

rate µ is also presented (ARDHUIN et al., 2009), also function of distance only:

µ =
−1

R(αi − α0)
ln

(
Es(αi)αisin(αi)

Es(α0)α0sin(α0)

)
(2.6)

ARDHUIN et al. (2009) and BABANIN (2012) also proposed nonlinear models

for estimation of swell decay. Both models take into account wave period and have a

dissipation factor to fit their data, but their formulations are, however, theoretically

distincts. ARDHUIN et al. (2009)’s formulation is based on the wave coupling with

the turbulent atmospheric boundary layer. The one proposed by BABANIN (2012),

on the other hand, is based on the mechanism of turbulent flow on the water side.

The decay rate proposed in BABANIN (2012) is proportional to wavenumber k

and amplitude a, reading

da2(x)

dx
= −4

3
b1k2a3 (2.7)

where x is the distance from the storm center in meters and b1 is a swell attenuation

coefficient. In terms of swell significant wave height (Hss), the swell decay based on

BABANIN (2012)’s formulation µB can be obtained as

µB =
1 + 1

3
b1(Hss0k

2x)

x
(2.8)

where Hss0 is the swell height in a reference point.

Despite the fact that the storms responsible for generating the swell systems were

less than 4000 km away from the southernmost buoy (minimum distance analyzed

in ARDHUIN et al. (2009) and JIANG et al. (2016) works), the results will be
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compared against the linear model proposed in ARDHUIN et al. (2009) and the

nonlinear model by BABANIN (2012). The swell factor fe proposed in ARDHUIN

et al. (2009) can be estimated from b1 values (BABANIN, 2012)

b1 = 24fe
ρa
ρw

(2.9)

where ρa and ρw are the density of air and water, respectively. The fe values

computed using equation 2.9 will be used as reference.

2.5.1 Dependence of swell decay on the storm’s features

The intensity, size and average speed of extratropical cyclones are closely related

to the features of the waves generated by them. Despite their importance, the

determination of these properties is challenging owing to the non-existence of a sole

consensual methodology and, consequently, with discrepancies between reported

comparisons (NEU et al., 2013). Particularly challenging is the determination of its

size, since a vortex has no clear delimitation from the flow field itself and arbitrary

selection conditions are generally imposed. Here, we mainly follow the procedure

described in FLAOUNAS et al. (2014), applying the methodology to the wind field

estimated from the CFSR at 850 hPa level. As already mentioned, CFSR is the

reanalysis model from NCEP and has spatial resolution of about 38 km (T382) with

64 vertical levels. In addition to the wind field at 10 m, here the wind fields at 850

hPa and the pressure field reduced to mean sea level both projected on a regular

grid with spatial resolution of 0.50◦ are used.

The procedure for cyclone identification and characterization initially computes

the smoothed relative vorticity field at 850 hPa level applying a spatial filter to

remove noisy field gradients, in the form

Mvor =
1

(2X + 1)2
·

a+X∑
i=a−X

b+X∑
j=b−X

(Mvori,j) (2.10)

where X by X is the pixel window, Mvor is the relative vorticity matrix and (a, b)
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are the grid points. Imposing X = 4 means an area of approximately 500 km by

500 km, roughly the length scale of the expected cyclones. A threshold value of

−0.5 × 10−5s−1 (optimized after manual inspection) was applied to suppress small

vorticity features and enhance the more relevant ones. The closest maximum vorti-

city field indicated by the dispersive arrival method is considered as the storm area

and the storm position is subsequently determined every two hours over a period

of 12 hours, 8 hours preceding and 4 hours following the time t0 indicated by the

dispersive arrival fit using the Linear Theory. It is then employed to determine the

cyclone average speed (computed from the distance of the centers for consecutive

time steps) and average properties.

The local maximum of the vorticity field determines its geographical coordinate

and naturally its maximum vorticity at 850 hPa, alongside with the maximum wind

speed at the level of 850 hPa. The cyclone radius is estimated considering a circle

centered in the geographical coordinate imposing that the average vorticity within

its radius is 1/3 of the maximum vorticity. Several properties are quantified, such

as the maximum and mean wind speed at 850 hPa (m/s), maximum and mean

vorticity at 850 hPa (1/s), geographical position and the average propagation speed

of the cyclone (V, in m/s). Hence, seeking for relationships between the rate of

swell attenuation within relatively short distances from the storm area and the

storm features (SF), the follow adimensional formulation is proposed for the swell

attenuation coefficient b1, used in equation 2.11

b1SF =
V x

dfD2
(2.11)

where V is the estimated propagation speed of the extratropical cyclone (m/s), df is

the spectral bandwidth (Hz) of the wave records — calculated in terms of the 3 dB

point (half-power) — D is the estimated storm diameter (m) and x is the distance

(m) from the downwave buoy to the storm’s center. Therefore, Hss in a specific
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point can be computed as

Hss =
Hss0

1 + (b1SFHss0k2x)
(2.12)

2.5.2 Selection of Hss pairs

The cross-assignment of spectral parameters measured by both buoys is critical

to compute the attenuation and dissipation rates. The selection was performed

assuming the following criteria:

• Three-point moving average for the parameters time series of the spectral par-

titions: significant wave height of the swell partition (Hss), and correspondent

frequency and direction for both buoys;

• Cross-assign the RG buoy points in frequency to their SA buoy counterpart;

• For a given selected frequency in the previous item, choose the closest in time

to reach the northernmost buoy following the propagation time given by the

Linear Theory.

The output of the procedure are correlated Hss, frequency and direction for each

moment during the dispersive arrival event, according to the dispersion in frequency

experienced by the waves between the buoys. Therefore, swell decay rate can be

finally computed.
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Chapter 3

Results and Discussions

3.1 Dispersive arrival and storm’s position

Five events of dispersive arrival were selected out of the 16 months considered —

more details about the characteristics of all events are listed in appendix A. Figure

3.1 shows one of the selected cases of spectral evolution in buoy RG (top panel)

and buoy SA buoy (bottom panel) during a dispersive arrival. The swell system is

concentrated in a narrow spectral band with the gradual energy migration towards

higher frequencies clearly discernible — highlighted in Figure 3.1. The extracted

parameters of this event are also presented in Figure 3.2 (buoy RG) and Figure 3.3

(buoy SA). The features of a dispersive arrival are depicted by the time evolution of

swell frequency towards higher frequencies, clearly observed in both buoys — upper

panels. Also evident is the energy evolution described as Hss, increasing up to the

storm peak energy followed by a decrease — middle panels. It is observed as well the

decrease of energy from buoy RG to buoy SA, as the waves propagate northwards.

The direction associated with the peak frequency is relatively constant, as shown in

the bottom panels.
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Figure 3.1: Evolution of the spectral energy over time during the dispersive arrival
event recorded by buoy RG (top panel) and buoy SA (bottom panel) in April 2015.
The red box highlights the selected event.

Figure 3.2: Parameters of the dispersive arrival recorded by buoy RG in April 2015,
from top to bottom respectively frequency, Hss and direction.
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Figure 3.3: Parameters of the dispersive arrival recorded by buoy SA in April 2015,
from top to bottom respectively frequency, Hss and direction.

To properly estimate the rate of swell decay, the storm source needs to be located

in space and time. Equations 2.2 and 2.3 are employed to track the dispersive waves

back to their origin fitting the curves in Figures 3.2 and 3.3. Table 3.1 lists the main

computed parameters of the storm center for this event, considering both buoys.

The CFSR wind field at 10 m height on the storm estimated date and location is

shown in figure 3.4. There is a clear intensification of the wind field near the region

pointed out as the swell source. It is also possible to observe the storm’s fetch,

generating waves that propagate towards both buoys following a path parallel to

the trajectory of the great circle. The relative vorticity field estimated using the

wind field at 850 hPa presented on figure 3.5 clearly corroborate the estimation of

the storm area - the black circle points out the estimated storm radius for April

01, 2015 at 21:00 UTC. Out of the five selected events, this is the one in which the

swells were generated the farthest from the buoys.
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Table 3.1: Dispersive arrival recorded in April 2015. Distance, date and position of
the storm estimated using the data fitting procedure, for both buoys RG and SA.

Buoy RG Buoy SA
Distance from storm 2395 km 3332 km
Date of the storm 04/01/2015 21 UTC 04/01/2015 23 UTC
Storm’s position -52.78◦S / -60.37◦W -49.63◦S / -67.89◦W

Figure 3.4: Wind field from CFSR on April 1, 2015 at 21:00 UTC (top panel) and
23:00 UTC (bottom panel). The wind speed is represented by the colorbar and
direction by arrows. The white line depicts the great circle that passes at the buoys
positions. The pink triangle indicates the position of buoy RG and the pink x
indicates the average swell source region obtained by dispersive arrival fitting from
RG and SA buoys. 15



Figure 3.5: Vorticity field estimated using the wind field at 850 hPa from CFSR on
April 1, 2015 at 21:00 UTC. The relative vorticity is represented by the colorbar.
The green line depicts the great circle that passes at the buoys positions. The pink
triangle indicates the position of buoy RG and the black circle indicates the average
storm radius estimated using the local maximum of the vorticity field.

3.2 Swell Decay Rate

Table 3.2 shows, for the five selected cases, the computed distances from the

buoy RG to the generating storm — hereafter designated as reference distance in

the estimations of swell decay — and also the main storm features estimated using

the vorticity field at 850 hPa: the storm propagation speed and its diameter. The

storm’s position of all selected cases is less than 2500 km from buoy RG, with most

lying well below the threshold distance assumed in previous works (ARDHUIN et al.,

2009; COLLARD et al., 2009; JIANG et al., 2016).
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Table 3.2: Reference distances — distance between the estimated storm’s position
and downwave buoy RG — employed in the computation of swell decay. Also shown
the estimated propagation speed and the diameter of the storm estimated using the
vorticity field at 850 hPa.

Event Reference distance Storm speed Storm diameter

April 2015 2395 km 23.8 m/s 524 km

June 2014 325 km 11.4 m/s 556 km

June 2012 409 km 19.0 m/s 546 km

May 2012 664 km 20.0 m/s 546 km

March 2012 2007 km 7.6 m/s 556 km

The Hss measured at buoy SA and estimated using the BABANIN (2012) model

(top panel) and the linear model (bottom panel) are shown in Figure 3.6. The swell

attenuation coefficient b1 from equation 2.8 was adjusted for each of the five selected

events and the values are presented in table 3.3. With the formulation presented

in BABANIN (2012), the computed root mean square error is 0.29 m, with scatter

index of 20% and bias of 0.009 m for all 77 measurements. The performance of the

linear attenuation model presented in ARDHUIN et al. (2009) is not as good — root

mean square error is 0.48 m, with scatter index of 33% and bias of 0.23 m.

For the BABANIN (2012) model, as shown in table 3.3, the smaller scatter index

(8%) was computed in the event of June 2014, the one with the smallest reference

distance. The worst scatter indexes (21%) are in the event June 2012, with reference

distance around 400 km, and May 2012, with reference distance of 660 km. The

values of b1, with exception of the event April 2015 that is similar to the one reported

in YOUNG et al. (2013), are one or two orders lower than the values suggested by

BABANIN (2012). Although the values of b1 reported by JIANG et al. (2016)

are also lower, ranging from −4.0 × 10−4 to 8.0 × 10−4, the events June 2012 and

March 2012 have b1 values even lower. Based on equation 2.9, fe values for each

event are also shown in table 3.3.
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Figure 3.6: Top panel shows the Hss recorded at buoy SA (triangles) and Hss

estimated using the BABANIN (2012) formulation (dots) whereas bottom panel
shows the Hss recorded in buoy SA (triangles) and Hss estimated using the linear
attenuation model presented by ARDHUIN et al. (2009) (dots), both for a total of
77 points. The colorbar indicates the reference distance — distance between buoy
RG and the storm’s estimated position.
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Table 3.3: Values of the swell coefficient from the BABANIN (2012) model (b1),
decay rate (µB) and the swell factor from the ARDHUIN et al. (2009) nonlinear
model (fe) computed for each swell event. The standard deviation (STD) and scatter
index (SI) for µB are also shown.

Event b1 µB (m−1) STD (m−1) SI (%) fe

April 2015 1.5 × 10−3 2.1 × 10−6 3.7 × 10−7 17 4.9 × 10−2

June 2014 −4.4 × 10−4 7.0 × 10−7 1.9 × 10−8 8 1.5 × 10−2

June 2012 7.9 × 10−5 1.2 × 10−6 3.3 × 10−8 21 2.6 × 10−3

May 2012 2.5 × 10−4 1.3 × 10−6 8.1 × 10−9 21 8.2 × 10−3

March 2012 5.3 × 10−5 1.3 × 10−6 2.4 × 10−8 12 1.8 × 10−3

The decay rates µB computed in four out of the five events are one order higher

than the value of 2.0 × 10−7 reported by SNODGRASS et al. (1966), ARDHUIN

et al. (2009) — which ranges from −0.6 × 10−7 m−1 to 3.7 × 10−7 m−1 — and

JIANG et al. (2016), that found decay rates ranging from −1.9 × 10−7 m−1 to

4.6 × 10−7 m−1. For the data presented here, the mean µB is 1.4 × 10−6 m−1 and

the median is 1.2 × 10−6 m−1. Therefore, the decay rates in relatively short reference

distances are higher.

The top panel of figure 3.7 shows the swell height estimations for event April

2015 using the formulation from BABANIN (2012) – equation 2.8, the linear model

(equation 2.5) and the method based on the storm features (SF method — equation

2.12). For this event, the results of the proposed SF method are nearly identical

to BABANIN (2012) and both give better results than the linear model. On the

other hand, for the events in which the swell source area is located closest to the

buoys, the results of the SF method are not accurate, as can be seen in the bottom

panel of figure 3.7. Despite this, there is a high correlation of 88% between the data

measured by buoy SA and the results obtained using SF method considering all the

events together (77 points). The mean decay rate µSF is 1.9 × 10−6 m−1.
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Figure 3.7: Comparison between swell height estimated using the linear model (black
circles), the BABANIN (2012) method (blue circles) and the method based on storm
features (pink stars) for the event April 2015 (top panel) and the other four events
(bottom panel). The red triangles represent the data recorded at buoy SA.

Figure 3.8 shows the ratio between HssSF and HssB. Corroborating the infor-

mation presented in figure 3.7, the first panel shows that this relation is equal to

1 for the event April 2015. The event June 2014 shows the smallest relationship

between HssSF and HssB (0.24), while the other three events exhibits similar rela-

tions, with mean ratio equals to 0.71. With the exception of the event April 2015,

where the results for HssSF and HssB are equivalent, the proposed SF method un-

derestimates the adjusted values. This fact may indicate that the presented storm

features based method shows satisfactory results for swell events generated around

2500 km distant, while for closest ones is necessary more data to fit an adjustment

factor in order to get better results for swell decay when applying equation 2.12.
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Figure 3.8: Ratio between HssSF , calculated using the storm feature approach,
and HssB, estimated using equation 2.7 for each of the five events analyzed. The
one-to-one ratio is represented by the dashed line in all subplots.

Considering one swell coefficient b1 computed for each event, Figure 3.9 shows

the decay rates µB. Similar reference distances have different decay rates. Hence,

it is clear that the swell decay rate µB depends on the reference distance and also

on frequency. This is more evident when analysing the event April 2015 — the one

more further away from the storm and also the event where the b1SF fits better. This

event shows significant variation in frequency. Despite the fact that the reference

distance remains naturally the same, there is a considerable variation in the decay

rate values. On the other hand, for smaller reference distances, different decay rates

are also clear.
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Figure 3.9: Swell decay rate estimated using the model proposed by BABANIN
(2012) versus wave frequency. The colourbar indicates the reference distance.

Our results show that, compared to the mentioned previous works (ARDHUIN

et al., 2009; BABANIN, 2012; COLLARD et al., 2009; JIANG et al., 2016), the

swell decay rate is greater in our measurements — that are relatively closer to the

generating storms. Furthermore, although the mean ratio HssB/HssA is 0.84, it

is not constant. This ratio shows a clear dependence on the swell decay rate µB

(figure 3.10) and the pattern of the relationship between HssSF and HssA suggests

a dependence of the swell decay also on the storm features. The Pearson Correlation

between the ratioHssB/HssA and µB is equal to−0.895, showing a pattern opposite

to the reported in BABANIN (2012). Despite the high linear correlation, here the

ratio decreases as a function of µB. This may be due to the fact that, in the present

study, all events analyzed are closer to the source area than those addressed in

the literature. More than that, the observed decay rate here are higher than those

presented in other works. It is important to highlight that further investigations are
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needed to confirm it. Despite this, as shown by BABANIN (2012), there is a clear

underestimation pattern of HssB (and also HssSF ) when compared to HssA that

depends on swell decay rate.

Figure 3.10: Blue asterisks represent the ratio between HssB (swell height estimated
using the model presented in equation 2.7 for buoy SA) and HssA (swell height esti-
mated using ARDHUIN et al. (2009)’s linear model), while pink asterisks represent
the ratio between HssSF (swell height estimated using the storm feature approach
proposed in equation 2.12 for buoy SA) and HssA. The computed dissipation co-
efficient µB µSF are also shown. The one-to-one ratio is represented by the dashed
line.
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Chapter 4

Conclusions

The few works that were published in the last decades about swell decay in the

ocean were based on satellite data. One, if not the only exception so far, is the

classical work by SNODGRASS et al. (1966) that employed an array of in-situ non-

directional wave gauges along a great circle, a cumbersome operation. Undoubtedly,

instruments carried on satellites, with the necessary large spatial and temporal cove-

rage, are well suited to investigate the small attenuation of swell energy experienced

over thousands of kilometers. The only two satellite instruments able to measure

wind waves are the Synthetic Aperture Radar (SAR) and the altimeter — the first

Spaceborne Wave Scatterometer has been recently launched and its full capability

is yet to be demonstrated.

The considered reference papers about swell decay using remote sensing data

(ARDHUIN et al., 2009; COLLARD et al., 2009; JIANG et al., 2016; YOUNG

et al., 2013) have employed either SAR or altimeter data, although these instru-

ments have some drawbacks when used to investigate swell decay. The 2D wave

directional spectra can be retrieved from SAR images, therefore totally characteri-

zing a sea state. SAR wave spectra have some limitations in the high frequency band

while the longer swell waves are better estimated. However, the retrieval of wave

spectra from SAR images is a complicated non-linear process prone to inaccuracies,

specially in terms of energy content. Significant wave height from altimeters has

been demonstrated to be a valuable information, on the other hand. But energy is a
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limited piece of information when considering swell decay, and additional data, in ge-

neral from numerical models, need to be collocated in space and time by presuming

several assumptions, which can complicate the procedure.

BABANIN and HAUS (2009), BABANIN (2011) and BABANIN (2012), on the

other hand, analysed swell decay using wave tank data and numerical simulations.

BABANIN and HAUS (2009) have shown that the decay rate of monochromatic

waves generated in tanks is proportional to a3. Using the same monochromatic-

wave experiment, the formulation proposed by BABANIN (2012) is similar to the

one presented in ARDHUIN et al. (2009). As the laboratory experiment does not

impose a distance threshold from the swell source area, this method is tested in the

present work using in situ data.

Here, two directional buoys moored 915 km away are employed to investigate

swell decay along their great circle. Unlike previous works focused on measurements

obtained thousands of kilometers away from the generating storm, five selected cases

relatively closer are analysed — all with distances less than 2500 km between the

storm and the downwave buoy. Two formulations presented in the literature for

swell decay are evaluated. One is a distance-only dependent relation, based on a

collection of SAR data (ARDHUIN et al., 2009), and the other one is a distance-

frequency dependent relation estimated using data from a wave tank (BABANIN,

2012). In addition, a proposed method for swell decay based on the characteristics

of the storm is presented and these results were also evaluated.

The distance-frequency dependent relation by BABANIN (2012) is better suited

to our data, when the proposed tuning coefficient is corrected to the oceanic con-

ditions. The values of b1 here discussed are two orders of magnitude smaller than

those proposed in BABANIN (2012), using wave tank data. Moreover, the swell

decay in relatively short distances obtained using the frequency-distance dependent

model is one order of magnitude lower than the values reported in ARDHUIN et al.

(2009) and JIANG et al. (2016), which imposed as a selection criterion distances

larger than the ones here described. BABANIN (2012), in his experiment in a wave
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tank, also found decay rates one order lower than the ones here reported. The mean

decay rate µB found here is 1.4 × 10−6m−1 and based on our data, it is indirect in-

ferred from BABANIN (2012) approach that the swell decay is not only dependent

on distance but also on wave frequency.

The proposed method dependent on storm features produced equivalent results

to those obtained using distance-frequency dependent relation by BABANIN (2012)

for the event whose reference distance is about 2400 km, while a great underesti-

mation was obtained for the event closest to the swell source. When an adjustment

factor is added to equation 2.11 (not shown), the SF method is capable of represen-

ting more accurately the events which the swell source are closer. This may indicate

that the storm feature based method (without any adjustment factor) can perform

well to calculate swell decay in events in which the reference distance is of around

2500 km, while for closest ones an adjustment factor is necessary for equation 2.11.

In that sense, some formulations to compute swell decay have been proposed at the

moment in the literature, therefore the results here reported are relevant to incre-

ase the knowledge about swell propagation and also for wave numerical modeling

progress.
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Appendix A

Swell arrival events

A.1 June 2014 event

Figure A.1 shows spectograms for the dispersive arrival event on June 2014.

In both spectograms is possible to see that swell energy here is concentrated in

higher frequencies if compared with the event occurred on April 2015 (see section

3.1), which indicates this swell system was generated in a closer region. Here swell

system seems to dominate all wave spectrum and the migration of swell energy

towards slightly higher frequencies over time is not so clear on the spectograms.

Figure A.1: Evolution of the non-directional spectra over time during the dispersive
arrival event recorded at buoy RG (top panel) and buoy SA (bottom panel) on June
2014. The red box highlights the evolution of swell field on the spectra over time.
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Figures A.2 and A.3 show the dispersive pattern of swell system recorded at

buoy RG and buoy SA, respectively. Despite the small amount of data, the trend

of increasing the frequency of the swell over time is now clear.

Figure A.2: Dispersive arrival event recorded at buoy RG on June 2014.
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Figure A.3: Dispersive arrival event recorded at buoy SA on June 2014.

The distance from the swell source and the moment when the storm occurred

are shown on table A.1. This storm happened in an area very close to RG buoy -

the wind field from CFSR can be see in figure A.4. This fact must be taken into

account when analyzing the results of swell attenuation, since a storm very close

to the buoy’s location can still influence the swell energy recorded on the buoys’.

The relative vorticity field for June 8, 2014 at 13:00 UTC is shown in figure A.5,

corroborating the position of the storm.

Table A.1: Dispersive arrival recorded on June 2014. Distance, date and position of
the storm estimated using the data fitting procedure, for both buoys RG and SA.

Buoy RG Buoy SA
Distance from storm 325 km 1450 km
Date of the storm 06/08/2014 18 UTC 06/08/2014 13 UTC
Storm’s position -36.89◦S / -52.37◦W -35.27◦S / -51.25◦W
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Figure A.4: Wind field from CFSR referring to June 8, 2014 at 13 (top panel) and 18
(bottom panel) utc. The wind speed is represented by the colours while the direction
is represented by the arrows. The white line shows the trajectory of the great circle
that passes through the buoys RG and SA. The pink triangle indicates the buoy
RG position and the pink x indicates the average swell source region obtained by
dispersive arrival curves from RG and SA buoys.
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Figure A.5: Vorticity field estimated using wind field at 850 hPa from CFSR on
June 8, 2014 at 13:00 UTC. The relative vorticity is represented by the colorbar.
The green line depicts the great circle that passes at the buoys positions. The pink
triangle indicates the position of buoy RG and the black circle indicates the average
storm radius estimated using the local maximum of the vorticity field.

A.2 June 2012 event

Figure A.6 shows spectograms for the dispersive arrival event recorded on June

2012. Contrary to expectations, it can be seen an increase in swell energy in some

frequencies on buoy SA records compared to the buoy RG data. This can better

be noted in figures A.7 and A.8, where the higher Hss value at buoy RG is around

3 m and the higher Hss at buoy SA is around 3.5 m. Although not expected,

under natural conditions the swell growth (“negative attenuation”) can occur due to

interactions with local winds or local waves during its propagation (BABANIN and

JIANG, 2017).
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Figure A.6: Evolution of the non-directional spectra over time during the dispersive
arrival event recorded at buoy RG (top panel) and buoy SA (bottom panel) on June
2012. The red box highlights the evolution of swell field on the spectra over time.

Figure A.7: Dispersive arrival event recorded at buoy RG on June 2012.
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Figure A.8: Dispersive arrival event recorded at buoy SA on June 2012.

Despite the unexpected increase in Hss values in certain frequencies between the

buoy RG and buoy SA, from the information presented on figures A.7 and A.8, it

is possible to verify the small difference between swell direction values recorded by

the two buoys. So, together with the frequency data, the direction information can

corroborate the hypothesis that the records from both buoys refer to swells generated

by the same storm.

The distance from the swell source and the moment when the storm occurred

are shown on table A.2. Here, the storm possibly responsible to the generation of

the waves recorded on this dispersive arrival event is located in an area very close to

RG buoy (figure A.9). This information is confirmed by figure A.10, which displays

the relative vorticity field. The group velocity (Cg) of the faster swell component

(lower frequency) is about 12 m/s, while the mean speed of the storm is around 19

m/s. This indicates that the storm and the waves were propagating at close speeds,

which can cause feedback in terms of energy of certain wave frequencies after their

generation. As already mentioned, ocean swells have the potential to reconnect with
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the winds while propagating (BABANIN and JIANG, 2017).

Figure A.9 presentes the wind field from CFSR on June 3, 2012 at 8 (left) and

17 (right) UTC while figure A.10 shows the relative vorticity field at 850 hPa for

June 3, 2012 at 08:00 UTC. From both figures, it is possible to note the presence

of a huge cyclone. The wind speed at 10 m height reaches up to 22 m/s on a fetch

aligned with the great circle path relatively near to buoy RG (pink triangle).

Table A.2: Dispersive arrival recorded on June 2012. Distance, date and position of
the storm estimated using the data fitting procedure, for both buoys RG and SA.

Buoy RG Buoy SA
Distance from storm 409 km 1495 km
Date of the storm 06/03/2012 17 UTC 06/03/2012 08 UTC
Storm’s position -35.82◦S / -51.93◦W -36.44◦S / -54.09◦W
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Figure A.9: Wind field from CFSR referring to June 3, 2012 at 8 (left panel) and 17
(right panel) UTC. The wind speed is represented by the colours while the direction
is represented by the arrows. The white line shows the trajectory of the great circle
that passes through the buoys RG and SA. The pink triangle indicates the buoy
RG position and the pink x indicates the average swell source region obtained by
dispersive arrival curves from RG and SA buoys.

38



Figure A.10: Vorticity field estimated using wind field at 850 hPa from CFSR on
June 3, 2012 at 08:00 UTC. The relative vorticity is represented by the colorbar.
The green line depicts the great circle that passes at the buoys positions. The pink
triangle indicates the position of buoy RG and the black circle indicates the average
storm radius estimated using the local maximum of the vorticity field.

A.3 May 2012 event

Figure A.11 shows spectograms for the dispersive arrival event recorded on May

2012. Although the identification of the swell’s dispersive arrival is not very clear

in the buoy RG data because of the great amount of energy in high frequencies, the

bottom panel clearly shows the dispersive arrival recorded on buoy RG.
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Figure A.11: Evolution of the non-directional spectra over time during the dispersive
arrival event recorded at buoy RG (top panel) and buoy SA (bottom panel) on May
2012. The red box highlights the evolution of swell field on the spectra over time.

Figures A.12 and A.13 show the swell arrival recorded by RG and SA buoys,

respectively. There is an explicit downward trend in Hss values between buoy RG

and buoy SA sites. Besides that, it is possible to see that swell attenuation is

greater in higher frequencies than in lower frequencies. It strongly suggests that

swell attenuation have some relation with the swell frequency.

Figure A.12: Dispersive arrival event recorded at buoy RG on May 2012.
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Figure A.13: Dispersive arrival event recorded at buoy SA on May 2012.

The distance from the swell source and the moment when the storm occurred

as calculated from the fitted curves are shown on table A.3. Figure A.14 and A.15

illustrate the proximity of the storm with the buoy RG. Although the cyclogenesis

area is relatively close to buoy RG, the cyclone has average dimensions of the order of

546 km and mean speed of around 20 m/s. The atmospheric characteristics could be

a reason to explain the fact that there is no clear energy input after swell generation,

even with the proximity to the buoy site.

Table A.3: Dispersive arrival recorded on May 2012. Distance, date and position of
the storm estimated using the data fitting procedure, for both buoys RG and SA.

Buoy RG Buoy SA
Distance from storm 664 km 1331 km
Date of the storm 05/10/2012 19 UTC 05/10/2012 21 UTC
Storm’s position -57.84◦S / -47.35◦W -52.52◦S / -47.04◦W
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Figure A.14: Wind field from CFSR referring to May 10, 2012 at 19 (top panel)
and 21 (bottom panel) utc. The wind speed is represented by the colours while
the direction is represented by the arrows. The white line shows the trajectory
of the great circle that passes through the buoys RG and SA. The pink triangle
indicates the buoy RG position and the pink x indicates the average swell source
region obtained by dispersive arrival curves from RG and SA buoys.
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Figure A.15: Vorticity field estimated using wind field at 850 hPa from CFSR on
May 10, 2012 at 19:00 UTC. The relative vorticity is represented by the colorbar.
The green line depicts the great circle that passes at the buoys positions. The pink
triangle indicates the position of buoy RG and the black circle indicates the average
storm radius estimated using the local maximum of the vorticity field.

A.4 March 2012 event

Figure A.16 shows spectograms for the dispersive arrival event on March 2012.

On both buoys, the swell energy dominates the sea state and the event is clearly

identified.

Figure A.16: Evolution of the non-directional spectra over time during the dispersive
arrival event recorded at buoy RG (top panel) and buoy SA (bottom panel) on March
2012. The red box highlights the evolution of swell field on the spectra over time.
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Figures A.17 and figure A.18 show an obvious trend for Hss to decrease over

time in each site. This decrease is also noted when buoy RG data is compared to

buoy SA data, which indicates there is a swell energy attenuation between buoy RG

and buoy SA. As this is a more distant generated swell arrival event (as presented

on table A.4), the attenuation behavior of the swell energy as the waves propagate

over greater distances is more clearly observed.

Figure A.17: Dispersive arrival event recorded at buoy RG on March 2012.

Figure A.18: Dispersive arrival event recorded at buoy SA on March 2012.

As shown on table A.4, the storm possible responsible for the swell generation is
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located at least 2000 km far from buoy RG site. Figure A.19 shows cyclogenesis area

on CFSR wind field at the times indicated by the fitting of dispersive arrivals (figures

A.17 and A.18) as the moment of swell generation. Figure A.20 displays the relative

vorticity field for March 26, 2012 at 13:00 UTC. From both, the wind pattern at 10

m height and the vorticity field, there is a clear indication of a huge cyclone (mean

size of the order of 556 km) over the oceanic region offshore from South America.

This cyclone seems to move at low speed (around 7.6 m/s) and after some time it

moves towards the middle of the South Atlantic Ocean (not shown), not transferring

more energy to swells after they leave the generation area.

Table A.4: Dispersive arrival recorded on March 2012. Distance, date and position
of the storm estimated using the data fitting procedure, for both buoys RG and SA.

Buoy RG Buoy SA
Distance from storm 2007 km 2769 km
Date of the storm 03/26/2012 15 UTC 03/26/2012 13 UTC
Storm’s position -50.17◦S / -55.71◦W -49.92◦S / -50.92◦W
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Figure A.19: Wind field from CFSR referring to March 26, 2012 at 13 (top panel)
and 15 (bottom panel) utc. The wind speed is represented by the colours while
the direction is represented by the arrows. The white line shows the trajectory
of the great circle that passes through the buoys RG and SA. The pink triangle
indicates the buoy RG position and the pink x indicates the average swell source
region obtained by dispersive arrival curves from RG and SA buoys.
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Figure A.20: Vorticity field estimated using wind field at 850 hPa from CFSR on
March 26, 2012 at 13:00 UTC. The relative vorticity is represented by the colorbar.
The green line depicts the great circle that passes at the buoys positions. The pink
triangle indicates the position of buoy RG and the black circle indicates the average
storm radius estimated using the local maximum of the vorticity field.
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