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APLICAÇÃO DO MÉTODO DA EXPANSÃO MODAL NA PREDIÇÃO DE
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Estruturas e equipamentos sujeitos a carregamento dinâmico estão sujeitos a
uma vida útil reduzida devido a níveis excessivos de vibração, que podem levar à
falha por fadiga de seus componentes. O monitoramento contínuo desses sistemas
pode ser uma tarefa complicada e cara, devido à complexidade e pouca ou nenhuma
acessibilidade a alguns locais, o que dificulta a avaliação da integridade estrutural.
Uma maneira de lidar com esse problema é usar o modelo de elementos finitos, a
análise modal e o método de expansão modal para prever respostas dinâmicas em
locais que não foram medidos. Neste trabalho, três estudos de caso são analisados.
Os dois primeiros estudos de caso são desenvolvidos usando uma viga retangular de
alumínio, cada um com sua respectiva condição de contorno e o terceiro estudo de
caso foi de um sistema real da indústria. A matriz modal experimental foi obtida
através de análise modal e um processo de redução mista usando a técnica de Guyan
e do método System Equivalent Reduction Expansion Process (SEREP) foi utilizada
para reduzir o modelo de Elementos Finitos para cada caso estudado, garantindo
assim a compatibilidade entre os graus de liberdade numéricos e experimentais. A
suavização do modelo foi realizada usando a correspondência local para modos e co-
ordenadas, uma extensão do método LC. Finalmente, usando o método de expansão
modal, o modelo modal suavizado foi usado para predizer respostas dinâmicas. Os
resultados mostraram alta precisão entre os sinais de aceleração medidos e previstos
para todos os três casos apresentados
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Structures and equipment subject to dynamic loading are prone to a shortened
life span due to excessive vibration levels, which can lead to fatigue failure of its
components. Continuous monitoring of those systems can be a complicated and ex-
pensive task, due to the complexity and little or no accessibility to some locations,
which makes it difficult to assess the structural integrity. One way to deal with
this issue is to use finite element model, output-only modal analysis and the modal
expansion method to predict dynamic responses in locations that have not been
measured. In this work, three case studies are analyzed. The first two case studies
are developed using an aluminum rectangular beam, each one with its respective
boundary condition and the third case study was of a real industry system. The
experimental modal matrix was obtained through output-only modal analysis and
a mixed reduction process using Guyan and the System Equivalent Reduction Ex-
pansion Method (SEREP) technique was used to reduce the Finite Element model
for each case studied, thus ensuring the compatibility between numerical and ex-
perimental degrees of freedom. Model smoothing was carried out using the local
correspondence for modes and coordinates, an extension of the LC method. Finally,
by using the modal expansion method, the smoothed modal model was used to pre-
dict dynamic responses. Results showed high accuracy between the measured and
the predicted acceleration signals for all three cases presented.
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Chapter 1

Introduction

1.1 Introduction

The oil industry currently accounts for around 40% of the world energy mix IEA
(2017). Due to the challenges imposed by the processes necessary to explore, pro-
duce and convert oil into clean, safe and efficient by-products, many technological
solutions are created for development of a sound and reliable production environ-
ment.

One of the most important by-products from the oil chain is the diesel, a very
demanded fuel for transportation purposes. As the rules for air pollution emis-
sion controls from fossil fuels become more rigid, further processing is necessary to
guarantee that the final products meet the necessary requirements.

The hydrotreating unit is responsible for the removal of sulfur and other con-
taminants from intermediate streams (e.g.: diesel) before blending into a finished
product. As emissions and limitations become rigid, hydrotreating units have be-
come more important MCKINSEY (2020).

The hydrotreating process begins with the heating of a mixture of hydrogen to
hydrocarbon. This mixture is injected into a reactor vessel containing a specified
catalyst where the removal of the sulfur takes place. In order to reduce the coke
laydown on the catalyst, high operating pressures are used in this process. The
equipment responsible for maintaining this high pressures is a reciprocating hydrogen
compressor.

Reciprocating compressors are known sources of dynamic excitation. These ma-
chines are responsible for recurrent failure problems in pipes and auxiliary systems
connected to it if the design and assembly do not strictly comply with the design
recommendations of the relevant technical standards.

Structures and equipment operating under dynamic loads have a high probability
of failure, which poses a threat to the health and safety of operators, the environ-
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ment, and the companies’ productivity and profitability. These risks demand careful
equipment inspection and monitoring to prevent accidents.

Controlling excitation forces characteristics is a rather complicated task. Never-
theless, since these forces can cause undesirable system conditions (such as fatigue,
stress, high vibration levels, noise, resonance conditions, etc.) in response, it can
be interesting to maintain control. These types of conditions can adversely affect
system performance, leading to operational problems and component damage.

Knowledge of the system’s response to operational load excitation is of great
importance for monitoring the reliability of structures CHEN et al. (2018). Mea-
surement data is commonly collected to identify operational response characteristics.
Although they present important information about system performance, the avail-
ability of the necessary amount of sensors for assessment is often limited and difficult
accessibility to certain parts may apply CHIPMAN e AVITABILE (2012). In this
context, continuous monitoring can be a difficult and expensive task: the technol-
ogy currently available limits the number of sensors for vibration measurement; the
complexity of the system sometimes makes it impossible to continuously measure
vibration in locations with higher risk of failure, particularly when these locations
have poor accessibility.

According to KULLAA (2016), virtual sensing can be either model-based (an-
alytical) or data-driven (empirical). Analytical virtual sensing techniques use in-
formation available from a limited set of physical sensors together with a Finite
Element Model (FEM) to calculate an estimate of the quantity of interest. For
example, estimating the stress or strain field from acceleration measurements could
be useful for fatigue assessment.

Analytical mode shapes from the FEM are typically used as a basis to estimate
the response at unmeasured locations by an expansion algorithm KULLAA (2016).
Model-based virtual sensing in structural dynamics have been studied by several au-
thors, such as SESTIERI et al. (2013), AVITABILE (2005), PINGLE e AVITABILE
(2011) and ILIOPOULOS et al. (2014).

One way to estimate vibration levels in the structure regions of interest is by us-
ing FEM models CHEN et al. (2018); QU (2004). However, these models have the
disadvantage that they do not always represent the structure properly, as they do
not take into account manufacturing errors. According to FRISWELL e MOTTER-
SHEAD (1995), errors between the model and the actual structure can be minimized
by performing calibration using the dynamic behavior of the real structure obtained
by modal analysis data, although calibration brings one more challenge: the number
of degrees of freedom (DOF) of the FEM is much higher than the number of de-
grees of freedom that can be monitored, therefore calibration cannot be performed
directly.
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As long as the modal model is calibrated, the combined use of operational accel-
eration data and mode shape components is able to provide sufficient information
for the prediction of accelerations at different locations along the structure. The
prediction is based upon a modal decomposition of the measured accelerations that
results in the estimation of the modal coordinates ILIOPOULOS et al. (2014). The
relation between the modal coordinate and the acceleration in an arbitrary point
is established by making use of the calibrated mode shapes ILIOPOULOS et al.
(2014).

In this work, a methodology for predicting dynamic response is presented in
three different case studies. The first two case studies were made in laboratory
conditions, each with different boundary conditions for validation. The third was
a real industrial application for a reciprocating compressor interstage pipe. In each
case study, FEM and output-only modal analysis (O-OMA) mode shapes were used
to, after steps of reduction of the FEM model and smoothing of the O-OMA mode
shapes, serve as a modal base for the expansion of measured signals allowing the
prediction of dynamic responses at unmeasured locations.

1.2 Motivation

Although piping systems are known as static equipment where no dynamic behaviour
is expected, these systems can be subjected to different types of loads that make
them respond with alternating movements. Examples of these types of loads are:
fluid transients, flow induced turbulence, opening and closing of valves, mechanical
excitation and many others.

Piping systems presenting these dynamic loading, as the ones imposed by recip-
rocating compressors like the case study presented in this dissertation, are prone
to a shortened life span due to excessive vibration levels, which can lead to fatigue
failure of its components.

The piping system object of study in this dissertation presented high values of
vibration amplitude and a more thorough analysis was necessary for system assess-
ment.

In the case presented, as in many situations, monitoring of the system can be
a complicated and expensive task, due to the complexity and poor accessibility to
some locations, which makes it difficult to assess the structural integrity.

Therefore, having a methodology capable of yielding a reliable estimate of vi-
bration response in critical and difficult to reach locations may improve the quality
and assertiveness of the assessment, thus improving the piping system safety.
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1.3 Objectives and Contributions

This dissertation aims at the definition and validation of a complete methodology
to predict dynamic response in structures or equipment’s at unmeasured locations.
For this purpose, it requires to:

• Develop a FEM of the system object of the analysis;

• Perform an Output-Only modal analysis;

• Reduce the FEM model to match the number of DOFs measured in the modal
analysis;

• Validate the reduced model using the appropriate assessment criteria;

• Smooth the experimental mode shapes using the proposed Local Correspon-
dence for Modes and Coordinates (LCMC) method;

• Assess the improvement in the smoothed mode shapes using the MAC criteria;

• Use the smoothed mode shapes to obtain estimates of vibration amplitudes in
a non-instrumented location;

• Validate the predicted signal using the adequate assessment criteria. 1

The methodology proposed will first be validated with two laboratory experi-
ments of an aluminum beam, each with different boundary conditions to check the
conditions in the final results. The first experiment will be undertaken with the
beam in a free-free condition, while the second will be for a cantilever condition.
After validating with the lab experiments, the same methodology will be applied to
a industrial example of an interstage pipe of a reciprocating compressor. An image
taken from the 3D model of the compressor analysed, showing the second stage pip-
ing can be seen in Fig. 1.1. The reduction, smoothing and final signal prediction
will be validated using the adequate assessment criteria as FRAC (Frequency Re-
sponse Assurance Criterion), TRAC (Time Response Assurance Criterion),MAEFD

(Mean Absolute Error in the Time Domain),MAETD (Mean Absolute Error in the
Frequency Domain),RMSEFD (Root Mean Squared Error in Frequency Domain)
and RMSETD(Root Mean Squared Error in Time Domain) for the predicted signal.

This dissertation contributes to the work currently being developed in the scien-
tific community in the following topics:

1Although the main objective of the methodology is to predict dynamic responses at unmeasured
locations, the validation in this dissertation is undertaken by prediction of response in a location
where an actual sensor was placed only for comparison reasons.
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Figure 1.1: Reciprocating compressor, image taken from the 3D model of the process
plant.

• Proposition and validation of a mixed reduction method, where part of the
reduction is undertaken before exporting the mass an stiffness matrices, from
a commercial FEM software, reducing the computational effort;

• Proposition of a variant of the Local Correspondence Principle (LC) described
by BRINCKER et al. (2014), improving the definition of the optimal number
of modes and degrees of freedom to be used in the smoothing of experimental
mode shapes;

• Definition and validation of a complete workflow for dynamic signal prediction
at unmeasured locations.

• Improvement on the definition of the mode shapes used in the virtual sensing,
a similar approach to the LC is used. This proposition diminishes considerably
the processing time.

1.4 Dissertation Outline

The research presented in this dissertation is divided in six main chapters:

• The current chapter (introduction) describes an overview of the vibration prob-
lems encountered in piping systems connected to reciprocating compressor; the
motivation and contributions resulted from the present work.

• The second chapter presents a literature review of the main topics that were
used in this work as model reduction and expansion, smoothing of experimental
mode shapes and dynamic response prediction at unmeasured locations. It
indicates the established fundamentals as well as the most modern works that
are currently being developed by the scientific community.
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• In the third chapter the theoretical framework is exposed, containing the nec-
essary mathematical development of the methods studied and used in this
dissertation.

• Chapter four provides the detailed methodology applied at the subsequent
study cases. In addition, the flowchart represented shows in a broader way the
steps applied.

• In chapter five the three case studies analyzed in this dissertation are laid
out for the validation of the methodology used. The first two case studies
for an aluminum rectangular beam, each one with its respective boundary
condition and the case study of a real industry condition system is presented.
The complete process for each case is structured and the results obtained are
discussed.

• Chapter six stands for a comprehensive analysis of the whole work, as well as
provides recommendations for future works.
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Chapter 2

Literature Review

2.1 Output-Only Modal Analysis (O-OMA)

R. S. MINETTE (2014) presents a methodology for applying output-only modal
Analysis to identify modal parameters for an electrical submersible pump (ESP). The
ESP is an equipment that is used in the Oil & Gas industry and therefore is located in
inaccessible places to pump petroleum, as satellite wells and sub-sea. These locations
cause the interventions on those equipment’s to be costly and involve undesirable
production loss. Therefore the identification of dynamic parameters through modal
analysis is of fundamental importance to increase the machines reliability.

RAINIERI e FABBROCINO (2014) proposes an alternative for post-processing
modal parameters estimated by O-OMA. Most O-OMA methodologies result in
complex eigenvalues and eigenvectors, a consequence of various probable reasons as
gyroscopic effects, aerodynamics effects, nonlinearities and nonproporcional damp-
ing. As these estimated values are to be compared with FEM results that as they
are undamped result in real values. The author proposes a simple methodology to
convert the experimentally obtained complex mode shapes to real ones.

ALBUQUERQUE et al. (2019) compared two different approaches for the de-
termination of dynamic properties, the Experimental Modal Analysis (EMA) where
the excitation forces (input) is known as well as the response (output) and the
Output-Only Modal Analysis (O-OMA) which uses only the output. While EMA
performs a full numerical validation, resulting in a mass normalized modal matrix,
in the O-OMA case, the modal matrix could only be normalized to unity. Both
methodologies were applied to a beam in a simulated free-free boundary condition,
instrumented with 9 (nine) accelerometers and excited with multiple impacts at
different positions. The results obtained with both analysis were very close, with
natural frequencies differences as high as 0.5% and MAC values higher than 0.9 for
the mode shapes correlations. The results were also compared with a FEM, showing
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small differences. This indicates that whenever the input is difficult to obtained,
as in large structures, the output only modal analysis can be a suitable option for
dynamic properties estimation.

2.2 Model Reduction

In determining the natural frequency and modes of vibration of structures, it is
generally convenient to reduce the model matrices. GUYAN (1965) presented a
methodology for reducing the mass matrix similar to the procedure already used for
stiffness matrix, in a procedure based on the elimination of DOFs where the acting
forces were zero. The procedure presented by this author allowed the calculation
of reduced mass and stiffness matrices, as it was developed as a static method for
dynamic cases the solution to the Eigenvalue and Eigenvector problem is close, but
not the same, to that of the complete system and is very dependent on the number
of degrees of freedom used.

Later, in a complementary development called Static Reduction Method (SRM),
KIDDER (1973) proposed reduction equations based on the dynamic systems equa-
tion. This method is seen as the best extension of the static method proposed by
Guyan, but it has a high computational cost.

As the method presented by KIDDER (1973) affects dynamic characteristics,
O’CALLAHAN et al. (1989) proposed a new methodology capable of reducing mod-
els containing arbitrary degrees of freedom. The proposed method, called System
Equivalent Reduction Expansion Process (“SEREP”) maintains natural frequencies
and modes of vibration identical to those of the full model. This method is reversible,
thus allowing the expansion of the reduced degrees of freedom to the complete space
of the model.

Reduction-Expansion methods are also used to estimate the displacements of all
DOFs in a FEM based on experimental information. BALMÈS (1999) states that,
despite the vast literature on the subject, well-established methods have deficiencies
such as the simplification that limits the use of techniques and the consideration that
measurements are made at points coinciding with degrees of freedom of the FEM.
To resolve this constraint, BALMÈS (1999) proposes an alternative methodology to
correlate degrees of freedom and outputs. This methodology presents a theoretical
solution to deal with measurements of non-orthogonal to the degrees of freedom of
the FEM. The matrix that makes this correlation is called the observation matrix.
The author also presents results for expanding measurement data for an engine head
and for a test structure, concluding that the use of observation matrices has given
good results in expanding structures with non-trivial geometries and that the best
expansion methods for cases used were hybrid methods, which combine formulations
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using quadratic inequalities with the dynamic method.
KONG et al. (2012) proposes a methodology for analyzing a long bridge, with

steel x concrete connection, by means of modeling with model reduction techniques.
This modeling allows the evaluation of details, such as the connectors between the
steel structure and the concrete, without losing dynamic response information of the
complete structure. The methodology was validated by computational analysis of
a beam with thirty meters in length and a square section. Models were made with
solid element, combination of solid element with beam element, beam element and
part substructuring and the entire structure in solid element. The results obtained
indicated that the model made with a bar element was not able to represent the
vibration modes characterized by the local buckling of the structure and concludes
that the substructuring method proved to be simple and accurate not only because of
the reduction in computational time but also for maintaining accuracy by extracting
sufficient modes. With the validity methodology he proceeded with the numerical
analysis of the bridge jingyue obtaining positive results.

NONIS et al. (2014) presents in his work that although there are several methods
for expanding the results of reduced models, SEREP was used due to the preser-
vation of dynamic characteristics regardless of the number of degrees of freedom
selected. In this work NONIS et al. (2014) successfully uses expansion matrices to
expand assembly modes composed of decoupled sub-models. To prove the effective-
ness of the method, he compares the results with those obtained by evaluating the
complete assembly model

2.3 Modal Expansion and Smoothing

To analyze expansion methods, CHIPMAN e AVITABILE (2012) used a set of 310
(three-hundred and ten) measurements taken on a dryer base plate from laser vibra-
tion sensors. The method chosen for the evaluation was SEREP, the transformation
matrix was calculated based on a subset of 31 (thirty-one) of the degrees of free-
dom measured and the expansion of these to the complete system was correlated
with the data measured through the correlations MAC and TRAC. The authors
concluded that the use of a greater number of degrees of freedom in the calculation
of the transformation matrix in relation to the number of vibration modes under
evaluation results in better results. They also concluded that similar results were
obtained using experimental data for the calculation of the transformation matrix in
comparison with the use of data from the computational model. The calculation of
the expansion matrix with experimental data proved to be equivalent to that made
with numerical data and, the method proved to be excellent in providing expanded
information about the system, allowing a more in-depth analysis.
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BRINCKER et al. (2014) presents, based on the theory of sensitivity, a devel-
opment to identify the vibration modes of the model to be used in the subspace to
smooth experimental modes, a methodology called “Local Correspondence Princi-
ple” (hereinafter, “LC”). As an example of applying the LC, a test was performed
on a plate. The results obtained were compared with the use of SEREP for a fixed
subspace of five modes of vibration. For the case studied, in which few degrees of
freedom were used to estimate the modes of vibration, the LC method resulted in
better results than SEREP. However, it is important to note that the method is
limited to cases where the FEM shows close proximity to the real structure.

AENLLE e BRINCKER (2014) proposes a methodology for normalizing the
experimental vibration modes from the mass matrix obtained by the FEM. The
methodology was validated through simulations of a bridge FEM model and with
laboratory tests of a cantilever beam. The results obtained were compared between
the mass change method, the FEM mass normalization method and the FEM mass
method and the LC smoothed modes. It was observed that the use of LC almost al-
ways presents better results, except for conditions in which the mass matrix presents
divergence with the real condition.

CHEN et al. (2018) proposed the use of the expansion technique for submerged
structures. The work in question studied a test structure similar to a fin. Tests were
made with the structure inside an aquarium with and without water. It should be
noted that the expansion and stress calculation were done with the matrix calculated
from the model in the air, without fluid-structure interaction. As expected, the
natural frequencies and damping are different, but the stress values found remained
close between the measured and the calculated by the model from the expanded
displacement field.

2.4 Dynamic Response Prediction

AVITABILE (2005) presents model expansion techniques used today as a mechanism
to complete unmeasured DOF from experiments using FEMs. It describes the use
of the FEM as a high order polynomial curve fitter used to estimate experimental
mode shapes at chosen set of DOF.

MAES et al. (2014) compared three different response estimation methods using
data from a cantilever beam numerical model with the addition of measurement
noise and modeling errors. Joint input-state estimation, Kalman filter and modal
interpolation (also known as modal expansion) algorithm were compared, resulting
in a better performance for the joint input-state and the modal interpolation when
compared to the Kalman filter method. The joint input-state also required a smaller
number of output measurements than the modal interpolation but it concluded that
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if the number of equivalent forces assumed when applying the joint input-state
estimation, large errors may occur.

KULLAA (2016) studied virtual sensing techniques using data available from a
limited set of measurements in conjunction with a FEM as a basis of estimation
response at unmeasured locations by expansion algorithms. As an alternative to
decrease the modelling effort, substructuring techniques were used. The author
analysed two examples, a vehicle crane and a floor structure. In both cases better
results were found when the physical sensors were installed evenly distributed or
close to the virtual sensor being predicted.

Structure health monitoring of wind turbines was undertaken by ILIOPOULOS
et al. (2016). In his paper, the author uses the prediction of dynamic responses
to analyse fatigue sensitive positions in offshore wind turbines that are of difficult
accessibility, as points in the mud line below the water level. Response estimations
were undertaken using limited set of accelerometers data and a FEM. The tech-
nique applied was the modal decomposition and expansion of experimental data.
Good results were obtained both in time and frequency domain for acceleration re-
sponses, confirmed by TRAC, FRAC and MAETD criteria. The author indicates
that the method is sensitive to operational conditions, as for wind turbines changing
operational and ambient conditions affect dynamic behavior of the structure.

TARPØ et al. (2020) explored the use of virtual sensing to enable full-field
stress/strain for fatigue assessment of offshore structures, which are exposed to fa-
tigue damage. The author applied modal expansion techniques as SEREP, LC and
a variant of the LC method proposed in the paper at experimental data obtained
from a scaled model of an offshore platform experimented in laboratory conditions.
It concluded that expanding mode shapes can increase accuracy of the estimation
of unmeasured locations, however as a fitting process, depending on the case can
cause over-fitting and should used with care. The author also discussed how the
quality measurements TRAC and FRAC might mislead the quality of strain/stress
estimation as they assess the shape of the compared values and are independent of
amplitude differences which are important in fatigue analysis.
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Chapter 3

Theoretical Framework

3.1 Modal Analysis

The methodology used to determine the natural frequencies, damping ratios and
vibration modes of a mechanical system is called Modal Analysis. The use of this
methodology allows the representation of the dynamic behavior of a structure. As
noted by OGNO (2013), free vibration fully characterizes the structure’s dynamical
properties. Therefore, in a linear or linearized system, the response ({X(t)}) can
be expressed as the linear combination of its number n0 of modes φi and their
time-dependent amplitude or modal coordinates qi(t), as given in Eq. (3.1):

{X(t)} =

n0∑
i=1

qi(t){Φi} n0 →∞ (3.1)

The continuity of a real structure results in infinite degrees of freedom. Nev-
ertheless, as the number of sensor is limited only a certain finite number of modes
are possible to be detected. This limitation yields the idea of modal approximation
where the Eq. (3.1) is truncated for a certain number of modes (N). The number
of modes taken determines the accuracy of the approximation.

{X(t)} ∼=
N∑
i=1

qi(t){Φi} N ∈ N (3.2)

A Modal Analysis is performed to experimentally estimate the modal properties
of a structure. This methodology is applied for a broader range of analysis, for
example: vibration control, operational stability of turbo machinery, identification
of excitation forces, reduction of dynamic models and calibration of finite element
method (FEM) models - the focus of this work. In more overall view, the main tech-
niques for Modal Analysis can be categorized in experimental modal analysis (EMA)
and output-only modal analysis (O-OMA). In this dissertation, as the methodology
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is created to be used in large structures that are difficult to excite with known forces,
we applied the output-only modal analysis, to be described on the following section.

3.2 Output-Only Modal Analysis (O-OMA)

As described by BUSSON et al. (2019), the biggest limitation of EMA is that the
magnitude of the exciting force acting on the system under test must be known
in order to estimate its modal parameters. If not impossible, force measurement
in large structures may be difficult to accomplish. Applying forces to a complex
structure can cause local damages and implies in a considerable economical cost,
even in the cases of laboratory tests, where it is hard to reproduce the actual forces
in a reliable manner.

For the reasons described above, the Output-Only Modal Analysis was developed
in order to (i) bypass the existing limitation of the traditional method and (ii)
offer the possibility of modal parameters assessment only from dynamic response
information. It is important to mention that this analysis also allows to estimate
these parameters in cases of unknown excitation forces (in terms of its magnitude
and frequency), applied to linear and time-invariant systems.

The focus of the current work is on Frequency Domain Technique. It was de-
termined for the following reasons: (i) easier implementation than time domain
technologies; (ii) effectiveness for the expected effect;

The Frequency Domain Technique to be reviewed is Enhanced Frequency Domain
Decomposition (EFDD) and it is discussed on the following sub-section.

3.2.1 Enhanced Frequency Domain Decomposition (EFDD)

Method

The Enhanced Frequency Domain Decomposition (EFDD) technique in frequency
domain is an enhanced version proposed by BRINCKER e VENTURA (2015) of the
Frequency Domain Decomposition (FDD) method. The main advantage associated
with the FDD method is that it can more accurately evaluate the natural frequency
and determine the damping rate.

The essence of the EFDD technique relies on a decomposition of the Power
Spectrum Density (PSD) from the measured response. The estimated PSD matrix,
[Gyy(ω)] is formed by the estimated PSD’s for all sensors. A complex hermitian and
positive definite PSD matrix has the following form:

[Gyy(ω)] = [H(ω)][Gxx(ω)][HH(ω)] (3.3)
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Where [Gyy(ω)] and [Gxx(ω)] are the output and input (stochastic) PSD matrices
of size Nm × Nm; Nm is the number of measurements and [H(ω)] is the frequency
response function (FRF) matrix, which can be expressed in partial form as (Zhang
et al-FSDD):

[H(ω)] =
Nm∑
m=1

(
Rm

ω − λm
+

R∗m
ω − λ∗m

)
(3.4)

Where Nm is the number of modes; λm is the mth pole, and are related to the
damping factor (σm), damped modal frequency (ωdm) and modal damping ratio (ζm)

as given in Eq. (3.5)

λm = −σm + ωdm;ωm =
√
σ2
m + ω2

dm; ζm =
σm√

σ2
m + ω2

dm

(3.5)

[Rm] and [R∗m] are the corresponding conjugate residue matrices pairs and [Rm] is
given as:

[Rm] = {Φm}{γT
m} (3.6)

Where, [Φm] and {γm} are the mth mode shape and modal participation factor
vectors, respectively. The key step in the EFDD technique is to apply a singular
value decomposition (SVD) to the h-PSD estimated at a discrete frequency, ω = ωk

JACOBSEN e ANDERSEN (2008):

[Ĝyy (ωk)] = [U (ωk)][S (ωk)][U (ωk)
H] (3.7)

Where the diagonal matrix [S(ωk)] is the diagonal matrix of singular values and
[Uk] = [uk1, uk2, . . . , ukM ], is the unitary matrix, consisting of unitary vectors uk,
which are interpreted as the modal shape of the system at each natural frequency.

It is observed that singular values are a function of the excitation frequency.
When the frequency approaches a modal frequency ωm, the PSD matrix approxi-
mates a rank one matrix as:

[Ĝyyω→ωm
(ωk)] = [s1 (ωm)][u1 (ωm)][uH

1 (ωm)] (3.8)

The first singular value reaches a maximum, [s1 (ωm)]→ max. The correspond-
ing singular vector [u1 (ωm)] is an estimate of the mth mode shape [Φ̂m] = [u1 (ωm)]

with unitary normalization.
In the vicinity of the natural frequency it is possible to obtain singular vectors

having a high MAC value which enable the establishment of a Single-Degree-Of-
Freedom (SDOF) spectral density function, for a specific mode, which is transformed
to the time domain yielding an auto-correlation function of the SDOF system. From
this auto-correlation function, the natural frequency is obtained by determining the
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number of zero-crossing as a function of time using a simple least-squares fit. The
damping ratio is obtained from the logarithmic decrement of the auto-correlation
function again using a simple least-squares fit. JACOBSEN e ANDERSEN (2008).

3.3 Model Reduction Methods

Model Reduction methods are used in various conditions for more efficient analysis.
One example of its use is the size reduction of large models, as shown in Fig. 3.1.

Figure 3.1: Schematic representation of the reduction process. Source: AVITABILE
(1998).

In general, the correlation between the degrees of freedom of the full model and
the reduced model can be represented by the Eq. (3.9).

{Xn} =

{
Xa

Xd

}
=
[
T
]
{Xa} (3.9)

In Eq. (3.9) the index ’n’ indicates that the degrees of freedom of this vector are
from the full model, the index ’a’ represents the active degrees of freedom and the
index ’d’ represents the degrees of freedom excluded during the reduction. The [T ]
matrix is then the correlation matrix between the two sets of degrees of freedom.

Changing the index for the identification of the full model to ’1’ and the reduced
model to ’2’, the Eq. (3.9) can be rewritten as:

{X1} =
[
T 12

]
{X2} (3.10)

Taking in consideration the energy conservation of the system, the energy balance
between the full and reduced model can be written as:

U =
1

2

{
x1

}T [
K1

]{
x1

}
=

1

2

{
x2

}T [
K2

]{
x2

}
(3.11)

Substituting in the transformation equation, yields:

U =
1

2

{[
T 12

]{
x2

}}T [
K1

]{[
T 12

]{
x2

}}
=

1

2

{
x2

}T [
K2

]{
x2

}
(3.12)
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Rearranging the terms, we have:

U =
1

2

[
T 12

]T {
x2

}T [
K1

] [
T 12

]{
x2

}
=

1

2

{
x2

}T [
K2

]{
x2

}
(3.13)

Thus, the correlation between mass an stiffness equations are given:

[
K2

]
=
[
T 12

]T [
K1

] [
T 12

]
or
[
Ka

]
=
[
T
]T [

Kn

] [
T
]

(3.14)

[
M2

]
=
[
T 12

]T [
M1

] [
T 12

]
or
[
Ma

]
=
[
T
]T [

Mn

] [
T
]

(3.15)

The matrix [T ] may be obtained by two different reduction methods that will be
introduced below.

3.3.1 Static Reduction by Guyan

The methodology of static reduction proposed by GUYAN (1965) is based on the
arrangement of the structural Eq. (3.16) in active and deleted Degrees Of Freedom
(DOF).

{
F
}

=
[
K
]{

X
}

(3.16)

After partitioning in the form:[Kaa

] [
Kad

][
Kda

] [
Kdd

]{Xa

Xd

}
=

{
F a

F d

}
(3.17)

Assuming the forces on the deleted DOF Fd to be zero, the resulting equations
yields:

[
Kda

]{
Xa

}
+
[
Kdd

]{
Xd

}
=
{

0
}

(3.18)

This can be solved for displacement in the deleted DOFs as:

{
Xd

}
= −

[
Kdd

]−1 [
Kda

]{
Xa

}
(3.19)

The first equation can be written as:

[
Kaa

]{
Xa

}
+
[
Kad

]{
Xd

}
=
{
F a

}
(3.20)
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Making the substitution for the excluded degrees of freedom, with the results of
Eq. (3.19), we have:

[
Kaa

]{
Xa

}
+
[
Kad

] [
Kdd

]−1 [
Kda

]{
Xa

}
=
{
F a

}
(3.21)

The results obtained can be manipulated to obtain the transformation matrix:

[
T s

]
=


[
I
]

[
ts

]
 =


[
I
]

−
[
Kdd

]−1 [
Kda

]
 (3.22)

Therefore, the matrices of mass and stiffness reduced by the methodology pro-
posed by Guyan are:

[
Ka

G
]

=
[
T s

]T [
Kn

] [
T s

]
(3.23)

[
Ma

G
]

=
[
T s

]T [
Mn

] [
T s

]
(3.24)

As indicated by AVITABILE (1998), this transformation is only necessary for
stiffness reductions, where inertial forces are not preserved. Thus, it cannot be
guaranteed that this reduction will be accurate for dynamic applications, and in
general results in natural frequency results greater than those of the full model.

Some methodologies emerged later to overcome the difficulties imposed by the
static reduction method, such as the derived version proposed by KIDDER (1973).
One of the best is the System Equivalent Reduction Expansion Process (SEREP)
shown below, as it produces reduced models containing user chosen DOF that pre-
serves the dynamic characteristics fo the original full system at the selected modes
of interest.
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3.3.2 System Equivalent Reduction Expansion Process

(SEREP)

A large and growing body of literature investigates several model reduction meth-
ods (FRISWELL e MOTTERSHEAD (1995); QU (2004)). In the present study
the SEREP dynamic condensation method (performed in the modal space) is used
O’CALLAHAN et al. (1989). This method allows the FEM model’s reduction to a
few degrees of freedom without changing its dynamic characteristics. Consequently,
from the general equation of movement, we have:

[M]{Ẍ(t)}+ [K]{X(t)} = {F(t)} (3.25)

The solution of Eq. (3.25), using the modal truncation technique and considering
p modes in the modal superposition AVITABILE (1998), is as follows:

{X(t)} = [Φp]{qp(t)} (3.26)

Where [Φp] and {qp(t)} are the modal matrix and modal coordinates for the p
modes considered, respectively.

Since the total degrees of freedom can be categorized as active, a, and deleted,
d, then Eq. (3.26) can be rearranged as follows:

{X(t)} =

{
Xa(t)

Xd(t)

}
=

{
Φap

Φdp

}
qp(t) (3.27)

Equation 3.27 is a description of the responses for the active degrees of freedom in
terms of the modal matrix of the active DOF themselves. It can also be determined
that [Φap] is generally not a square matrix and depends directly on the degrees of
freedom and modes considered. However, the SEREP method considers that the
number of active degrees of freedom is greater than the number of modes taken into
account in the modal superposition (a > p)QU (2004). Therefore, Eq. (3.27) can
be placed in the normal form, projecting this equation as:

{Xp(t)} = [Φap]
T{Xa(t)} (3.28)

Merging Eq.(3.27) into Eq.(3.28) yields:

{Xp(t)} = [Φap]
T [Φap]{q̃p(t)} (3.29)

Where {q̃p(t)} is an approximate solution of {qp(t)}, and can be calculated by
manipulating Eq. (3.29):
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Figure 3.2: Schematic representation of the reduction of the complete modal matrix
in the active degrees of freedom. Source: AVITABILE (1998)

{q̃p(t)} =
(
[Φap]

T [Φap]
)−1 {Xp(t)} (3.30)

Merging Eq.3.28 into Eq.3.30:

{Xs(t)} = [R]{Xa(t)} , [R] = [Φdp][Φap]
† (3.31)

Where R is the SEREP condensation matrix.
Furthermore, the transformation matrix T can be calculated by substituting Eq.

3.28 in Eq. 3.27:

{T} = [Φp][Φap]
† =

[
ΦapΦ

+
ap

ΦdpΦ
+
ap

]
(3.32)

Thus,the reduced stiffness and mass matrices can be calculated using Eq. 3.33
and Eq. 3.34.

[
Ka

S
]

=
[
T
]T [

K
] [
T
]

(3.33)

[
Ma

S
]

=
[
T
]T [

M
] [
T
]

(3.34)
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3.4 Experimental Mode Shapes Smoothing and Ex-

pansion Method

3.4.1 Local Correspondence Principle (LC)

The smoothing of experimental modes using subsets of numerical modes is defined
by BRINCKER et al. (2014) as the Local Correspondence Principle (LC). The LC
is derived from the mode shape sensitivity equations and it is based on the con-
sideration that a change in a mode shape is primarily a linear combination of the
surrounding modes TARPØ et al. (2020).

The smoothing process can be interpreted as a fitting process whereas the nu-
merical model is adjusted to the real structure characteristics, diminishing the un-
certainty between the numerical and experimental systems.

The subset of numerical modes ([Bφ]) is defined according to the LC. In this
method the number of mode shapes is ranked after the distance in frequency to the
mode shape to be correlated. In this analysis the DOFs are divided into two sets,
fitting DOFs (used in the smoothing) and observation DOFs (used to verify when
over-fitting occurs).

The mode shape cluster is constructed by including an increasing number of
mode shapes, from the ranking, at each cluster iteration. The optimal number of
mode shapes to be used in the correlation is calculated by optimizing the MAC (the
definition at the observation DOFs BRINCKER et al. (2014).

Considering the experimentally obtained mode shape [φ], it can be expressed as
a linear combination of a subset of numerical modes, [Bφ], as defined:

[φ] ≈ [BΦ]{z} (3.35)

Where [BΦ] is the cluster of vibration modes derived from the numerical model,
reduced to the number of measured DOFs. The linear relationship of Eq. 3.35 is
defined by the transformation vector {z}. This transformation vector is calculated
according to Eq. (3.36)

[ẑ] = [BΦ]†[φ] (3.36)

Where [B+
Φ ] is the pseudo inverse of the subset of numerical modes chosen for the

fitting process. A numerical mode being correlated is analogous to stating that the
experimental mode shape is being adjusted or smoothed to minimize noise in the
measured DOFs. This correlation process is defined using the following equation:

[φ̂] = [BΦ][ẑ] (3.37)
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Here [φ̂] is the numerical mode shape matrix fitted with the experimental results,
{ẑ} is the transformation matrix calculated according to Eq. (3.36), [BΦ] is the
subset of numerical modes and

When using the LC methodology for the correlation of models, it is important
to be aware of the quality dependence on the selected nodes for the fitting and
observation sets of DOF. BRINCKER et al. (2014)

3.4.2 Local Correspondence Principle for Modes and Coor-

dinates (LCMC)

The LCMC method is an extension of the LC method proposed in this work. It
differs from LC by verifying all possible combinations of DOFs to be used as a
fitting set, therefore as a result the best set of fitting nodes and cluster of modes
that yields that maximizes the smoothing MAC value can be used .

The subset of numeric modes [BΦ], used in smoothing is defined according to the
same description given in 3.4.1, but in the methodology proposed, to complement the
LC (aiming at avoiding over fitting of Experimental modes), the LCMC allows, in
addition to the choice of the optimum group of modes, the selection of an optimal set
of degrees of freedom (compatible with those measured experimentally) used in the
smoothing, in order to maximize the MAC. The selection of degrees of freedom, at
each iteration during the smoothing process, is done by using combinatorial analysis,
according to Eq. (3.38).

n = Cm−r
i =

(m− r)!
i!(m− r − i)!

, where, r ≥ 2 (3.38)

In Eq. (3.38) n, m, r and i represent the number of possible combinations, the
number of experimental degrees of freedom compatible with the reduced model, the
number of degrees of freedom used to verify the fit and the number of the iteration,
respectively.

3.5 Dynamic Response Prediction

The following equation of motion governs the response of a discrete system with neq
DOFs.

[M ]{Ẍ(t)}+ [C]{Ẋ(t)}+ [K]{X(t)} = {F (t)} (3.39)

The equation of motion described in Eq. (3.39) can only be solved by numerical
integration of the neq coupled equations, as described by PAULTRE (2011). For lin-
ear systems the orthogonality properties between mode shapes yields a simplification
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that can be used in the solution. A transformation by expressing the equation in
terms of generalized coordinates instead of geometric coordinates, this transforma-
tion uncouples the equations going from neq simultaneous solutions to independent
solutions. The exact dynamic response can therefore be obtained using the modal
superposition.

Prediction of the dynamic response at unmeasured locations can be developed
by making use of the modal decomposition approach. Deriving Eq. (3.26) twice,
the acceleration vector, {Ẍ(t)}, can be written as a linear combination of the mode
shape vectors [Φp], as shown in Eq. (3.40) ILIOPOULOS et al. (2016).

{Ẍ(t)} = [Φp]{q̈p(t)} (3.40)

Where {q̈i(t)} is the vector of the acceleration modal coordinates for each time
instance t.

The modal coordinates are calculated by using the pseudo inverse as indicated in
Eq. (3.41), assuming that the number of modes p is less then the number of active
DOF’s ILIOPOULOS et al. (2016):

{ˆ̈q(t)} =
(
[Φp]

T [Φp]
)−1

[Φp]
T{Ẍmeas

p (t)} = [Φp]
†{Ẍmeas

p (t)} (3.41)

The acceleration prediction at unmeasured locations, {Ẍpred
p (t)} can be obtained

by including the desired degrees of freedom in the modal matrix [Φp]:

{Ẍpred
p (t)} = [Φp]{¨̂q(t)} = [Φp][Φp]

†{Ẍmeas
p (t)} (3.42)

It is important to note that, as described by PAULTRE (2011), the main com-
ponent of responses presents important contributions only for the first few mode
shapes. Hence, taking into account uniquely those modes as a truncated eigenvector
basis would save unnecessary calculations with minimal effect in comparison to the
response obtained with the complete modal basis PAULTRE (2011). This type of
calculation with a truncated eigenvector basis yields a sufficiently small error if a
sufficient mode basis is considered PAULTRE (2011).

3.6 Criteria Used for Model Assessment

The criteria used for the verification of the reduced model derive from the experimen-
tal modal analysis by comparing the reduced modal matrix and the complete modal
matrix. These criteria will also be used to correlate the reduced model with experi-
mentally obtained data. After the definition of the criteria for modal assurance, this
work also defined correlation factors used for the assessment of the predicted time
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series signal for unmeasured DOF.

3.6.1 Model Assurance Criteria (MAC)

As defined in MENDONÇA et al. (2019), MAC is essentially a regression correla-
tion coefficient used to measure the consistency between two vectors. The MAC
value ranges from 0 to 1, where 0 represents inconsistency or orthogonality between
vectors, and 1 represents perfect consistency (difference only by the scale factor).

Considering the assessment of two different vibration mode vectors, [ΦA] and
[ΦB], the MAC between these modes is given by ALLEMANG (2002):

MAC (ΦA,ΦB) =

∣∣[ΦA]T [ΦB]
∣∣2

([ΦA]T [ΦA]) ([ΦB]T [ΦB])
(3.43)

3.6.2 Co-Ordinate Modal Assurance Criterion (COMAC)

According to FRISWELL e MOTTERSHEAD (1995) and EWINS (2000b), MAC
is an important tool in mode correlation, but may pose a challenge in correlation
of modes that are closely spaced in frequency or when the selected locations for
measurement or modeling are insufficient. To this extent, a variant of MAC, called
a co-ordinate MAC or COMAC, can be used for error finding. COMAC values
reflect the discrepancy between the compared modal forms and can be calculated as
follows:

COMAC(i) =

(∑L
j=1 [ΦA]i,j [ΦB]i,j

)2(∑L
j=1 [ΦA]2i,j

)(∑L
j=1 [ΦB]2i,j

) (3.44)

Where L e i represent respectively the number of modes being compared and
the coordinate being evaluated and [ΦA] e [ΦB] represent the modal matrices being
correlated. COMAC values close to 1 indicate that all mode coordinates associated
with degree of freedom i are equal, values below 0.9 indicate discrepancy in the
evaluated degree of freedom.

3.6.3 Relative Difference Between Modes (RD)

The Relative Difference between modes (RD) assesses the level of variances in ampli-
tudes of each degree of freedom between the modes being compared and is calculated
as follows:

DR(i, j) =

∣∣∣∣∣ [ΦA]i,j − [ΦB]i,j
[ΦA]i,j

∣∣∣∣∣ , if [ΦA]i,j = [ΦB]i,j → DR(i, j) = 0 (3.45)
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Where, [ΦA] e [ΦB] represent the modal matrices being compared and indexes i
and j represent the degree of freedom and the mode being evaluated respectively.
Values close to 0 indicate that the amplitudes of the degrees of freedom analyzed
are alike.

3.6.4 Time Response Assurance Criterion (TRAC)

The time response assurance criterion (TRAC) is a correlation for one DOF over the
time of the predicted signal {Ẍpred

p (t)} with the measured signal in the time domain
{Ẍmeas

p (t)} ILIOPOULOS et al. (2016).

TRAC =

[
{Ẍmeas

p (t)}T{Ẍpred
p (t)}

]2[
{Ẍmeas

p (t)}T{Ẍmeas
p (t)}

] [
{Ẍpred

p (t)}T{Ẍpred
p (t)}

] (3.46)

3.6.5 Frequency Response Assurance Criterion (FRAC)

The frequency response assurance criterion (FRAC) is a correlation for one DOF
over all frequencies of the predicted complex frequency domain Ẍpred

p (f) with the
measured complex frequency domain signal Ẍmeas

p (f) ILIOPOULOS et al. (2016).

FRAC =

[
{Ẍmeas

p (f)}H{Ẍpred
p (f)}

]2[
{Ẍmeas

p (f)}H{Ẍmeas
p (f)}

] [
{Ẍpred

p (f)}H{Ẍpred
p (f)}

] (3.47)

3.6.6 Mean Absolute Error (MAE)

Mean Absolute Error in the time domain (MAETD) is defined as the mean absolute
error over ns data samples in the time domain ILIOPOULOS et al. (2016).

MAETD =
1

nt

∑
t

∣∣∣{Ẍmeas
p (t)} − {Ẍpred

p (t)}
∣∣∣ (3.48)

Mean Absolute Error in the frequency domain (MAEFD) is defined as the mean
absolute error over nf data samples in the frequency domain ILIOPOULOS et al.
(2016).

MAEFD =
1

nf

∑
f

∣∣∣{Ẍmeas
p (f)} − {Ẍpred

p (f)}
∣∣∣ (3.49)
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3.6.7 Root Mean Squared error(RMSE)

The root-mean-square error is a mean of calculating the deviation between two
samples, the predicted and the measured. It is defined as the square root of the
second sample moment of the deviations between the observed and predicted values.

It can be calculated for the signal in the time domain as in Eq. (3.50) or in the
frequency domain as in Eq. (3.51).

RMSETD =

√√√√∑t

(
{Ẍmeas

p (t)} − {Ẍpred
p (t)}

)2

nt
(3.50)

RMSEFD =

√√√√∑f

(
{Ẍmeas

p (f)} − {Ẍpred
p (f)}

)2

nf
(3.51)
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Chapter 4

Methodology for Response
Prediction Using the Modal
Expansion Method

The methodology presented in this chapter describes the process in which the work
was developed in order to fulfill the objectives proposed in section 1.3, mainly dy-
namic response prediction. The methodology was applied to an experimental ex-
ample of an aluminum beam in two different case studies, using different boundary
conditions each time in order to validate its results. Then it was used in a real
industry situation to test it with real world conditions.

In Fig. 4.1 a flowchart of the process detailed in this chapter can be seen for
the aluminum beam case study and in Fig. 4.2 for the interstage piping system case
study.

4.1 Finite Element Model

The starting point for the application of the methodology is building a Finite Ele-
ment Model that represents as close as possible the geometry and properties of the
structure of interest.

This model has many implications on the full process, the first is to be the
preliminary source of natural frequencies and mode shapes. This is very important
for the next step of the methodology, as it lays the foundations for a good planning
of the experimental procedures. The mode shapes resulted from the FEM model
are to be used alongside professional experience to identify the coordinates of the
structure where, for the most important mode shapes, the displacement amplitudes
are higher. These positions are therefore the best places in the structure to position
the accelerometers in order to avoid nodes of certain mode shapes.
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Figure 4.1: Diagram with the steps applied in the methodology for the aluminum
beam

The FEM model is also the source for the Mass an Stiffness matrices, that should
be exported from the FE software to be manipulated externally, using algorithms
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Figure 4.2: Diagram with the steps applied in the methodology for the pipe system

for reduction, smoothing and virtual sensing. The unit system used in the modelling
shall be carefully chosen in accordance to the system size as the processing of the
matrices can induce numerical errors if numbers are too small depending on model
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properties and mesh sizes.
In order to construct a reliable and optimized model to be used in the following

steps of the analysis it is of paramount importance that the model is constructed
carefully together with appropriate mesh convergence test.

In this work the software used to develop the full FEM was ANSYS APDL
2020 Student. The full FEM model is defined as the model with all the degrees of
freedom necessary for the mesh convergence. This model will be further processed
in the reduction steps throughout the methodology herein proposed.

4.2 Experiment and O-OMA

The next step in the analysis is the experiment on the real structure in operational
conditions. The focus of the method presented are structures where it is not viable
or feasible to measure the forces acting on the structure during an experiment,
therefore only the output data is collected.

With the signal output from the experiment, an O-OMA shall be performed. As
mentioned in section 3.2, the O-OMA method applied is in the frequency domain
as EFDD. The O-OMA returns the estimated modal parameters of the structure in
operational conditions: natural frequencies and mode shapes (usually complex) are
the parameters of interest.

As the experimental mode shapes obtained are usually complex, following will
be described the procedure used to transform them to real values.

A major limitation of the operational modal analysis, output-only, occurs in
the estimation of the modal matrix. Since the excitation force is not measured, the
modal shapes are not mass normalized. The lack of this standardized matrix restricts
the use of modal parameters in applications such as load estimation. Methods
such as Mass Addition (MA) are commonly used to estimate normalization factors,
in this method, previously known masses are added at defined points. As MA
uses the modal parameters obtained for the system with and without the added
masses, it requires many tests and careful planning of the experiment RAINIERI e
FABBROCINO (2014).

This dissertation uses a simplified methodology for normalizing experimental
modes, proposed by AENLLE e BRINCKER (2013), that uses the mass matrix of
a finite element model. A good estimation to the normalization factor is given by
Eq: (4.1).

α̂O−OMA =
1√

[φi]TO−OMA · [M ]FEM · [φi]O−OMA

(4.1)

This normalization factor is then used to M-orthonormalize the experimental modal
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matrix as given:

[Ψ]O−OMA = [φ]O−OMA · [α̂]O−OMA (4.2)

Where [φ]O−OMA is the unscaled modal matrix, [Ψ]O−OMA is the mass scaled
or M-orthonomalized experimental modal matrix and α̂O−OMA is the normalization
factor.

4.2.1 Complex to Real Operation to the Experimental Mode

Shapes

As revised in section 3.2, O-OMA usually returns complex frequencies and complex
mode shapes due to measurement noise. Since there is a necessity to compare the
experimentally obtained complex modes to the numerical modes from finite element
undamped model, a complex-to-real operation to the experimental mode shapes as
described bellow must be performed.

RAINIERI e FABBROCINO (2014) indicates that complex modes are often ob-
tained from modal tests due to measurement noise. However, the degree of complex-
ity is usually moderate. Taking into account that O-OMA provides only unscaled
mode shapes, there is the necessity for simple approaches to scaling and complex-
to-real conversion of the estimated mode shape vectors.

When the expected mode shapes to be obtained should be normal modes, the
simplest way to apply the complex-to-real conversion is based in calculating the
phase of each mode shape component and setting it equal to 0º or 180º depending
on its initial value. If the phase angle lies in the first or in the fourth quadrant
it is set equal to 0º ; it is set equal to 180º if it lies in the second or in the third
quadrant. For the sake of strictness, this method should only be used close to the
normal mode, when the phase angle from 0° to 180° does not exceed 10°. However,
it is often extended to all phase angles EWINS (2000a).

4.3 Model Post-Processing and Reduction

With the FEM model constructed and experimental results obtained, the next step
is to perform the post-processing and reduction of the FEM model, step necessary
to the continuity of the procedure as numerical obtained mode shapes are used
frequently from here on.

As exporting the mass and stiffness matrices (from commercial software) of the
full model for complex structures is not always recommended, due to their size and
the high computational effort necessary for their processing. The methodology here
applied uses a mixed reduction method in order to streamline the reduction process,
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in two steps. The first stage partially reduces the model using Guyan’s method (in
physical space) to a number of manageable, computationally low-cost, active degrees
of freedom.

The first part of the reduction is applied inside the commercial software used (in
this work ANSYS APLD was used for this purpose) and as it relies heavily on the
number and position of the active DOFs used in the reduction a mesh convergence
test has to be applied to guarantee the quality of the reduction process. It is of
paramount importance that the DOFs located on the same positions of the mea-
sured ones are included in the set of active nodes for the first reduction as they are
necessary from here on.

With the first reduction completed the mass and stiffness can be exported to be
manipulated outside of the FEM Software with the algorithms for the next steps.
Now with a more manageable size, its processing can be done faster.

In this step great care should be taken with the ordering of the nodes and ele-
ments from the numeric model, as they can be altered internally in the commercial
software for performance improvements. The reordering of the elements can be chal-
lenging depending of the FEM software used and it is relevant as the results of the
numeric and experimental analysis are compared.

4.4 Model Reduction Using Guyan-SEREP

The next step of the mixed Guyan-SEREP reduction process is to apply the SEREP
method completing the reduction of the model to the sensor’s DOFs using the par-
tially reduced modal, mass and stiffness matrices. As noted in section 3.3.2 the
reduced model using SEREP method has exactly the same frequencies and mode
shapes as the original system for the selected modes of interest. That is the reason
explaining the Guyan-SEREP hybrid reduction. The methodology aim to reduce the
model in the physical domain using Guyan to a degree that the results are almost
unaffected and further computational effort is small and then apply SEREP.

The solution of the eigenvalue problem from the reduced mass and stiffness
matrices from SEREP give the reduced mode shapes with DOFs matching the ex-
perimental mode shapes.

The reduction process can be validated using the assessment criteria presented
in section 3.6. MAC, COMAC and RD are quality indicators for the correlation and
can be used to analyse the mode shapes of the reduced model in comparison with
the mode shapes of the full model.
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4.5 Local Correspondence Principle

In the smoothing process described in section 3.4.1 it is considered that the exper-
imental modes are a linear combination of the numerical modes. In such wise, the
transformation herein described can be used in two different possibilities: (i) to es-
timate modal amplitudes at unmeasured locations and (ii) to smooth the measured
data FRISWELL e MOTTERSHEAD (1995).

For the first possibility the model is reduced to a number of DOF considered
necessary, for example, to have a good spacial representation of the mode shapes of
interest. Then, the experimental modal matrix is expanded to the same degrees of
freedom as the reduced numerical model through the procedure described in 3.4.1
where the number of optimal modes to yield the best MAC correlation factor is
considered the optimal fitting procedure.

On the other hand, for the case of using only the degrees of freedom measured,
the reduced model is taken to the same DOF considered experimentally and the
algorithm for smoothing the operational data as described in 3.4.1 is used.

This fitting process optimizes only the number and mode shapes used in the
process and therefore leaves an important variable outside of the analysis, that is
the DOFs used in the fitting process. To fill the gap observed when using the LC
method as proposed by BRINCKER et al. (2014), this work proposes a variation
that aims to improve the quality of the results.

4.5.1 Local Correspondence for Modes and Coordinates

As described in section 3.4.2 the proposed variant of the Local Correspondence
Principle uses repeated iterations of the possible combinations of degrees of free-
dom. Each combination of DOF is processed using the LC algorithm and after
all possibilities are calculated, and the one that yielded the highest MAC value is
considered the optimal fitting.

The smoothing process can be correlated to the non-smoothed and full numerical
model results using the assessment criteria presented in section 3.6, MAC, COMAC
and RD. The results can indicate the improvement obtained from the LC and/or
LCMC method applied.

4.6 Dynamic Response Prediction

With the experimental mode shapes smoothed with the numerical we have the set
of mode shapes that are to be used in eq. 3.41 in conjunction with signals in the
time domain for all measured positions to perform the calculation of the modal
coordinates, later to be used in dynamic response prediction.
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As this dissertation intends to test the usage of this method, the signal at the
position where the prediction was made was also measured, although the values
were not used in the prediction itself but only as a baseline for the assessment of
the predicted value.

The time domain signal is first filtered to the frequency of the highest mode used
in the mode shape set that is employed in the calculation of the modal coordinates.
Then, as it occurred with the smoothing of the modes, the results are very dependent
on the degrees of freedom and modes used in the prediction. For this reason, we use
to different approaches to encounter the best combination of DOFs and modes to
be used in the prediction.

For the DOFs all combinations of DOFs are used (excluding the one being esti-
mated). For the modes, a similar approach to the LC is used: they are ranked after
the distance in frequency and used in the prediction process as a set increasing from
the closest (in frequency) to the most prominent mode in the response and at each
iteration the next closest mode, to the main one is added.

At each iteration of DOF and mode combination the predicted signal is assessed
using the criteria presented in 3.6 (TRAC, FRAC, MAETD,MAEFD and RMSE).
The combination that yields the best correlation with the measured signal is con-
sidered the best estimation.
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Chapter 5

Case Studies

The methodology proposed in chapter 4 was validated using an aluminum beam in
two case studies tested under laboratory controlled conditions with different bound-
ary conditions. Afterwards, the methodology was applied to a real structure, an
interstage pipe of a reciprocating compressor. The results are encountered below.

5.1 Rectangular Beam in Free-Free Boundary Con-

dition

In order to support the procedure that this dissertation proposes, experimental tests
were carried out on an aluminum beam and a Finite Element Model was also built,
as representative of the test structure as possible. As described below.

5.1.1 Finite Element Model (FEM)

The Finite Element Model (FEM), necessary to the execution of the proposed
methodology, was developed using the ANSYS APDL software as seen in Fig 5.1.

Figure 5.1: Aluminum beam finite element model.

To validate the numerical model, a mesh test was performed. The number of
nodes in the model were increased and the results compared with the experimental
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results to evaluate result convergence.
The test started with a 9 (nine) nodes model and its dynamic result was com-

pared with the experimental results. The number of nodes doubled every step until
reaching 2,304 nodes and the results in frequency were close enough to those ob-
tained experimentally. From these results, it is possible to identify this number of
nodes as a value in which the model’s convergence has been achieved. The natural
frequencies obtained in the mesh convergence test can be seen in Tab. 5.1

Table 5.1: Mesh convergence by comparison of numerical and experimental natural
frequencies.

The model with the number of nodes necessary for convergence of results is herein
named the full model.

5.1.2 Experimental Setup

The experiment carried out was the impact test. In this experiment, an instrumented
hammer was used to apply impacts to the aluminum beam, whose intensities were
measured. The impacts were undertaken transverse to the beams largest dimension.
The beam, properly instrumented with accelerometers distributed along its length,
generated results that allowed the identification of dynamic parameters through
the use of modal analysis techniques. As the process validated would be used in
situations were the excitation force is not always available, although the tests were
made with an impact hammer and the forces were available for the modal analysis,
they were not used as the O-OMA was performed. A comparison between the modal
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parameters obtained using the different approaches EMA and O-OMA can be seen
in details in ALBUQUERQUE et al. (2019).

The aluminum beam with the accelerometers installed can be seen in Fig.5.2.
Its dimensions are presented in the table 5.2.

Table 5.2: Dimensions of aluminum beam

Dimensions Data

Thickness 6.17 mm
Width 25.42 mm
Length 2145 mm

Figure 5.2: Rectangular beam suspended in Free-Free boundary condition and in-
strumented with 09 accelerometers.

The nine accelerometers used are of the piezoelectric type, their specifications,
as well as the respective masses also included in the FEM can be seen in the table
5.3

Table 5.3: Accelerometers specification

Índice Sensor Sensibility Mass
1 Kistler 100 mV/g 9 g
2 Kistler 100 mV/g 9 g
3 Kistler 100 mV/g 9 g
4 Kjaer 9,72 mV/g 17 g
5 PCB 100 mV/g 27 g
6 Kjaer 9,65 mV/g 17 g
7 Kistler 100 mV/g 9 g
8 Kistler 100 mV/g 9 g
9 Kistler 100 mV/g 9 g

Figures 5.3 and 5.4 show a schematic representation of the installation position of
each accelerometer along the length of the beam and an image showing the installa-
tion detail, respectively. As can be seen, the accelerometers were positioned keeping
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them equidistant from each other. As the total length of the beam is 2145mm,
between them we obtain a distance of approximately 268.1mm.

Figure 5.3: Schematic of the positioning of accelerometers.

Figure 5.4: Detailed view of the sensor positioning

In Fig. 5.5 the procedure used to apply the impacts on the beam can be seen.
The hammer used is a Brüel and Kjaer type 8200. This hammer, which can be
seen in Fig. 5.6, has tips with three different materials capable of exciting different
frequency bands.

Each of the nine DOF were impacted 10 (ten) times, with each of the three tips
available, totaling 270 impacts.

The modal parameters identification was made using the data obtained by the
National Instruments NI 9234 acquisition board, processed as in Fig. 5.7.

Next section will present the processing results of the signals obtained in this
experiment.

5.1.3 Output-Only Modal Analysis (O-OMA)

Only vibration responses were used in the Enhanced Frequency Domain Decompo-
sition (EFDD) algorithm. The idea was to simulate practical situations where it is
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Figure 5.5: Aluminum beam being excited by impact hammer.

Figure 5.6: Impact Hammer Brüel e Kjaer model 8200.

not always possible to measure the excitation forces. Details of this analysis can be
found in (BUSSON et al., 2019).

The analysis of the range up to 1500 Hz encountered 22 (twenty two) modal pa-
rameters. Table 5.4 shows these natural frequencies. The first 4 (four) experimental
mode shapes can be seen in Fig. 5.10.
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Figure 5.7: Data acquisition board from National Instruments model NI 9234.

Table 5.4: Modal parameters estimated using EFDD

Vibration Frequency[Hz] Vibration Frequency[Hz] Vibration Frequency[Hz]
Modes Modes Modes

1 6.26 9 257.26 17 879.63
2 17.53 10 314.25 18 974.06
3 34.42 11 376.40 19 1078.49
4 56.97 12 443.85 20 1198.08
5 84.81 13 518.77 21 1303.98
6 119.19 14 596.57 22 1417.92
7 153.81 15 669.14
8 212.28 16 793.77

5.1.4 Model Reduction using Guyan-SEREP

With the FEM of the aluminum conveniently constructed and converged, this full
model was used as a initial stage of the study, as it was the source from where the
mass and stiffness matrices were withdrawn.

The mass and stiffness matrices were then used as input data to perform a
eigenvalue solution from which the results were used in the model reduction (in
modal space). The goal of the reduction was matching the number of degrees of
freedom of the reduced model with the experimental ones.

The full model was reduced to 9 (nine) active nodes - located in the same physical
position where the accelerometers were placed. As shown in Fig. 5.8, the first four
mode shapes were plotted for the numerical full modes and the numerical SEREP
reduced modes. The MAC number between the SEREP reduced and the full nu-
merical modal model is indicated above each plot. As can be seen, there is a perfect
match between full and reduced mode shapes, which leads to a MAC value of 1.
Figure 5.9 presents the MAC matrix for the 7 (seven) numerical mode shapes.

All assessment criteria used to compare the reduced and full numerical models
indicated that the reduction process to the 9 (nine) DOF were successful and a good
correlation between the full model and reduced was achieved. The MAC numbers
corresponds to 1 (one) for all modes assessed.
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Figure 5.8: SEREP reduced and full numerical mode shapes comparison.
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The efficiency illustrated above permits reduction process use as a comparable
base for smoothing with the experimental data. Fig. 5.10 shows the first four mode
shapes where the numerical SEREP and the experimental mode shapes were plotted.
As can be seen in Fig. 5.11 all MAC values are above 0.97 and mode shapes are very
similar as expected for this high MAC values. Fig. 5.12 presents the COMAC and
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RD between experimental and reduced models on each accelerometer DOFs and for
7 (seven) mode shapes. In general, the COMAC of all DOFs was above 0.97, except
for the DOF no.4. Also, the RD stayed below 0.2% for all DOFs and mode shapes
considered in the analysis.

This result was expected, since as stated in BRINCKER e VENTURA (2015), a
free - free test is good because it is well defined, but bad in the sense that the FEM
simply correlates too well with the experiment.
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Figure 5.11: MAC for SEREP and experimental modes.

For the other 15 (fifteen) experimental mode shapes such comparisons cannot be
made directly, because the 9 (nine) accelerometers (DOFs) cannot spatially represent
these higher modes, i.e., there is a spatial aliasing. Although these measured modes
are spatially incomplete, it is still possible to calibrate them, as shown by LIU (2011).
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Figure 5.12: COMAC and RD between SEREP and experimental modes

5.1.5 Modal Expansion and Smoothing Using Experimental

Mode Shapes

Smoothing between numerical and experimental modes reduces the differences be-
tween numerical and experimental DOF’s amplitudes. It tends to increase MAC
and COMAC values and decrease RD values.

The LC is based on the selection of an optimum base of numerical modal vectors.
As an example of this process, Fig 5.13 presents on the left the increasing MAC
number for the fitting DOFs as the number of modes increases, while on the right,
for the observation DOFs, the MAC number reaches a maximum and then decreases,
indicating that any number of modes above the one where the maximum occurred
yields a correlation that can be considered over fitting. For the fifth mode presented
in Fig. 5.13, 4 (four) modes were used as a base for the fitting process.More details
on how the LC works can be seen in (BRINCKER et al., 2014).
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Figure 5.13: LC estimate of optimum number mode shapes for correlation.

The fitted (calibrated or smoothed) mode shapes can be seen in Fig.5.14, plotted
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along with the non-fitted (numerical) and the experimental mode shapes for com-
parison purposes. MAC values appearing in the plots are between the fitted and
the experimental mode shapes, and, in general, a clear improvement can be seen,
mainly for the 2nd mode shape, as showed in Fig.5.15.

0 500 1000 1500 2000

Distance (mm)

-0.04

-0.02

0

0.02

0.04

0.06

A
m

p
lit

u
d
e

Mode 1 / MAC =0.980

0 500 1000 1500 2000

Distance (mm)

-0.04

-0.02

0

0.02

0.04

0.06

A
m

p
lit

u
d
e

Mode 2 / MAC =0.986

0 500 1000 1500 2000

Distance (mm)

-0.04

-0.02

0

0.02

0.04

0.06

A
m

p
lit

u
d
e

Mode 3 / MAC =0.999

0 500 1000 1500 2000

Distance (mm)

-0.04

-0.02

0

0.02

0.04

0.06

A
m

p
lit

u
d
e

Mode 4 / MAC =0.995

Experimental

SEREP Non-Fitted

LC - Fitted

Figure 5.14: Modal plots for calibrated, non-fitted and experimental mode shapes.

The improvements achieved with the LC methodology in comparison with the
results obtained with the non-fitted reduced procedure can be observed in Fig. 5.15
for lower frequency modes and in Fig. 5.16 for higher frequency modes. The MAC
results show a clear improvement on the correlation of the LC fitted model in com-
parison with the non-fitted reduced model.

The smoothing process could have been carried out for each mode shape sepa-
rately, but in this work, one chose to fit all the 22 (twenty-two) modes using the
same 4 (four) fitting DOFs (numbers 2, 4, 7 and 8) and keeping the same 5 observa-
tion DOFs (numbers 1, 3, 5, 6 and 9), since the results obtained were satisfactory,
as shown above.

5.1.6 Virtual Sensing

As mentioned in section 5.1.2, the beam’s modal parameters were identified con-
sidering the impacts on all 9 (nine) DOFs. Thus, it was possible to identify all 22
(twenty-two) bending mode shapes, in the range of 0.1 to 1500 Hz. For the virtual
sensing procedure, only the response signals measured due to the impact on DOF 5
were chosen, as shown schematically in Fig.5.17. In addition, dynamic response pre-
dictions were evaluated for DOF 9 and the acceleration signal measured in this DOF
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were used as a reference to assess the accuracy of the predictions. Two situations
were analyzed: (i)the possibility of obtaining good results if only one accelerometer
and one mode shape are used. And, (ii)the influence to the prediction errors if more
accelerometers are used.

Figure 5.17: Rectangular beam configuration(Fi: force, ai: accelerometer).
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Response Prediction in DOF 9 using the Acceleration Measured in DOF
1

An impact on DOF 5 did not excite the even vibration modes, that is, the 2nd, 4th,
6th, 8th, 10th and so forth, until the 22nd mode shape. It can be seen in Fig. 5.15
that, in the 2nd and 4th mode shapes, DOF 5 behaves as a node, and it is so for all
even mode shapes.

When attempting to predict the vibration signal in DOF 9 using all 22 mode
shapes, the result is disastrous, as it should be, because the modal participation
factor of the impact force is not taken into account in the response measurements.
This means that the modal matrix that should be used in Eqs. (3.41) and (3.42)
must be obtained experimentally, considering only the impacts on DOF 5. For this
case, no even vibration modes would be identified.

Figure 5.18 shows the measured and predicted signals in DOF 9 in the time
domain. Figure 5.19 shows the same signals in the frequency domain. In this case,
only the acceleration measured in DOF 1 (a1) was used for the prediction, and all
11 odd mode shapes (1st, 3rd, 5th, 7th and so on) were used. Note that both TRAC
and FRAC have values close to 1, and the mean absolute errors (MAE) and the
RMS errors are small, which shows the high accuracy in the prediction.

On the other hand, if in Figs. 5.22 and 5.23, we look at the first line in the axis
number of accelerometers, we find that using only the first mode, the prediction is
already quite accurate for the entire frequency range, with TRAC and the FRAC
close to 1 and RMS error around 3× 10−3m/s2. It should be noted that increasing
the number of modes used in the modal matrix manifests no significant accuracy
improvement. In Figs. 5.22 and 5.23, the axis named Number of Accelerometers
represents the number of measurements used to estimate the modal coordinates,
being 1 for a1; 2 for a1 and a2; 3 for a1, a2 and a3; up to 8 (a1, a2, a3, a4, a5,
a6, a7 and a8). The acceleration measurement a9 was used only for evaluating the
predictions accuracy. The Number of Modes axis shows the number of odd mode
shapes used in the predictions.

Response Prediction in DOF 9 using Multiple Acceleration Measure-
ments

Figures 5.20 and 5.21 show the measured and predicted signals for DOF 9, in the
time and frequency domains. In this case, 3 accelerometers (a1,a2 and a3) and 9
odd (1st, 3rd, 5th...17th) mode shapes were used. Note that the TRAC and FRAC
are close to 1, indicating that both signals have the same shape and, from the
amplitude standpoint, mean absolute (MAE) and the RMS errors are low, which
shows the high accuracy of the predicted signal. It can be seen in Fig. 5.22 (a) and
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Figure 5.18: Time domain comparison of predicted and measured accelerations at
the ninth DOF.
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Figure 5.19: Frequency domain comparison of predicted and measured accelerations
at the ninth DOF.

(b) that TRAC and FRAC are between 0.5 and 0.994. That is, for large number of
accelerometer used, the predicted response signal, in time and frequency domains,
has low accuracy with few modes but increases as more modes are added to the
process. The difference is due to the amplitudes, as can be seen in Fig. 5.23 (a)
and (b). In the time and frequency domains, the RMS error was minimal when 3
accelerometers and 9 odd vibration modes were used.

An advantage of the modal expansion method in predicting responses is that it
only uses the modal matrix and does not depend on natural frequencies and damping
ratios, as can be seen in the Eqs. (3.41) and (3.42). Other methods, such as the
Kalman Filter, need those information MAES et al. (2014).

Another advantage of this method is that there is no need to normalize the modal
matrix, since this is implicitly taken into account at the time of modal coordinates
estimation, as shown in Eq. (3.41). The modal matrix normalization affects only
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Figure 5.20: Time domain comparison of predicted and measured accelerations at
the ninth DOF.
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Figure 5.21: Frequency domain comparison of predicted and measured accelerations
at the ninth DOF.
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Figure 5.22: Comparison between predicted and estimated signals.

5.1.7 Results Discussion

In this case study a calibrated or smoothed expanded modal model of a rectangular
aluminum beam suspended in air was used to estimate acceleration amplitudes in
non-instrumented locations.

47



Number of accelerometers

0

0.01

1
28

R
M

S
E

T
D

RMSE
TD

0.02

37
46

0.03

5

Number of modes

5 6
4 7

3 8
2 9

101
11

0

0.005

0.01

0.015

0.02

0.025

(a) RMSETD

Number of accelerometers

Number of modes

0

1
2

3
8

1

RMSE
FD

4

R
M

S
E

F
D

×10
-4

7 56 65

2

74
83

92
101

11
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

×10
-4

(b) RMSEFD

Figure 5.23: Root mean squared error on time and frequency domains.

The numerical modal model, obtained through the FEM, was necessary (i) to
serve as a basis for smoothing the experimental modal matrix; (ii) for obtaining a
mass matrix to M-orthonormalize the experimental modal matrix (this step is not
necessary for response prediction, but it is crucial when predicting forces); and (iii)
to serve as a basis to correct the spatial aliasing of higher experimental mode shapes.

A clear improvement can be seen on the MAC correlation when the fitting process
is undertaken, meaning that numerical model when fitted become closer to the
experimental model. Thus, when used the fitted modal model to expand the dynamic
measurements onto non measured degrees of freedom are more prone to yield more
accurate results.

The correlation process, based on the LC principle, showed to be dependent on
the choice of fitting DOFs. Therefore, on the next case study the improvement of this
method proposed in this work, the LCMC, will be used as it allows the optimization
of the fitting DOFs for each mode shape to be calibrated.

It can be concluded that modal parameters should be identified and used for
virtual sensing in a specific operational condition. In general, modal parameters
obtained in one operational condition should not be used to predict the dynamic
response in another operating condition, because some vibration modes may or
may not be excited in the new operational condition, which can lead to erroneous
predictions.

Finally, to validate the improvements that can be achieved with the LCMC
smoothing method proposed in this dissertation, a test was undertaken in this case
study. The improvements can be seen in Fig. 5.24.

As can be seen the MAC values showed better results with the proposed LCMC
method and therefore for the next case studies it will be the method of choice for
the smoothing process.
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Figure 5.24: MAC improvements comparing LC and LCMC smoothing methods.

5.2 Rectangular Cantilever Beam

The second case study here presented is based on the same aluminum beam used
on the first case study, but considering in this case a different boundary condition.
The same methodology was applied as described below.

5.2.1 Finite Element Model (FEM)

A numerical FEM was developed at first to have a preliminary notion of the modal
parameters of the beam, mainly to avoid positioning the sensors over the nodes
where the displacement will be zero, spoiling the measurement.

For the FEM model an important assumption is that the system is undamped.
This assumption is pertinent because the proposed method is not interested in a
system’s response in the resonance regions, where it would be crucial to consider
damping effects.

The dimensions of the beam are the same from the previous and can be seen on
5.2, the difference being that in this case a clamp was installed 835 mm from one
end of the beam in order to introduce the cantilever boundary condition.

The model was developed in the same finite element commercial software and
the construction started with keypoints that were assigned to match the sensors
coordinates and the clamped point, as shown in table 5.5. A line segment between
each keypoint was assigned and further subdivided to build the mesh. The optimized
subdivision of these segments was determined afterwards by a mesh test.

The sensors were modeled as mass elements, in this case each accelerometer
used weighted 50g. The sensors mass was assigned to the nodes in each of the last
5 keypoints in Table 5.5 to match their coordinates in the experiment.

The number of nodes in the model was assessed using a mesh test as in the
previous case study. A mesh test was performed to determine an optimized mesh
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Table 5.5: FEM model keypoints position in relation to the beam clamped point.

Keypoints Coordinates [m]

#1 -0.835
#2 0.0
#3 0.11
#4 0.41
#5 0.72
#6 1.01
#7 1.31

size, i.e. a size where it can be considered the solution converged. The convergence
criteria applied is a relative average relative difference between frequencies of succes-
sive mesh steps reaches a value below 0, 1%. The mesh step size was determined by
the number of subdivisions for each of the 6 line segments, these subdivisions were
determined as a constant multiplied by the length of the segment, so the variable
is the constant which started with 6 and doubled each iteration. Only the first 10
eigenvalues were used for this test, Tab. 5.6 shows the comparison between number
of subdivisions for the line segments and its respective eigenvalue solutions.

Table 5.6: Mesh convergence by comparison of Natural frequencies (f (Hz)) and
number of line segment subdivisions (N).

Based on the criteria and analyzing Tab. 5.6 a mesh size resultant of the sub-
division of the line segments in 100 has been determined as an optimized mesh size
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for the geometry of the study case, since further smaller subdivisions would not
give results with an average relative difference greater than 0, 1%. This subdivision
resulted in a mesh size of 215 nodes with elements of about 10 mm in length each.

5.2.2 Experimental Setup

A cantilever aluminum beam, instrumented with accelerometers and used for modal
tests. It has a full length of 2,145mm, however, the length of the segment which the
accelerometers were positioned is 1,310mm from the clamped point to the top.

The following equipment were used in the tests:

• B&K Impact Hammer (Model 8200)

• 05 Uniaxial Accelerometers

• National Instruments Data Acquisition Card (Model NI 9233)

• 01 Notebook for Data Acquisition

R. S. MINETTE (2014) For signal acquisition, A National Instruments’® system
was used with software Labview® 8.0. The system has a analogic-digital converter
of 24 bits with sampling rate from 2 kHz to 50kHz for each channel, up to 32 channels
(NI-9178 model with boards USB NI-9233). The system also has an analogic filter
anti-aliasing.

The accelerometer used was a piezo-electric type with 100 mV/g sensibility, ac-
quisition range from 2 Hz to 10 kHz, waterproof from manufacturer PCB-IMI, model
624B11. The signal acquisition system as well as the accelerometer used can be seen
in Fig. 5.25.

Figure 5.25: Measuring Instruments: a) A/D NI® board b) Waterproof piezo-
electric accelerometer.
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These 5 (five) accelerometers were positioned so that the distances between two
consecutive sensors were equivalent. As the free length of the beam is 1,310mm,
the distances between the sensors is 300mm, being the first accelerometer installed
110mm from the fixation point. A multiple reference impact testing was performed
using an instrumented hammer with a steel tip mounted. Fifteen impacts were
applied near the clamped point, as shown in Fig. 5.26.

Figure 5.26: Rectangular beam in cantilever boundary condition and instrumented
with 05 accelerometers.

Firstly, the output-only modal analysis results were presented. Then, the re-
duction process was validated through MAC, COMAC and RD by comparing the
SEREP reduced and the full numerical model. Next, results for model correlation
using the LC method were presented, as well as the improvement in the correlation,
using MAC as a criteria. Finally, results of virtual sensing the vibration response
at the DOF no. 5, which is at the end of the beam, were presented.

5.2.3 Output-Only Modal Analysis (O-OMA)

The beam was clamped in its base and all excitation impacts were applied near the
clamped point, as shown is Figure 5.27.

The first 5 (five) natural frequencies obtained from the analysis are shown in
Table 5.7. The first mode had to be identified manually. This can be explained by
the fact that the impacts were applied near the clamped point, therefore exciting
higher modes. The consequence is that lower frequency modes showed lower energy
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Figure 5.27: Rectangular beam configuration(Fi: force, ai: accelerometer).

in the spectrum and might be harder to identify.
Only vibration responses were used in the Enhanced Frequency Domain De-

composition (EFDD) algorithm. The objective was to simulate practical situations
where it is not always possible to measure the excitation forces. Details of this anal-
ysis can be found in MARTINS VIEIRA (2020). Table 5.7 shows the first 5 (five)
natural frequencies. The corresponding experimental mode shapes can be seen in
Fig. ??.

Table 5.7: Natural frequencies estimated using EFDD

Modes Frequency[Hz]
1 2.39
2 14.82
3 41.22
4 81.19
5 136.96

5.2.4 Model Reduction using Guyan-SEREP

First of all, the aluminum beam FEM was conveniently constructed and converged.
Its large number of nodes makes exporting mass and stiffness matrices manipula-
tion time consuming, specially for application of SEREP modal reduction and for
the smoothing process. Therefore, as the software has a built-in Guyan reduction
algorithm available, it was used to decrease the matrices sizes, carefully applying
the reduction without loss of dynamic characteristics.
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A sensitivity test was carried out to guarantee the maintenance of the dynamic
properties during this reduction process. In this test, the number of active nodes
required to maintain the dynamic characteristics was evaluated.

Whether the Guyan method is applied to get a complete reduction to the few
nodes of interest, substantial errors may be obtained since the number and selection
of active DOFs have influence on the solution. Thus, the number of active degrees of
freedom chosen for Guyan was optimized to obtain eigenvalues close to the eigenval-
ues obtained from the solution of the full model. In all cases the nodes related to the
sensors were included. The stop criterion was when the average relative difference
between two subsequent solutions reaches a value below 0, 1%. Tab. 5.8 shows the
number of active degrees of freedom and the related frequency values.

Table 5.8: Analysis of the influence of the number of active degrees-of-freedom in
the Guyan natural frequency results.

Examining Tab. 5.8 it has been concluded that 57 active degrees of freedom
are the minimum number in which the solution does not diverge over 0, 1% since
the average difference between frequencies with 91 active DOF and 57 active DOF
observed was only 0, 01%.

The next step was to perform the reduction process in the FEM software, con-
sidering the optimal 57 nodes, and then extracting the mass and stiffness matrices
to be manipulated externally using Matlab to perform the further reduction.

The Guyan reduced model was used to obtain mass and stiffness matrices that
were then used as input data to perform a eigenvalue solution from which the re-
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sults were used in the model reduction (in modal space), the goal of the reduction
is matching the number of degrees of freedom of the reduced model with the exper-
imental ones.

The model was reduced to 5 (five) active nodes (located in the same physical
position where the accelerometers were placed). It can be seen in Fig. 5.28 the first
five mode shapes where the numerical SEREP reduced and the numerical full model
mode shapes were plotted. The MAC number between the SEREP reduced and the
full numerical modal model is indicated above each plot. As can be seen, there is a
perfect match between full and reduced mode shapes, which leads to a MAC of 1.
Figure 5.29 presents the MAC matrix for the 5 (five) numerical mode shapes.
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Figure 5.28: SEREP reduced and full numerical mode shapes comparison.
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Figure 5.29: MAC for SEREP reduced and full numerical mode shapes.

All assessment criteria used to compare the reduced and full numerical models
indicated that the reduction process was successful for the five DOF and a good
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correlation between the full model and reduced was achieved. The MAC numbers
are 1 (one) for all modes assessed.

The efficiency illustrated above permits reduction process use as a comparable
base for smoothing with the experimental data. In Fig. 5.30 can be seen the first
five mode shapes where the numerical SEREP and the experimental mode shapes
were plotted. As can be seen in Fig. 5.31 all MAC values are above 0.9 and mode
shapes are very similar as expected for this high MAC values. Fig. 5.32 presents the
COMAC and RD between experimental and reduced models on each accelerometer
DOFs and for 5 mode shapes. It can be seen that, in general, the COMAC of all
DOFs was above 0.94. Also, the RD stayed below 0.8% for all DOFs and mode
shapes considered in the analysis.
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Figure 5.30: Experimental and SEREP reduced mode shapes comparison.
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Figure 5.32: COMAC and RD between SEREP and experimental modes

5.2.5 Smoothing of the Experimental Modal Matrix

The same conclusion taken from the free-free case study happens here and the
smoothing of the experimental modes with numerical data caused the differences
between the numerical and experimental DOFs amplitudes to be minimized. This
will tend to increase MAC and COMAC values and decrease RD values. As in the
previous case study it was concluded that greater care should be taken with the
choice of DOF for the smoothing process, in these case study the proposed LCMC
method was applied.

The fitted (calibrated or smoothed) mode shapes can be seen in Fig.5.33, plotted
along with the non-fitted (numerical) and the experimental mode shapes for com-
parison purposes. MAC values appearing in the plots are between the fitted and the
experimental mode shapes, and, in general, a clear improvement can be seen.

The improvements achieved with the LCMC methodology in comparison with
the results obtained with the non-fitted reduced procedure can be observed in Fig.
5.34. The MAC results show a clear improvement on the correlation of the LCMC
fitted model in comparison with the non-fitted reduced model.

5.2.6 Virtual Sensing

As mentioned in section 5.2.3, the beam’s modal parameters were identified consid-
ering the impacts near the clamped point. Thus, it was possible to identify the first
five bending mode shapes, in the range of 0.1 to 140 Hz. For the virtual sensing
procedure, the response signals measured due to the impact on DOF 1 was used,
as shown schematically in Fig.5.27. In addition, dynamic response predictions will
be evaluated at DOF 5 and the acceleration signal measured in this DOF will be
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Figure 5.33: Modal plots for calibrated, non-fitted and experimental mode shapes.
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used as a reference to assess the accuracy of the predictions. Two situations were
analyzed: (i)The possibility of obtaining good results if only one accelerometer and
one mode shape are used. And, (ii)The influence to the prediction errors if more
sensors and mode shapes are used.

Response Prediction in DOF 5 using the Acceleration Measured in DOF
4

Figure 5.35 shows the measured and predicted signals in DOF 5, in the time domain.
Figure 5.36 shows the same signals, now in the frequency domain. In this case,
only the acceleration measured in DOF 4 (a4) was used for the prediction, and the
second to fifth mode shapes (2nd,3rd,4th and 5th) were used. Note that both TRAC
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and FRAC have values above 0.95, and the mean absolute errors (MAE) and the
RMS errors are small, which shows the high accuracy in the prediction.

Figure 5.35: Time domain comparison of predicted and measured accelerations at
the fifth DOF.

Figure 5.36: Frequency domain comparison of predicted and measured accelerations
at the fifth DOF.

5.2.7 Response Prediction in DOF 5 using Multiple Acceler-

ation Measurements

Figures 5.37 and 5.38 show the measured and predicted signals for DOF 5, in the
time and frequency domains. In this case, the method used to choose the number
of accelerometers and modes in the prediction was to calculate the correlation for
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the prediction signals with the measured in all combinations possible with the avail-
able accelerometers and modes. Then, the assessment criteria were optimized one
by one and the RMS in the time domain yielded the best result. The combination
of accelerometers and modes that minimized the RMSETD was using 2 (two) ac-
celerometers (a1 and a4) and 2 (3rd and 5th) mode shapes. Note that the TRAC
and FRAC are above 0.98, indicating that both signals have the same shape and,
from the amplitude viewpoint, mean absolute (MAE) and the RMS errors are low,
which shows the high accuracy of the predicted signal.

An advantage of the modal expansion method in predicting responses is that it
only uses the modal matrix and does not depend on natural frequencies and damping
ratios, as can be seen in the Eqs. 3.41 and 3.42. Other methods, such as the Kalman
Filter, need those information MAES et al. (2014).

Another advantage of this method is that there is no need to normalize the modal
matrix, since this is implicitly taken into account at the time of modal coordinates
estimation, as shown in Eq. 3.41. The modal matrix normalization affects only the
amplitudes of the modal coordinates.

Figure 5.37: Time domain comparison of predicted and measured accelerations at
the fifth DOF.

5.2.8 Results Discussion

In this case study, a calibrated or smoothed expanded modal model of a cantilever
aluminum beam was used to estimate acceleration amplitudes in DOF 5.

The numerical modal model, obtained through the FE method, was necessary (i)
to serve as a basis for smoothing the experimental modal matrix; (ii) for obtaining
a mass matrix to M-orthonormalize the experimental modal matrix (this step is not
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Figure 5.38: Frequency domain comparison of predicted and measured accelerations
at the fifth DOF.

necessary for response prediction, but it is crucial when predicting forces) and (iii)
to serve as a basis to correct the spatial aliasing of higher experimental mode shapes.

The SEREP reduction procedure achieves the goal of fully reducing the system
keeping exactly the same natural frequencies and mode shapes from the original
system. The MAC between the reduced model mode shapes from this method
compared to the full model were all close to 1 and all relative difference (RD) values
were below 1%. These results conclude the efficiency of the reduction procedure.

The smoothing process, based on the LCMC principle, showed to be successful
and yielded very good improvement in the correlation with the experimental results.

An advantage of the modal expansion method, in predicting responses, is that it
only uses the modal matrix and does not depend on natural frequencies and damping
ratios. This method is fast, easy to implement and effective. The virtual sensing,
both in the time and frequency domains, showed good agreement with the measured
acceleration signals.

The optimization process used to select the accelerometers and modes for the
signal prediction resulted in a selection of accelerometers with signals that don’t
represent all amplitude response, thus resulting in predicted signal that for some
frequencies are below the real measurement amplitude, as can be seen in Fig. 5.38.
For future works this could be improved by using a more robust optimization tech-
nique to select the attributes for the prediction process, for example, by using other
optimization algorithms or machine learning in the process.

5.3 Interstage Compressor Pipe System

As the methodology was validated using the two case studies presented before, with
controlled conditions in laboratory tests, the next step of this work was to apply
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the same procedure in a real application case. This case study is the application of
the methodology to an interstage DN10 pipe connecting the discharge of the first
stage of a reciprocating compressor to the pulsation damper from the second stage
suction as can be seen in Fig. 5.39 taken from the process plant 3D model. In the
image, the blue marked pipe is the section that was modeled using ANSYS software
and the red dots indicate the positions where accelerometers were installed.

Figure 5.39: Second stage suction pipe, image taken from the 3D model of the
process plant. Accelerometer installation positions marked in red.

5.3.1 FEM Model

As described in chapter 4, a preliminary model was developed to indicate the best
positions for sensor placement, avoiding positioning of sensor over node points of the
lower frequency and more relevant mode shapes. Fig. 5.40 shows the dimensions of
the DN10 pipe, object of analysis in this case study.

The full model consisted of 715 (seven-hundred and fifteen) nodes, including
nodes positioned at the measured locations. The number of nodes used was calcu-
lated using a mesh test with a convergence criteria related to the natural frequencies.
As this case study is a three-dimensional structure, it took in consideration all trans-
lations and rotational degrees of freedom, therefore 6 (six) DOFs for each node. A
two-dimensional, derived from the beam element, pipe element (PIPE288) was used.
In Fig. 5.41 the model can be seen with the element cross-section represented in the
plot, therefore even though a two-dimensional element was used the model image
appears three-dimensional.
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Figure 5.40: Pipe dimensions and identification of accelerometer and impact posi-
tions.

Figure 5.41: Finite element full model.

The model boundaries consisted of three interfaces. The first is the flanged
connection to the interstage heat exchanger (point #1 shown in Fig 5.39. The
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second is a hold down support located on point #5 as identified in Fig. 5.39 and in
the picture shown in Fig. 5.42. the third is the connection to the pulsation damper
(point #10 shown in Fig 5.39

Figure 5.42: Intermediary pipe support.

The boundary condition for the pulsation damper presents a lower stiffness than
what normally would be considered in these cases, that is a rigid anchorage at the
pipe end. As the vessel can be considered a compliant structure for its characteristics
of larger diameter and thin shell construction, an approximation of its rigidity on
the flange connection to the pipe was estimated. The estimation of the values was
performed using the FEM shown in Fig. 5.43. A unitary displacement was applied
individually at each DOF of the flange and the resulting reaction was considered as
the system rigidity on that direction.

The other boundary conditions used were zero displacement for all three di-
rection for the intermediate support (UX=UY=UZ = 0) and an anchor point at
the connection to the interstage heat exchanger as it is a more robust structure
(UX=UY=UZ=RX=RY=RZ = 0).

The FEM model constructed yielded very satisfactory results. In table 5.9, the
natural frequencies calculated numerical for the full model can be seen in comparison
with the experimentally obtained values as well as the difference between them.

5.3.2 Experimental Setup

The experiments were undertaken on the second stage suction line of the hydrogen
make-up compressor of a diesel hydrotreating unit at Presidente Bernardes Refinery
- Cubatão-SP (RPBC). The hydrogen make-up system consists of two reciprocating
compressors, A and B (doubly redundant). The measurements were concentrated
on compressor A, initially inactive, while compressor B operated to supply the unit’s
hydrogen demand.
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Figure 5.43: Pulsation damper model for boundary condition stiffness calculation.

Table 5.9: Difference between numerical and experimental
natural frequencies.

Mode Numerical Natural Experimental Natural Difference
Frequency [Hz] Frequency [Hz] [%]

1 30.94 29.904 3.46%
2 44.31 42.187 5.04%
3 48.46 48.135 0.67%
4 69.7 68.635 1.55%
5 88.97 89.661 0.77%
6 107.78 108.13 0.32%
7 118.25 120.14 1.57%
8 125.69 126.07 0.30%
9 137.23 131.94 4.01%
10 159.8 156.13 2.35%
11 181.87 176.35 3.13%

The data acquisition system was installed along the pipe. Numbers from 1 to 10
shown in Fig. 5.40 indicate the positions where the accelerometers were installed.
In table 5.10 the number of accelerometers used at each position, the manufacturer
and directions measured can be seen.

In addition to the sensors used, a National Instruments data acquisition system
composed of a series of c-DAQ NI 9234 and a PCB impact hammer was also used.

In Fig. 5.44 the second stage pipe with the accelerometer installed can be seen.
The experiment was performed in two parts. The first part consisted of an impact

test condition, similar to the one applied in the first case study. Impact tests were
carried out at 5 (five) different points: P1 and P2, with impacts in the X and Y
directions; P3, in the X and Z directions; P4, in the Z direction; and P5, in the Y
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Table 5.10: Description and location of the sensors used.

Item Number Manufacturer Direction
of Acc

1 2 PCB X & Z
2 2 Kistler X & Z
3 2 Kistler X & Y
4 2 Kistler & PCB X & Y
5 2 Kistler & PCB X & Y
6 2 SKF X & Z
7 2 PCB X & Z
8 3 PCB X & Y & Z
9 3 PCB X & Y & Z
10 2 PCB Y & Z

and Z directions. The impact points locations are identified in Fig. 5.40.
In the second part the following conditions were applied in the machine while

vibration signals were being collected: compressor ramp start, steady-state measure-
ment and ramp stop. The acquisitions were made with the compressor operating in
re-circulation condition, to avoid interference from the test with the operation of the
unit, at 30% of its capacity, without load. All measurements were performed with
an acquisition rate of 2 KHz. Impact tests were measured for 50 seconds; the mea-
surement throughout the start-up, for 150 seconds; steady-state, for 100 seconds;
and during the stop, for 100 seconds.

5.3.3 Output-Only Modal Analysis (O-OMA)

Using the data obtained with the experiment described before, the Modal parameters
were estimated using the OMA analysis, using the EFDD method. The natural
frequencies were estimated from the SVD plot of each measurement, assessed to the
frequency of 250Hz. Fig. 5.45 presents the results for impacts on positions P1 and
P2 in X direction.

From the singular value decomposition (SVD) plot it can be seen that although
during the impact testes compressor A was not operational, the harmonics from the
operation of compress B, located in the proximity were also collected as the high
level of vibrations the machine generated were transmitted through the support
base and structures, this imposed an additional challenge to the identification of the
natural frequencies.

The modal parameters estimated can be seen on table 5.11.
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Figure 5.44: Second stage suction pipe with accelerometer installed highlighted with
red circles.

5.3.4 Model Reduction using Guyan-SEREP

With the FEM completed and presenting natural frequencies that are close to the
experimentally obtained the next stage of the analysis was to perform the model
reduction, making the number of DOF compatible with the measurements available,
a necessary procedure for the next steps of smoothing and virtual sensing.

The first step of the reduction was undertaken using the FE software built-in
function, that uses the Guyan reduction method. This stage of the reduction is very
dependent on the selected active degrees of freedom, therefore great care was taken
to allow the downsizing of the data to be exported from the software without loosing
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Figure 5.45: SVD - Impacts in P1 and P2, X direction.

Table 5.11: Modal Parameters estimated using EFDD.

Mode EFDD Natural Damping
Frequency [Hz] [%]

1 29.904 0.561
2 42.187 0.793
3 48.135 0.339
4 68.635 0.110
5 89.661 0.875
6 108.13 0.203
7 120.14 0.066
8 126.07 0.010
9 131.94 0.055
10 156.13 0.069
11 176.35 0.328

important dynamic characteristics.
A total number of 70 (seventy) active nodes were necessary in this first step

of the reduction. As each node has 6 (six) DOF the exported mass and stiffness
matrices were of the size 420× 420. Fig. 5.46 shows the FEM with the active nodes
highlighted.

The exported mass and stiffness matrices were then manipulated using Matlab.
A great amount of adjustment was necessary from the routines developed for this
case study when comparing with the one used in the rectangular beam as this ex-
ample is a three-dimensional example with displacements occurring simultaneously.

As can be seen in Fig. 5.40 the experiment consisted of sensor installation in 9
(nine) different positions. The final objective of the reduction process was to make
the numerical mode equivalent in number of DOF with the experimental data, for a
consistent comparison. With the same objective, the experimental data could also
be expanded to match the size of the numerical model.

68



Figure 5.46: Guyan reduction model showing active DOFs.

In this analysis the reduction was selected so that the resulting data, necessary
for the virtual sensing calculation, was smaller and demanded less computational
resources.

The MAC criteria was applied to compare the mode shapes from the reduced
model Guyan-SEREP against the full model to validate the reduction procedure.
The MAC plot for this comparison is shown in Fig. 5.47. All values for the main
diagonal are 1 (one), showing an excellent correlation between the mixed Guyan-
SEREP reduced model and the full model, thus validating the reduction procedure.
These results are in line with the plots of the mode shapes as it could be seen that
the modes are almost the same. The mode shapes from the first to fourth modes
for the full and reduced models can be seen in Figs. 5.61 to 5.64.

As a last assessment of the reduction procedure, the correlation between the
numerical reduced and the experimental mode shapes was made. The criteria used
for this assessment were MAC, COMAC and RD.

MAC values can be seen in Fig. 5.52 on the left plot, the diagonal values of the
MAC matrix and on the right, the bar plot showing the complete MAC matrix.

The COMAC and RD values for the correlation between reduced and experi-
mental modes can be seen in Fig. 5.53.

Analyzing the correlation results between reduced an experimental data shown
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Figure 5.47: MAC for reduced and full modes.

Figure 5.48: Guyan-SEREP reduced and full mode shape for the first mode.

on Figs 5.52 and 5.53 it is possible to conclude that although the numeric and
experimental natural frequencies are very close to each other, the mode shapes are
not.The mode shapes from the first to fourth modes for the experimental and reduced
models can be seen in Figs. 5.54 to 5.57.

The difference between numerical and experimental mode shapes can be ex-
plained by the complexity of the structure object of this case. It is composed of
boundary conditions that are highly nonlinear and difficult to model and therefore
these differences between the numerical model and the real structure end up as dif-
ferences in mode shapes. One approach that could be used in these situations is
the model updating, where some parameters of the numerical model are optimized
to make it as close as possible to the real structure. In this work this was not the
approach used, we used the local correspondence principle for modes and coordinates
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Figure 5.49: Guyan-SEREP reduced and full mode shape for the second mode.

Figure 5.50: Guyan-SEREP reduced and full mode shape for the third mode.

as a smoothing solution to the differences as can be seen on the next section.

5.3.5 Modal Smoothing Using Experimental Mode Shapes

As we could see in the first two case studies, the smoothing of the experimental
modes diminishes the differences between numerical and experimental data. As the
first cases were experiments made in a controlled environment with very known
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Figure 5.51: Guyan-SEREP reduced and full mode shape for the fourth mode.
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Figure 5.52: MAC for reduced and experimental modes.
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Figure 5.53: MAC for reduced and experimental modes.
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Figure 5.54: Guyan-SEREP reduced and experimental mode shape for the first
mode.

Figure 5.55: Guyan-SEREP reduced and experimental mode shape for the second
mode.
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Figure 5.56: Guyan-SEREP reduced and experimental mode shape for the third
mode.

Figure 5.57: Guyan-SEREP reduced and experimental mode shape for the fourth
mode.
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boundary conditions, the differences started small and were improved. In this case
the differences were greater and this smoothing process is extremely important.

The smoothing process was performed using the LCMC method using the 11
(eleven) mode shapes and the 17 (seventeen) degrees of freedom of the reduced
modal model coinciding with the accelerometers positions and directions.

Fig. 5.58 shows the MAC values between the smoothed mode shapes and the
experimental ones.
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Figure 5.58: MAC for Fitted and experimental modes.

Fig 5.59 show the COMAC and RD correlation between Smoothed and Experi-
mental results.
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Figure 5.59: COMAC and RD between fitted and experimental modes

From the correlations shown above, in comparison to the results shown for the
reduction and experimental correlation shown on section 5.3.4, the improvements
after the smoothing using the LCMC method are very considerable. The compar-
ison between MAC values for each mode shape for the reduced/Experimental and
Smoothed/Experimental can be seen in the comparison presented in Fig. 5.60.
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MAC IMPROVEMENTS

FITTED MODEL & NON-FITTED X EXPERIMENTAL DATA
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Figure 5.60: MAC improvements from LCMC correlation procedure.

The smoothed mode shapes, along with the experimental ones can be seen from
the first to fourth modes in Figs. 5.61 to 5.64.

Figure 5.61: Experimental and Fitted mode shape for the first mode.
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Figure 5.62: Experimental and Fitted mode shape for the second mode.

Figure 5.63: Experimental and Fitted mode shape for the third mode.

5.3.6 Virtual Sensing

With the correlated mode shapes, the next step in the analysis was to perform
the dynamic response prediction. As the modes that were numerically obtained
and smoothed range to 180Hz, the vibration signals used in the virtual sensing
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Figure 5.64: Experimental and Fitted mode shape for the fourth mode.

methodology were first filtered to this value.
The virtual sensing was undertaken in two conditions: (a) The first was using

data from the impact tests and (b) using data from the steady-state machine op-
eration, where the excitation came from the normal operation of the reciprocating
compressor.

In this case study the number of degrees of freedom and modes available to
combine and test in the search for the best combination of DOF and mode set can
become very computational demanding, especially when taking into account that
for the impact tests all possible combinations of DOF, modes should be made for
the available signal of each impact position considered.

For estimating the time that would take to consider the all combinations possible
of DOF and modes for the dynamic prediction of each DOF we tested an example
using one degree of freedom. It took 5,0000 seconds (around 14 hours) to calculate
the best possibility. Considering that there are 9 impact tests and 17 degrees of
freedom to be calculated, it would take 2,140 hours (almost 90 days) to finish the
processing. To overcome this difficulty, an approach based on the consideration used
to create the mode set cluster used in the LC method was used.

In the approach proposed to create the combinations to be calculated, the DOFs
are used in all combinations possible as usual, but the modes are ranked after the
distance in frequency and used in the prediction process as a set increasing from
the closest (in frequency) to the most prominent mode in the response and at each
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iteration the next closest mode, to the main one is added. Using this approach we
were able to predict the dynamic response at all combinations of DOF using all
impacts within 6 hours.

Dynamic Response Prediction Using Impact Test Data

For the dynamic response prediction using the acceleration time series obtained
during the impact tests the best result was for the prediction of the signal in sensor
positioned in location 7 from Fig. 5.40 in the X direction. The combination that
yielded the highest TRAC correlation value between the predicted signal and the
actual measurement was the usage of the signal from DOFs 4; 9; 11; 15 and 17 and
the mode shapes: 1; 2; and 3.

The result is seen in Fig. 5.65 in time domain and in Fig. 5.66 in the frequency
domain. High values of TRAC and FRAC combined with low values of MAE and
RMS errors indicate the high accuracy of the prediction.
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Figure 5.65: Time domain comparison of predicted and measured accelerations at
sensor 7 direction X, impact given at point P4 in Z direction.

Another example of predicted DOF that yielded excellent results is the sensor
in location 7 from Fig. 5.40. Nevertheless, in this case, for the Y direction. The
combination that yielded the highest TRAC correlation value between the predicted
signal and the actual measurement was the using the signal from DOFs 2; 4; 9; 12
and 16 and the mode shapes: 1 and 2.

The result can be seen in Fig. 5.67 in time domain and in Fig. 5.68 in the
frequency domain. As the results presented before, high values of TRAC and FRAC
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Figure 5.66: Frequency domain comparison of predicted and measured accelerations
at sensor 7 direction X, impact given at point P4 in Z direction.

combined with low values of MAE and RMS errors were also encountered, hence
another successful prediction.
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Figure 5.67: Time domain comparison of predicted and measured accelerations at
sensor 7 direction Y,impact given at point P4 in Z direction.
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Figure 5.68: Frequency domain comparison of predicted and measured accelerations
at sensor 7 direction Y, impact given at point P4 in Z direction.

Dynamic Response Prediction Using Steady-State Operation Data

For the dynamic response prediction using the acceleration time series obtained dur-
ing the steady-state operation the best result was also for the prediction of the signal
in sensor positioned in location 7 from 5.40 in the X direction. The combination
that yielded the highest TRAC correlation value between the predicted signal and
the actual measurement was the using the signal from DOFs 1; 3; 5; 6; 7; 8; 9; 10;
11; 12 and 15 and the mode shapes: 1; 2; 3; 4; 5; 6; 7; 8 and 9.

The result can be seen in Fig. 5.69 in time domain and in Fig. 5.70 in the
frequency domain. High values of TRAC and FRAC combined with low values of
MAE and RMS errors indicates the high accuracy of the prediction.
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Figure 5.69: Time domain comparison of predicted and measured accelerations at
sensor 7 direction X.

For the steady-state operation data, another example of predicted DOF that
yielded excellent results is for the sensor in location 7 from Fig. 5.40, but in this
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Figure 5.70: Frequency domain comparison of predicted and measured accelerations
at sensor 7 direction X.

case for the Y direction. The combination that yielded the highest TRAC correlation
value between the predicted signal and the actual measurement was the using the
signal from DOFs 4; 6; 7; 8; 12 and 16 and the mode shapes: 1; 2; 3; 4; 5 and 6.

The result can be seen in Fig. 5.71 in time domain and in Fig. 5.72 in the
frequency domain. As the results presented before, high values of TRAC and FRAC
combined with low values of MAE and RMS errors were also encountered, resulting
in a successful prediction.
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Figure 5.71: Time domain comparison of predicted and measured accelerations at
sensor 7 direction Y.

5.3.7 Results Discussion

In this case study, a real operational structure was instrumented and tested to vali-
date the methodology presented and verified before with laboratory tests. The FEM
model presented challenges that were not faced in the previous tests, mostly because
of the increased complexity of the system, adding an intermediary support with fric-
tion and boundary conditions that are difficult to estimate numerically. Although
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Figure 5.72: Frequency domain comparison of predicted and measured accelerations
at sensor 7 direction Y.

the FEM full model presented good correlation between the natural frequencies with
the experiment, the modal correlation was not adequate.

The fitting process was successful in smoothing the mode shapes between numer-
ical and experimental data. A clear improvement could be seen in the correlation
criteria (MAC, COMAC and RD) after the smoothing process.

As the previous case studies, the correlation process was very dependent on the
choice of fitting DOFs and this example would also benefit from a better optimization
algorithm capable of a more efficient choice of these parameters.

This structure also presented a more pronounced challenge in the virtual sensing
methodology, as the number of DOFs and modes available for the algorithm were
greater. The time to process all the possible combinations was very high and compu-
tational demanding. This is then a promising part for improvement in future study
by for example using Machine Learning to optimize the selection of combinations.

The virtual sensing methodology both in time and frequency domain showed
good correlation between the predicted and measured signal. Therefore it can be
concluded that both the virtual sensing methodology could be validated and also
the smoothing of the mode shapes, as they are an important input to the procedure.

83



Chapter 6

Conclusions and Recommendations

In this dissertation three case studies were undertaken for the application of the
proposed methodology for dynamic response prediction. For the first case, an alu-
minum beam in free-free boundary condition, the validation of the methodology
was successful. A clear improvement could be seen on the MAC correlation when
the fitting process was undertaken, meaning that numerical model when fitted be-
come closer to the experimental model. Thus, when used the fitted modal model
to expand the dynamic measurements onto non measured degrees of freedom are
more prone to yield more accurate results. For this first case the LC fitting method
was used and it was possible to observe the dependence on the choice of the fitting
DOFs. This observation provoked the development of an method that is capable of
yielding better fitting results than the LC, it is defined here as the LCMC method.
For the first case the dynamic response predictions were successful and yield results
with good correlation between predicted and measured signals.

The second case study, based on the same aluminum beam used on the first case
but with a cantilever boundary condition, was undertaken to validated the method-
ology at a different boundary condition. In this case the Guyan-SEREP reduction
achieved the goal of fully reducing the system keeping the dynamic properties. The
MAC between the reduced model mode shapes from this method compared to the
full model were all close to 1 and all relative difference (RD) values were below 1%.
These results conclude the efficiency of the reduction procedure. The smoothing
process, based on the LCMC principle, showed to be successful and yielded very
good improvement in the correlation with the experimental results. The virtual
sensing, both in the time and frequency domains, showed good agreement with the
measured acceleration signals.

The third and main case study of this work was the application of the methodol-
ogy to an interstage DN 10 pipe of a reciprocating compressor. In this case the FEM
model presented challenges, mostly because of the increased complexity of the sys-
tem, adding boundary conditions difficult to represent numerically. Although the
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FEM full model presented good correlation between the natural frequencies with
the experiment, the modal correlation was not adequate. For this reason the fitting
process was very important and successful in smoothing the mode shapes between
numerical and experimental data. A clear improvement could be seen in the corre-
lation criteria (MAC, COMAC and RD) after the smoothing process. The virtual
sensing methodology both in time and frequency domain showed good correlation
between the predicted and measured signal. Therefore it can be concluded that both
the virtual sensing methodology could be validated and also the smoothing of the
mode shapes, as they are an important input to the procedure.

In this work acceleration amplitudes were estimated at unmeasured locations
using smoothed and expanded modal model for three case studies. The estimated
dynamic responses were successful for the three cases presented. This was demon-
strated by the high correlations factors between predicted and measured signals in
time and frequency domains.

The quality of dynamic response prediction found to be very dependent on the
position of the response being predicted. The number and position of the signals
used in the prediction made great difference on the results, as well as the number of
modes considered in the prediction.

The numerical model (FEM) was necessary to serve as a basis for the smoothing
process, for obtaining the mass matrix to M-orthonormalize the experimental modal
matrix (this step will be crucial at future works for the prediction of forces acting
on structures) and serve as a fitting basis to correct spatial aliasing by expansion of
experimental data.

The Guyan-SEREP reduction process proposed showed good correlation with the
FEM full model with the advantage of yielding smaller exported mass an stiffness
matrices, resulting in more computational efficient processing with similar quality
results.

A clear improvements could be seen on the MAC correlation for the three case
studies when the smoothing process was undertaken. A more pronounced improve-
ment could be seen on the pipe as it had more differences between FEM and exper-
imental results.

An advantage of the modal expansion method, in predicting responses, is that it
only uses the modal matrix and does not depend on natural frequencies and damping
ratios. This method is fast, easy to implement and effective. The virtual sensing,
both in the time and frequency domains, showed good agreement with the measured
acceleration signals.

The smoothing process with the LCMC method proposed in this work resulted in
an effective selection of combinations for modes and DOFs and avoided over-fitting.
This was demonstrated by the improvements in MAC values, after smoothing. How-
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ever, as the proposed method relies on calculating the results for all possible combi-
nations of DOFs and modes to choose the best, it resulted in a very computational
expensive task especially for systems with more degrees of freedom.

Following are the topics recommended for further work:

• Evaluate artificial intelligence and optimization algorithms to improve perfor-
mance for the definition of best combination of modes and degrees of freedom
to be used in the smoothing process by discarding combinations of DOFs and
modes that have no relevant influence on the mode shape being smoothed.

• Evaluate optimization and artificial intelligence algorithm to help select the
best locations to install sensors in order to optimize the dynamic response
prediction.

• The virtual sensing method should be extended to predict full-field stress and
strain of structures, allowing the evaluation of fatigue in locations difficult to
measure, for example, the ones used in offshore structures, especially those
that need high reliability

• Another approach that would result in great improvement for the analysis
would be using model updating techniques to optimize the numerical model
and make it as close as possible to the experiment, for instance, in order to
identify faults in structures and/or equipment.

• Extend virtual sensing methodology using artificial intelligence and optimiza-
tion algorithm to estimate forces and moments acting on structures to be used
in troubleshooting and design improvements of structures.
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