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Resumo da Tese apresentada à COPPE/UFRJ como parte dos requisitos necessários para
a obtenção do grau de Doutor em Ciências (D.Sc.)

DESENVOLVIMENTO DE UMA TÉCNICA NUMÉRICA PARA MODELAGEM DO
FRATURAMENTO HIDRÁULICO DE MÚLTIPLOS ESTÁGIOS EM

RESERVATÓRIOS DE XISTO

Behnam Sobhaniaragh

Agosto/2017

Orientadores: Webe João Mansur
Franciane Conceição Peters

Programa: Engenharia Civil

A eficiência da produção em reservatórios não convencionais, com baixa permeabil-
idade, demanda técnicas de perfuração de poços horizontais e fraturamento hidráulico
(FH) de múltiplos estágios. As mudanças no campo de tensões, conhecidas como “stress
shadowing”, afetam significativamente o arranjo das fraturas e suas geometrias. Nesta
tese, para apresentar uma técnica numérica capaz de capturar a propagação de trincas
com caminhos imprevisı́veis e enfrentar a viabilidade de emergência de múltiplas fraturas
coesivas em meio poroso com zona de processo de fratura na ponta da trinca, é esta-
belecido o método dos segmentos coesivos combinado com o método do nó fantasma,
cuja sigla em inglês é CPNM. O arcabouço numérico é implementado em um pacote para
o método dos elementos finitos (ABAQUS®) por meio de rotinas definidas pelo usuário.
Considerando um xisto de múltiplas camadas quase friável, dois cenários com FH sequen-
cial e simultâneo com poço único são investigados. A validação da técnica numérica foi
feita comparando a solução para uma fratura com a solução de Khristianovic-Geertsma-de
Klerk (KGD) e fraturas duplas na presença de “stress shadowing”. Depois disso, a análise
foi estendida para dois poços laterais. Nesta parte, a maior contribuição é a investigação
detalhada do efeito da alteração no campo de tensões como função do espaçamento das
fraturas nos diversos projetos de FH em poços laterais adjacentes. Atenção particular é
dada a projeto MZF com o objetivo de mitigar efeitos colaterais do “stress shadowing”,
melhorando a complexidade das fraturas, levando à modificação do projeto MZF, sendo
este denominado M2ZF. Os resultados obtidos iluminam as vantagens do MZF, e em par-
ticular do M2ZF, na ativação de planos de fragilidade pré-existentes e fraturas naturais
pelo efeito das mudanças no campo de tensões.
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DEVELOPMENT OF A NUMERICAL TECHNIQUE FOR MODELLING OF
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Department: Civil Engineering

Production efficiency from low permeable unconventional reservoirs demands pro-
moting techniques including horizontal well drilling and multi-stage Hydraulic Fracturing
(HF) stimulation. What significantly affects the fractures arrangement, and associated ge-
ometries is the stress field changes, referred to as “stress shadowing”. In this dissertation,
in order to present a numerical technique, which is capable of capturing the non-planar
hydraulically driven crack propagation with unpredictable path, on one hand, and tackling
the feasible emergence of multiple cohesive cracks in a porous medium with fracture pro-
cess zone at the crack tip, on the other hand, the Cohesive segments method in combination
with Phantom Node Method, termed CPNM, is established. This numerical framework is
implemented into a finite element analysis package (ABAQUS®) along with user-defined
subroutines. Considering a quasi-brittle multi-layer shale, two key scenarios including se-
quentially and simultaneously multi-stage HF from an individual wellbore are investigated.
Validation of the numerical technique has been performed by comparing the solution for
an individual fracture with a Khristianovic-Geertsma-de Klerk (KGD) solution and double
fractures in the presence of stress shadowing. Afterwards, the analysis is extended to two
lateral horizontal wellbores. The main contribution of this part is the detailed investigation
of the stress shadowing effects as a function of the fracture spacing at various HF design in
adjacent lateral wellbores. A particular attention is devoted to MZF design with the aim of
mitigating side-effects of stress shadowing and enhancing the far-field fracture complexity,
leading to introducing a modification to MZF design, termed M2ZF. The results obtained
are shedding light on the advantages of the MZF and in particular M2ZF in the activation
of pre-existing planes of weakness and natural fractures through stress shadowing effects.
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1.1 Hydraulic fracturing

Fracturing has been a crucial topic of attention in engineering science, and emerged in
several multi-physics problems, ranging from thermo-mechanical fracturing to hydrauli-
cally fluid-driven fracturing at isothermal and non-isothermal conditions, fracturing owing
to radiation or hydrogen embrittlement, fracturing caused by chemical effects and others.
Among all of the applications of fracturing, hydraulically fluid-driven fracturing noted as
“Hydraulic Fracturing (HF)”, which is widely used in the petroleum industry to enhance
the recovery of hydrocarbons from underground reservoirs, has attracted a lot of attention.
As shown in Figure 1.1, HF is a mechanism by which a fracture is initiated and propagated
in a rock material by injecting large quantities of a pressurized fluid from a borehole into
the perforation. Various examples of the HF applications encompass:

• The stimulation of rock formations with poor or damaged permeability to enhance
conductivity between the reservoir and the wellbore.

• Cuttings re-injection where a slurry of drill cuttings is injected into a formation to
mitigate the cost and risk of surface disposal.

• Both enhanced gas recovery and Carbon dioxide (CO2) Capture and Storage (CCS)
by CO2 injection into organic-rich gas shales (KHOSROKHAVAR et al., 2014; KIM
et al., 2017).

• Measurement of in-situ stress with making use of balancing the fracturing fluid pres-
sure in a hydraulically opened fracture with the geostatic stresses.

• Extraction of geothermal energy from geothermal reservoirs with high temperatures
or temperature gradients (BERUMEN et al., 2000).

In addition, hydraulic fractures which are naturally triggered by pressurized fluid in the
host rock can be found in outcrops as joints (LACAZETTE and ENGELDER, 1992) and
veins (SRIVASTAVA and ENGELDER, 1991), as well as magma-driven dikes (RUBIN,
1995). In the oil and gas industry, HF commenced during the 1930s when Dow Chemi-
cal Company discovered that by injecting a large enough fluid pressure, it was probable
to fracture the rock formation to provide a more effective acid stimulation (GREBE and
STOESSER, 1935). The first non-acid HF for well stimulation was proposed in Kansas
in 1947 on a gas well in Hugoton field to weigh the new treatment against the available
acidization technique (VEATCH JR and MOSCHOVIDIS, 1986). Nowadays, HF makes
possible the production of oil and natural gas from rock formations and low permeabil-
ity reservoirs, specially unconventional resources, deep below the earth’s surface (1.5–6.1
Km) which is commonly considerably below groundwater reservoirs or aquifers on the re-
ports by GREGORY et al. (2011); HOWARTH et al. (2011); VENGOSH et al. (2014). At
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such depth, there may not be reservoir pressure or adequate permeability to permit oil and
natural gas to proceed from the reservoir to the wellbore at economic flow rates. Therefore,
HF technique plays a crucial role in enhancing the rock permeability.

Figure 1.1: Schematic representation of hydraulic fracturing process.

HF treatment consists of two main phases (WEIJERS, 1995):

• Firstly, after perforating the casing and making finger-like perforations or weak
points in the formation, a viscous fluid called a “pad” or “fracturing fluid” is pumped
into the well. When the downhole pressure goes beyond “breakdown pressure” a
fracture launches from the perforated interval and propagates in the surrounding
rock. Whereas the fracture length and volume rise, much more fracture area is dis-
closed and wetted with pad fluid as a result of percolation of the fluid into the for-
mation. Continuous pumping of fracturing fluid extends the fractures and keeps the
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fractures open to provide a proper pathway to convey large quantities of propping
agent inside the induced fractures. Both Newtonian fluids, such as water, and non-
Newtonian fluids, such as polymer solutions, microemulsions, and macroemulsions,
are often injected into the reservoir as HF fluids. The application of a non-Newtonian
fracturing fluid makes greater fractures and, as a result, better well production. Nev-
ertheless, the initial investment in HF cost is considerable higher (HARELAND
et al., 1993).

• In the second phase, a slurry of fluid mixed with proppant is injected into the gen-
erated fractures. The slurry transports the proppants and places them in opened
(fractured) volume. The proppants prop the fracture walls and maintain a highly
conductive propped way for the flow of oil and gas to the wellbore. The slurry is
pumped several stages at which the concentration of the proppant is different. It
is worth noting that the ultimate stage of slurry injection mainly has the greatest
proppant concentration (VEATCH JR and MOSCHOVIDIS, 1986).

Figure 1.2: Typical pressure-time curve in a HF test (Modified after (MOOS, 2006)).

A hydraulically driven-fracture propagates in the direction normal to the smallest of
the principal stresses as it tends to grow along the path of least resistance. For majority
reservoir depths of interest, the smallest principal stress lies in the horizontal plane, which
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limits fractures to the vertical plane. Hence, resulting fracture would be oriented and
grow in the vertical direction. However, in more complicated situations a truly Three-
Dimensional (3-D) simulation may be required to adequately predict the aspects of the HF
event. In some cases, available 3-D models in the literature (RUNGAMORNRAT et al.,
2005) are computationally expensive and, as a result, Two-Dimensional (2-D) analysis on
the horizontal plane shall be investigated to avoid further complexities. The 2-D model
can provide a framework for supplementary developments to 3-D analysis.

Figure 1.3: Fracture configurations from a horizontal well (Modified after (VALK and
ECONOMIDES, 1995)).

A typical pressure-time curve corresponding to a HF treatment is demonstrated in Fig-
ure 1.2. As can be seen in Figure 1.2, when the traction forces attain the tensile strength of
the rock formation, the fracture starts to initiate. After fractures are initiated, the fractur-
ing fluid starts gradually entering the fracture, fracture breakdown happens, and the well-
bore pressure attains the Fracture Initiation Pressure (FIP) by increasing wellbore pressure.
Then the fracture propagates and the fracture pressure falls to Fracture Propagation Pres-
sure (FPP). The nearly constant segment of the pressure-time curve belongs to the FPP.
As shown in this figure, FPP is higher than the minimum horizontal stress but is lower
than FIP. The growth of the fracture terminates once the maximum fracture length under

5



the current conditions is acquired. are the imperative data desired for a HF study. Esti-
mation of Fracture initiation and propagation pressures, which are imperative data desired
for a HF study, is not straightforward, since they are affected by a number of parameters
involving formation mechanical parameters and the state of in-situ stresses.

In most HF cases, the minimum stress is the minimum horizontal stress, causing ver-
tical fractures which are perpendicular to the direction of fracture growth. Consequently,
horizontal well trajectory demonstrates two confining cases, as seen in Figure 1.3, one po-
sitioned along the minimum stress, which would end in transverse fractures; and the other
drilled in the direction of the maximum in-situ horizontal stress, which would allow to
achieve longitudinal fractures. Typically, the operation depth, wellbore trajectory, and the
state of stresses play an important role in creating the transverse, longitudinal or different
types of fracture planes (VALK and ECONOMIDES, 1995).

1.2 Unconventional reservoirs

Unconventional development of energy resource plays has evolved into a global pursuit
for many oil and gas exploration companies, and launched a new way of thinking about
hydrocarbon production (STEVENS, 2012). The revolution of unconventional reservoirs
are altering the energy market in the worldwide, contributing to the downward pressure
on gas prices across the globe and the imminent independence of the United States on
natural gas imports. From 2008 to 2012, crude oil and natural gas liquids production in
the evidence rocketed from 6.78 million barrels per day to 8.91 million barrels per day, an
increase of over 31 percent. mainly on account of horizontal wells and HF in shale and
tight formations that were previously inaccessible (WINEGARDEN, 2016). The weight
on horizontal wells over vertical stems from a consequence of the former’s potential to
contribute more exposure to a formation.

Currently, a myriad of commercial shale resource plays are situated in North America,
with the vast majority in U.S., as shown in Figure 1.4. The Marcellus Shale extended in
the areal of 246,000 Km2 in northeastern U.S. ranks as the largest play. As a remarkable
evidence of the success in producing gas from shales, in 2008, the Barnett Shale became
the greatest gas-producing play or formation in the evidence, contributing 7 percent of all
the natural gas produced in the contiguous 48 states for that year (BOYER et al., 2011),
followed by success in other gas shale plays. In March 2011, after only three years of
development, the prolific Haynesville-Bossier Shale in Louisiana and east Texas produced
159.1 million m3/d [5.62 Bcf/d] of natural gas, exceeding the Barnett Shales 152.9 million
m3/d [5.40 Bcf/d]. In 2010, 137.9 billion [4.87 Tcf] of dry gas was produced from the
diverse shale resource plays in U.S., as shown in Figure 1.5.

Exploration interest from unconventional reservoirs is increasing on a global scale as
petroleum companies have initiated to implement HF technique commercially in other
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parts of the world, such as Europe, South America and Australia. In case of Brazil as the
largest country in South America, at least nine deposits of oil shale ranging from Devonian
to Tertiary age have been reported in different parts of country (PADULA, 1969). Of these,
two deposits have attracted the most attention: (a) the lacustrine oil shale of Tertiary age in
the Paraı́ba Valley in the State of São Paulo northeast of the city of São Paulo; and (b) the
oil shale of the Permian Iratı́ Formation, a widespread unit in the southern part of Brazil,
as depicted in Figure 1.6.

Unconventional resources include shale oil and gas, tight oil and gas (typically sed-
imentary rocks), CoalBed Methane (CBM), which also is referred to as Coal Seam Gas
(CSG). Unconventional reservoirs can be differentiated from conventional ones based on
the amount of permeability. Reservoirs with permeability higher than 0.1 mD are regarded
conventional, and those with permeability below that cutoff are named unconventional,
albeit there is no scientific basis for such a classification. According to a more recent def-
inition, unconventional reservoirs are those that can be extracted neither at economic flow

Figure 1.4: North America shale plays (UNITED STATES, ENERGY INFORMATION
ADMINISTRATION, 2011).
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rates nor in economic volumes unless the well is stimulated by HF or acquired by a hori-
zontal wellbore, or other procedures to reveal further part of the reservoir to the wellbore.

1.3 Modeling of hydraulic fracturing

Contributed considerably to long-term oil and gas production, the geometry of hy-
draulically driven-fluid fractures including length, aperture, height, and propagation
pattern, is virtually inspected by means of post-fracturing data acquisition methods
such as tiltmeter fracture mapping (WRIGHT et al., 1998) and micro-seismic monitor-
ing (CIPOLLA et al., 2008). However, both techniques suffer from a limitation of avail-
ability of potential monitoring wells. Also, the later method cannot determine the width of
hydraulic fractures because the only detectable events using this diagnostic technique are
shear slippage events (BENNETT et al., 2005). In addition, the practical conditions such
as rock properties, in-situ stresses, characteristics of fracturing fluids and proppants, under
which HF treatments is performed, alternate widely. It is currently probable to measure the
fracture geometry accurately only during or after the HF process. Therefore, the reliable
modeling of the HF process is of special importance. On the other hand, in recent years the
potential application of HF technology has led to great worries regarding detrimental envi-
ronmental impact, especially in Europe (GANDOSSI, 2013). Deployment of high-volume
HF shall potentially involves some risks to the environment such as methane infiltration
in aquifers, aquifer contamination, extended surface footprint, and so on. Consequently,
HF projects, in which the environmental concerns about ground water contamination is
warning, the induced fractures demand to be cautiously located in order not to propagate
into the upper and lower geological layers. Such a rigorous HF design requires reliable

Figure 1.5: A prompt incline in gas production from shales in the United States since
2000 (BOYER et al., 2011).
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Figure 1.6: Deposits of oil shale in Brazil (PADULA, 1969).

and robust numerical techniques.
Generally, HF is a troublesome process to model in a poro-elastic material, as it in-

volves the coupling of diverse and extensive range of physical mechanisms including:

• Deformation of the solid skeleton induced by the fluid pressure on the fracture sur-
faces,

• Flow of the pore fluid through the poro-elastic medium surrounding the fracture,

• Fluid flow within the fracture,

• Fluid exchange between the fracture and poro-elastic medium,

• The propagation of hydraulically-driven fracture.

The partial differential equations governing the propagation of hydraulic fracture in the
porous medium include the equilibrium equation for the porous medium, the continuity
equation for fluid flow through the surrounding porous medium and within the fracture, and
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Figure 1.7: Schematic view of analytical HF models (ADACHI et al., 2007; ADACHI,
2001).

momentum equation for the pore fluid and fracturing fluid. Since 1947 when the HF tech-
nique was proposed to the petroleum industry, its application has developed briskly. In the
early 1950’s, in response to the essential requirement of the industry to a design tool for this
crucial technique, a number of 2-D closed-form models (see Figure 1.7) were established
to simulate HF treatments. The first simplified theoretical hydraulic fracture models were
established in the 1950s, starting with the pioneering work of PERKINS et al. (1961) who
developed the classic Sneddon plane strain crack solution. Fluid loss was contained in this
model by NORDGREN et al. (1972) and is now regarded as the Perkins-Kern-Nordgren
(PKN) model. Later, the so-called Khristianovic-Geertsma-de Klerk (KGD) model for the
plane strain HF was presented by GEERTSMA et al. (1969) and KHRISTIANOVIC and
ZHELTOV (1955). The radial or penny-shaped model with constant fluid pressure was
solved SNEDDON (1946). These models elaborated analytical expressions for deriving
the fracture length, the maximum fracture opening, and the fracturing fluid pressure for a
constant injection rate. Aforementioned simple analytical solutions, which simulate prop-
agation of single planar fracture, have been considered by the industry with some success,
but, as the technology has proceeded from simple low volume/rate to considerably high
volume/rate treatments and far more intricate and sophisticated HF projects, the industry
has necessitated more rigorous techniques so as to minimize the operational cost.
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1.4 Initial fracturing wellbore completion

Thanks to astonishing advances in science and technology in recent years, combina-
tion of horizontal well drilling and multistage HF technology has unlocked vast unconven-
tional reservoirs, launching a renaissance in oil and natural gas production. For HF job on
a horizontal wellbore, completions are separated by the techniques of isolating fracturing
sections and diverting fracturing fluid to perforations. Presently, three types of comple-
tions have proved to be the most effective and adequate in the North American unconven-
tional plays. These completions are Plug-and-Perforate (PNP), Ball-ACtivated Systems
(BACS) (such as the Baker Hughes FracPoint system), and Coiled Tubing-ACtivated Sys-
tems (CTACS) (such as the Baker Hughes OptiPort and OptiFrac systems) (AHMED and
MEEHAN, 2016).

As can be seen in Figure 1.8, the PNP method incorporates cement to distinguish the
annulus between the openhole and the steel pipe, also perforations switch the fracturing
fluid into the wellbore at the desired location, and composite fracturing plugs supply iso-

Figure 1.8: Wellbore diagram of plug-and-perforation job. (AHMED and MEEHAN,
2016).
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Figure 1.9: Schematic view of ball-activated systems job. (DANESHY et al., 2011).

lation from the stages below. At the end of an in-tended fracturing operation, plugs are
removed by a milling head. BACS (see Figure 1.9) consists of three mechanical parts in-
tegrated on a liner hanger or on a long-string as follows; Frac ports at where a fracking
material is pumped; Sliding sleeves which consists of frac ports on it and shifts via pressure
increase through the sealing of a dropped ball and opens frac ports; and lastly gradually
sized balls fallen from surface into sliding sleeves. Sliding sleeves shift and open frac ports
along an intended stage for fracturing. Frac ports can be then activated and fracturing can
be performed at specific operational depth using chosen fracturing material. Balls plays an
important roll in offering both activation and sealing functions, thus, HF can be conducted
by gradually sized balls at different stages. CTACS shown in Figure 1.10 is a combination
of packers and perforation tools integrated on a coiled tubing. Packer has the function of

Figure 1.10: Coiled tubing-activated systems (AHMED and MEEHAN, 2016).
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zonal isolation between perforated intervals, and a special tool is used to perforate through
the intended stage before the stimulation will be made by selected fracturing material. In
all aforementioned completions, commencing from the “toe” of the horizontal well and
working back to the “heel” of the well, a horizontal well is topically fractured multiple
times during series of stages, leading to create multiple fractures so as to enhance the
reservoir contact area. In each stage, the well is perforated in multiple perforation clusters
with the aim of creating a separate fracture within each cluster. The procedure of portion-
ing a horizontal well into several stages and propagating multiple fractures simultaneously
or sequentially is called “multistage fracturing”.

1.5 Stress shadowing effect

In the oil and gas industry, the completion of HF from horizontal wells is commonly
performed using one of the two well-known schemes namely, Simultaneously HF (Sim-
HF) and Sequentially HF (Seq-HF). The Sim-HF deals with perforating multiple intervals
at the same time with near spacing so as to not only create stress interference resulting in
substantial fracture network, but also reduce the standby time during the fracturing job.
Further, in Seq-HF, perforations are treated in series and, as a result, the fractures are en-
hanced one after another from toe to heel of the horizontal wellbore. At first glance, placing
as many multi-stage and clusters per stage as possible in the horizontal well and minimiz-
ing the spacing between fractures may maximize the total Stimulated Reservoir Volume
(SRV) and achieve an optimum depletion of the reservoir. However, it is not apparent that
production and recovery are proportionally connected to increased number of fractures
(CIPOLLA et al., 2009; WARPINSKI et al., 2009). Observations from enormous amount
of field data demonstrate that between 20 to 30 percent of perforation clusters are unpro-
ductive. Indeed, recent post-fracturing data acquisition methods such as micro-seismic
monitoring and strain sensing (SIERRA et al., 2008; SPAIN et al., 2015) have elaborated
that all of the multiple fractures do not grow at the same time and some of them become
terminated during the treatment.

Undoubtedly, the stress perturbation owing to placement of multiple fractures can af-
fect the fracture geometry such as length, aperture, height, and propagation and orientation
pattern. When multiple fractures on a single or multi-wellbores are located close enough
together, stress interference effects among them, which is known as “stress shadowing” or
“altered-stress fracturing” (WARPINSKI et al., 1989), occur which are not taken account
in single HF treatment. The stress shadowing induced by the hydraulic fractures tends
to repel or attract other late-coming hydraulic fractures, depending on proposed HF sce-
narios. Even prior to emerging commercial HF in 1950, the interference between neigh-
bouring fractures had been studied. For the first time, SNEDDON (1946) discussed the
stress distribution in the neighbourhood of a crack in an elastic solid. In the petroleum
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(a) (b)

Figure 1.11: (a): Cross section of experiment block (BUNGER et al., 2011). (b):
Propagating fracture geometry with fracture spacing of 19 m by using a numerical

technique (WANG, 2016a).

engineering, before all else WARPINSKI et al. (1989) suggested taking advantage of
stress reorientation in the region of effect to generate a favorable fracture orientation. Fig-
ures 1.11a (BUNGER et al., 2011) and 1.11b (WANG, 2016a), which are resulted from
laboratory experiment and numerical study, respectively, show that fracture spacing has a
profound influence on the hydraulic fracture interactions.

It is widely approved that stress shadowing effects are potentially crucial to the design
of multi-stage HF, thus, multi-stage HF treatment should not be designed identical to a
single HF simulation (BUNGER et al., 2012). A thorough grasp of stress shadowing
brings remarkable advantages with regard to risk alleviation on the cost and profitability
of multiple fracturing treatment. To accomplish a successful fracturing job with higher
drainage area, a completion engineer should weigh both pros and cons of stress shadowing
in multi-stage hydraulic fracturing. On one hand, stress shadowing increases the fracture
complexity as a result of reducing the horizontal-stress contrast in the vicinity of closely
spaced induced fractures. These zones of low stress anisotropy are far more contributory
to the opening of natural fractures and can result in better connectivity with a natural-
fracture network. On the other hand, the stress shadowing effect increases dramatically in
completion design with closely spaced perforations and, as a result, the growth of some
fractures suppresses the propagating of the others.

Based on the results obtained by Distributed Temperature Sensing (DTS) and Dis-
tributed Acoustic Sensing (DAS), SOOKPRASONG et al. (2014) concluded that the domi-
nant perforation clusters are often recognized during simultaneously hydraulic fracturing.
Effects of stress shadowing on the various completion procedure on multi-lateral well-
bores in the upper Barnett shale have performed by VERMYLEN et al. (2011) using mi-
croseismic events. The results revealed that considerable discrepancies between different
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completion resulted due to stress shadowing effects. A numerical evaluation of the im-
pacts of stress shadowing on the multi-stage hydraulic fractures as a function of Fracture
Spacing (FS) and in-situ stress ratio have been done by NAGEL et al. (2011) without con-
sidering fluid leak-off. They obtained that with sequential fracturing, the second fracture,
which grows under stress shadowing of initial fracture, exhibits very little associated natu-
ral fracture shearing. ROUSSEL et al. (2011) employed a 3-D numerical method of stress
interference for simultaneously and sequentially fracturing. They analyzed a series of the
numerical modelling and supposed that stress interference or reorientation rises by the
number of fractures propagated and is dependent on the sequence of fracturing. Based on
enhanced 2-D displacement discontinuity model, WU et al. (2012) investigated the stress
shadowing effects in a complex hydraulic fracture network, representing that fractures can
either enhance or repel each other depending on their initial spacing due to the impacts of
stress shadowing. A 2-D coupled displacement discontinuity model for simulating frac-
ture propagation in simultaneous and sequential hydraulic fracture operations for single
and multiple wells has been presented by SESETTY et al. (2015). It was found that in
simultaneous propagation of hydraulic fractures, the outer fractures dominate the growth
of inner fractures. In addition, the center fractures usually stop after they reach a certain
length due to the stress shadowing between them.

1.6 Objectives

The main objective of the present dissertation is to develop generic numerical mod-
elling within the framework of the fully coupled pore pressure/stress analysis so as to in-
vestigate the HF propagation in low-permeable quasi-brittle medium. In order to present
a robust numerical technique, which is capable of capturing the non-planar hydraulically
fluid-driven crack propagation with unpredictable path, on one hand, and tackling the fea-
sible emergence of multiple cohesive cracks in a porous medium with Fracture Process
Zone (FPZ) at the crack tip, on the other hand, the cohesive segments method in com-
bination with phantom node method, called Cohesive Phantom Node Method (CPNM)
herein, is established. The present simulation fully couple fracturing fluid flow inside the
crack with poro-elasticity in porous formation and continuum-based leak-off on the crack
surfaces, and capture the FPZ at the fracture tip in quasi-brittle shale.

This dissertation has been motivated by the fact that according to the author’s litera-
ture survey, most available works overlooked the stress shadowing effects and non-planar
fracture growth in completion design of individual and multi-lateral wellbores owing to
the restrictions on the numerical techniques. The non-linear discrete fracture mechanics,
based on cohesive crack model, which is formulated by specific traction-separation laws,
independent of the constitutive behaviour of bulk material, is proposed to confront the
softening effects at the fracture tip in a quasi-brittle shale. This study is performed to con-
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tribute to the existing body of knowledge, particularly regarding the dealing with stress
shadowing effects stemming from closely spaced fracturing scenarios. The individual ob-
jectives of the current dissertation are summarised as follows:

• Developing a 3-D finite element model, which takes into account the propagation
of the multiple fractures from an individual horizontal well based on CPNM. Two
different key scenarios including sequentially and simultaneously multti-stage HF
in a quasi-brittle multi-layer shale are investigated.

• The analysis is extended to multi-lateral horizontal wells, which is aimed not
only to comprehensively investigate the available completion designs on horizon-
tal multi-lateral wellbores, but also to enhance the current “Modified Zipper-Frac”
(MZF) (SOLIMAN et al., 2013) by considering non-planar pattern of the crack prop-
agation proceeding towards introducing a modified design, termed Modified MZF
(M2ZF). This task is performed by considering stress shadowing effects in frac-
turing of the multi-lateral wellbores with desirably closely spaced fractures. One
of the main contribution of this part is more thorough mechanistic understanding
of MZF advantage in increasing the fracture complexity. To this end, studying
stress anisotropy and in-plane shear stresses, which is imperative phenomenon in
the micro-seismic monitoring (BENNETT et al., 2005; SOLIMAN et al., 2010),
in the area between induced fractures plays a crucial role in better understanding of
their effects on the opening the natural fractures and activating un-propped fractures,
and eventually augmenting the fracture complexity.

1.7 Outline of dissertation

The introduction chapter, will be followed by succeeding chapters:
Chapter 2 is devoted to fundamental background and a literature review on relevant

studies, discussing the-state-of-the-art in the fields according to scope of the present disser-
tation. It consists of introducing various discontinuities and fracturing processing in rocks,
followed by primary review of the Linear Elastic Fracture Mechanics (LEFM). Then, the
FPZ characterizing progressive softening behaviour at the crack tips is explained. After-
wards, existing approaches for simulation of the fracture are described. After that, the
discussion turns into the eXtended Finite Element Method (XFEM) and a concise expla-
nation of the XFEM crack modeling is elaborated. This chapter is followed by a literature
review on the numerical simulations of HF with particular concentration on the stress
shadowing effects.

Chapter 3 presents 3-D simulation of multi-stage HF propagation in unconventional
reservoirs. First of all, an introduction to the problem is presented along with the main con-
tribution of the chapter. Thereafter, the methodology including the governing equations,
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fracture initiation and propagation, and cohesive phantom node method are expressed in
detail. Subsequently, the 3-D computational model for HF initiation and propagation sim-
ulation, which encompasses a horizontal wellbore, perforation holes, pay zone, and barri-
ers, are introduced. Later, the validation of numerical simulation with an analytical model
is given. Lastly, the new numerical results for two key scenarios including sequentially
and simultaneously multiple HF are studied comprehensively. Lastly, the conclusion of
the chapter is made.

Chapter 4 is dedicated to study various completion designs on horizontal multi-lateral
wellbores with consideration of stress shadowing effects. Sim-HF, Seq-HF, MZF, and
M2ZF scenarios with closely spaced perforations are investigated in depth. As a matter
of fact, the method proposed in chapter 3 is extended to multi-lateral wellbores to capture
non-planar cracks propagation. This chapter start with a introduction to the main moti-
vation of the chapter and the crucial contribution. Afterwards, a brief explanation on the
2-D mathematical modelling is elaborated with taking this point into consideration that the
mathematical framework of this chapter is established based on the 2-D form of chapter 3.
In the following, the computational model of HF from the two horizontal lateral wellbores
is constructed. Next, interesting results for aforementioned scenarios are discussed and the
effects of stress shadowing and stress interference on the fractures propagation on lateral
wellbores are studied. The main contributions of this chapter is investigating in depth the
effects of the stress shadowing as a function of the FS on the horizontal stress contrast, di-
rection of maximum local stress, leak-off flow rate, in-plane shear stress, and pore pressure
of the formation.

Chapter 5 elaborates main conclusions of the dissertation and makes suggestions for
further extension of the present research.
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Chapter 2

Background and Literature Survey
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2.1 Overview

The main aim of this chapter is to provide an underlying background and a literature
review, explaining the-state-of-the-art in the fields according to scope of the current dis-
sertation. This chapter starts with an introduction to the various types of discontinuities
and fracturing processing in rocks. After that, a primary review of the LEFM is provided.
Next, the FPZ characterizing progressive softening behaviour at the crack tips is related.
Subsequently, the Cohesive Crack Model (CCM) for capturing the non-linear FPZ de-
veloping in the area in front of the crack tip where the energy dissipation takes place is
discussed. Next, previously developed approaches for simulation of the fracture, including
smeared and discrete approaches, are discussed. Afterwards, an overview of the XFEM
is presented, in which an emphasis is given on the application of the technique in crack
modelling. Then, a description of the evaluation of the condition in which a fracture ini-
tiates from the borehole will be elaborated. Finally, a literature review on the numerical
simulations of HF with special concentration on the stress shadowing is presented.

2.2 Discontinuities in rocks

In the literature, the terminology used for explanation of discontinuities and especially
fractures are commonly used in not obviously designated meanings. This may be owing
to diverse nomenclatures in various disciplines. In the present dissertation, the terms used
are described in this section.

A crack is characterized as any separation in rock body, which has one or two dimen-
sions far smaller than the third. The width to length ratio, named “crack aspect ratio”,
is usually between 10−3 to 10−5 (KAZERANI, 2011; SIMMONS and RICHTER, 1976).
Cracks are categorized as three scale classes including micro, meso and macro. Micro-
cracks are planar discontinuities whose longest dimension is in the order of one to few
grain diameters. They mostly nucleate at inhomogeneities such as a cavity or a phase
boundary; places where the stresses are high and the inter-atomic bonds are comparatively
weak. According to their existence within the rock, they can be sorted into “grain boundary
cracks” (situated at the interface between grains), “intra-granular cracks” (cracks limited to
one grain), and “inter-granular cracks” (cracks cutting more than one grain) (ENGELDER,
1987). The nucleation of micro-cracks undergoes an irreversible procedure, which lessens
the strength and the stiffness of the material. It is followed by the energy dissipation by
virtue of plastic deformation of the adjacent bulk material and the heat production through
the friction. After removing the applied load, the micro-cracks remain and the body ex-
hibits permanent deformations. When the applied load is raised, the existing micro-cracks
grow and coalesce constituting meso-cracks, which can be visible for the naked eye. A
meso-crack is discontinuity extending over a vast number of grains than a micro-crack,
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ultimately connecting a number of micro-cracks. The extension is one to few millimeters.
The macro-crack includes several millimeters to decimeters. Typically, in rock and also in
petroleum engineering, meso- and macro-cracks are referred to as “fracture”.

Figure 2.1 represents a fracture system containing the main separation and the FPZ
(ATKINSON, 1987). This process zone encompasses micro- and meso-cracks. Preceding
the growth of the main fracture, substantial micro-/meso-cracking emerges. Meso- or
macro-cracks propagating off the fracture are termed “branching cracks”. The width of

Figure 2.1: Schematic representation of a fracture system

the FPZ is dependent on grain size and loading nature (ZANG et al., 2000; ZHOU et al.,
2005). The size of the FPZ is commonly about five to ten times the average grain size.
Notwithstanding, larger values up to 40 grain diameters have been related (BARRY et al.,
1992). BROBERG (1999) defined the FPZ as the area in the condition of decohesion,
where micro-cracks coalesce to form the main separation.

2.3 Fracturing process

The process of fracturing in geo-materials like rock materials has been frequently stud-
ied. This was performed under different loading states and for different materials, and
using diverse observation scales and methodologies, e.g. interpretation of mechanical
data, detection and interpretation of acoustic emission events, and microscopy at differ-
ent scales. Textbooks and reviews such as POLLARD and AYDIN (1988), ATKINSON
(2015) shall be appropriate reference for interested readers. When a plate with an isolated
fracture is subjected to a rising tensional stress perpendicular to the fracture, it will mainly
fail under rapid Mode I fracture propagation.

As identified in the meso and macroscopic observation of rocks, under compressive
loading, both tensile and shear stress concentrations progress at pre-existing inclined in-
homogeneities. As the compression exerted to the sample rises more, tensile cracks ini-
tiates ahead of the pre-existing fractures. These crack are termed “wing cracks”, which
develop to an increasing extent in the direction of the remote major principal stress and
eventually terminate (KEMENY and COOK, 1986; PETIT and BARQUINS, 1988). At
the early stages of crack growth, the propagation of the stable wing crack is governed by
the stress field of the original fracture. As it progresses, it begins interacting with adjacent
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micro-cracks, where this interaction may cause to coalescence and finally ultimate failure.
Depending on geometry and pattern of the interacting fractures and also stress condition,
different coalescence behavior was seen. Generally, the wing cracks starts to propagate
at the crack tips at uniaxial and low confinement biaxial condition (Figure 2.2). BOBET
and EINSTEIN (1998) stated that the location of crack initiation transfers to the middle of
the crack, since confining pressure inclines. The wing cracks vanishes entirely at higher
confining stresses. Afterwards, secondary fractures are feasible to link the pre-existing
fractures. They grow unstably and follow the direction of shear (SAGONG and BOBET,
2002). Figure 2.2 depicts the most preferred configuration of the progressive shear frac-
tures, which is a setup with two initial fractures (BOBET and EINSTEIN, 1998).

Figure 2.2: Setup for fracture coalescence and effect of confining pressure (BOBET and
EINSTEIN, 1998).

2.4 Basic concept of linear elastic fracture mechanics

The LEFM primarily focused on the elastic material behavior where Hook’s law was
complied. In order to demonstrate the attitude of cracked area in linear elastic materials,
several experiments and theories were elaborated by OROWAN (1949), IRWIN (1997a),
and BARENBLATT (1962). IRWIN (1997b) and SHIH and HUTCHINSON (1976) de-
veloped the LEFM concept into non-linear behavior of materials such as plastic solids. A
overall explanation of the LEFM problem is illustrated in Figure 2.3a (ANDERSON and
ANDERSON, 2005), where a tension load is exerted to an infinite plate comprising a crack
with the length of 2a at the center of the plate. The fractured sear leads to a singularity
in the stress field ahead of the crack region for the elastic material. Figure 2.3b shows
the mentioned singularity, where normal stress approaches an infinite value. Nonethe-
less, in the case of plastic materials, the crack tip experiences a plastic zone, resulting
in the stress to approach a finite value identical to yield stress of the material. Several
microscopic and macroscopic studies have been carried out by researchers to study the
fracture behavior of the material. From the microscopic point of view, the crack is able
to be propagated if potential energy of atoms goes beyond the bound energy between two
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(a) (b)

Figure 2.3: (a): A crack in an infinite plate under a uniform tensile stress σ. (b): Plot of
normal stress distribution at the crack tip. (ANDERSON and ANDERSON, 2005)

neighbouring atoms. Consider x0 representing the equilibrium space between two atoms
under the tension force, the stress value that requires to conquer the atomic bound can be
acquired by (ANDERSON and ANDERSON, 2005)

σc =

√
Eγs
x0

(2.1)

where E is the Young module of the material and γs is the surface energy per unit area.
From the macroscopic level standpoint, the crack propagation is modeled in the framework
of continuum mechanics.

2.4.1 Energy balance in crack growth

The idea of energy balance in fracture mechanics was first introduced by GRIFFITH
(1921). His fracture mechanics model was based on the first law of thermodynamics that
relates the minimum potential energy of a cracked body can be accomplished, when the
crack propagates and the system remains in equilibrium condition. Suppose the total en-
ergy of the system can be divided into two sections as (KHOEI, 2014)

Ξ = P + Ws (2.2)

where Ξ is the total energy of the system, P is the potential energy originated by the
internal and external forces, and Ws is the work done to promote the crack. By taking
the derivation from the equation with regard to the increased value of crack surface dA, it
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(a) (b) (c)

Figure 2.4: Basic modes of crack growth: (a): Opening mode I. (b): Sliding mode II. (c):
Tearing mode III.

results in

−dP
dA

=
Ws

dA
(2.3)

which stating that the amount of energy required to incline the length of the crack to dA

equals the variation of the reduced potential energy with regard to dA. Griffith’s work
was restricted to the fracture of brittle materials, and his model presumed that the work
of fracture was associated with only the crack surface energy. IRWIN (1948) extended
Griffith’s theory to ductile materials, and proposed the concept of strain energy release
rate, which is the rate of change in potential energy of the linear elastic material because
of crack growth, as

G = −∂P
∂A

= 2γs (2.4)

Assume a wide plate with the crack length of 2a and unit thickness, as depicted in Fig-
ure 2.3b, the potential energy of the plate was determined by INGLIS (1997) as P =

P0 − πσ2a2/E, where P0 is the potential energy of an uncracked plate. Thus, the energy
release rate can be attained as

G =
πσ2a2

E
(2.5)

where the energy release rate is a function of the stress exerted on both edges of the
crack. As can be physically noticed, the crack growth occurs by rising the tensile stress
σ. By using Westgaard’s elasticity solution (WESTERGAARD, 1997), IRWIN (1957)
related that the stress field expansion ahead of the crack tip was associated with a constant
multiplied by the coefficient of the square root of the distance from crack tip. The strain
energy release rate can be identical to a critical value,Gc, which defines a condition when a
crack initiates under critical normal stress, σc. The critical energy release rate is a measure
of the crack toughness of the material, and is associated with the crack length and the
material properties of the domain.
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2.4.2 Displacement and stress fields ahead of crack tip

By assessment of the displacement and stress fields ahead of the crack tip, the impor-
tance of stress singularity at the crack tip was stated by WESTERGAARD (1997). To ex-
plain the behavior of crack at this area, the loading imposed on the fractured body is classi-
fied into three modes, termed the opening mode (mode I), sliding or shearing mode (mode
II), and tearing mode (mode III), as demonstrated in Figures 2.4a to 2.4c. WILLIAMS
(1961) employed the Airy stress function to evaluate the singularity at the crack tip by
using a polar coordinate system (r, θ) as

Φ = rλ+1
(
c1 sin(λ+ 1)

_

θ + c2 cos(λ+ 1)
_

θ + c3 sin(λ− 1)
_

θ + c4 sin(λ− 1)
_

θ
)

(2.6)

where ci is the coefficient and
_

θ is shown in Figure 2.5. Replacing the Airy stress function
(Eq. 2.6) with the equilibrium equation of the system, which is,∇2∇2Φ = 0 in the absence
of body forces, considering the traction-free boundary conditions at the crack faces, and
ignoring the higher order terms, the displacement fields ahead of the crack tip is derived
for mode I loading as

ux =
KI(1 + v)

E

√
r

2π
cos

θ

2

(
k − 1 + 2sin2 θ

2

)
(2.7)

uy =
KI(1 + v)

E

√
r

2π
sin

θ

2

(
k + 1− 2cos2 θ

2

)
(2.8)

uz = 0 (2.9)

and the stress fields is as follows

σx =
KI√
2πr

cos
θ

2

(
1− sin

θ

2
sin

3θ

2

)
, τxy =

KI√
2πr

sin
θ

2
cos

θ

2
cos

3θ

2
(2.10)

σy =
KI√
2πr

cos
θ

2

(
1 + sin

θ

2
sin

3θ

2

)
, τyz = 0 (2.11)

σz =

v(σx + σy) plane strain

0 plane stress
, τzx = 0 (2.12)

The displacement fields ahead of the crack tip for the mode II loading are derived as follows

ux =
KII(1 + v)

E

√
r

2π
sin

θ

2

(
k + 1 + 2cos2 θ

2

)
(2.13)

uy = −KII(1 + v)

E

√
r

2π
cos

θ

2

(
k − 1− 2sin2 θ

2

)
(2.14)

uz = 0 (2.15)
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Figure 2.5: Polar coordinate system related to the crack tip.

and also the stress fields as

σx = − KII√
2πr

sin
θ

2

(
2 + cos

θ

2
cos

3θ

2

)
, τxy =

KII√
2πr

cos
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)
(2.16)

σy =
KII√
2πr

sin
θ

2
cos

θ

2
cos

3θ

2
, τyz = 0 (2.17)

σz = v(σx + σy), τzx = 0 (2.18)

Eventually, the displacement fields at the tip of the crack for mode III loading are as

ux = 0 (2.19)

uy = 0 (2.20)

uz =
KIII(1 + v)

E

√
r

2π
sin

θ

2
(2.21)

and the stress fields are

σx = 0, τxy = 0 (2.22)

σy = 0, τyz =
KIII√

2πr
cos

θ

2
(2.23)

σz = 0, τzx = − KIII√
2πr

sin
θ

2
(2.24)

where v is the Poisson’s ratio and k is denoted as k = (3− v)/(1 + v) for plane stress
problems and k = 3−4v for the condition of plane strain. In these formulations,KI ,KII ,
and KIII are the Stress Intensity Factors (SIF) in modes I, II, and III, respectively, related
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as

KI = lim
x→∞
θ=0

σy
√

2πr (2.25)

KII = lim
x→∞
θ=0

σxy
√

2πr (2.26)

KIII = lim
x→∞
θ=0

σyz
√

2πr (2.27)

The theory of fracture mechanics expresses that unstable fracture propagation happens
when one of the SIFs, Ki, or a combination of them (in the case of mixed mode propaga-
tion), approaches a critical value, Kc

i . This critical value is named “fracture toughness”
and stands for the potential ability of a material to withstand a given stress field ahead of
the crack tip and to resist progressive tensile crack extension. It should be noted Kc

i given
as stress times square root of crack length is different from “material toughness” (critical
energy release rate) with the unit of energy per unit area. When several fracture mech-
anisms takes place simultaneously, the overall form of the failure criterion can be stated
as

f (KI , K
c
I , KII , K

c
II , KIII , K

c
III) = 0 (2.28)

The crack propagation criterion f can be determined theoretically, from mixed mode crite-
ria including: maximum circumferential stress, minimum strain energy density, and maxi-
mum energy release rate, or empirically from experiments (MOHAMMADI, 2008). From
expressions 2.10– 2.12 and 2.16– 2.18, it can be noted that for the 2-D mixed-mode prob-
lems the stresses σx, σy, and τxy are singular in the vicinity of crack tip area, when r → 0.
Eventually, for mixed-mode loading the total stress and displacement fields are obtained
as

σtot
ij

= σKI
ij

+ σKII
ij

+ σKIII
ij

(2.29)

utot
i

= uKI
i

+ uKII
i

+ uKIII
i

(2.30)

2.4.3 Stress intensity factor

In the LEFM, the concept of the SIF ahead of the crack tip area can be employed to de-
termine the stress, strain, and displacement fields. Thus, it is imperative to precisely evalu-
ate the SIFs for the finite element analysis of LEFM. In literature, several techniques have
been proposed for deriving SIFs, encompassing: the displacement correlation method,
the modified crack closure integral, the virtual crack extension method, and the J-integral
method. Principally, the computational algorithms to extract the SIFs can be classified into
two classes; the direct approach and the energy approach. The direct method corresponds
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to the SIF with the Finite Element Method (FEM) results directly whereas the energy
approach is according to the computation of energy release rate. In overall, the energy
methods are more precise than the direct ones; however, the direct techniques are more
popular and are frequently used to verify the outcomes of energy methods, inasmuch as
their relations are simple. Based on the theorem of energy conservation, ESHELBY (1974)
proposed various path independent contour integrals. The J-integral technique was orig-
inally introduced by RICE (1968) to compute the energy release rate in crack problems
with making use of a local crack tip coordinate system (x1, x2) as

J =

∫
Γ

(
wδ1j − σij

∂ui
∂x1

)
njdΓ (2.31)

in which w is the strain energy density defined as w = 1
2
σijεij that σij representing the

stress tensor, ui is the displacement field, nj is the unit outward normal vector to the con-
tour integral Γ, δ is the Kronecker delta, and Ti = σijnj is the traction on the contour
integral Γ, as shown in Figure 2.6. In the following, it will be shown that the J-integral

Figure 2.6: Circular path for the contour integral around the crack tip.

defined in expression 2.31 is the variation of potential energy for an infinitesimal virtual
crack extension and, as a result, for linear elastic material, the energy release rate is iden-
tical to the value of J-integral (RICE, 1968). Assume two states of a cracked body, which
are: the present state (1) named by

(
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i , ε

(1)
ij , σ

(1)
ij

)
and an auxiliary state (2) denoted by(

u
(2)
i , ε

(2)
ij , σ

(2)
ij

)
. The J-integral for the sum of states (1) and (2) can be elaborated based

on Eq. 2.31 as

J (1+2) =

∫
Γ
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ε
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))
njdΓ

(2.32)
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Expanding this relation leads to

J (1+2) = J (1) + J (2) + I(1,2) (2.33)

where I(1,2) is termed the interaction integral for states (1) and (2) written as

I(1,2) =

∫
Γ

(
w(1,2)δ1j − σ(1)

ij

∂u
(2)
i

∂x1

− σ(2)
ij

∂u
(1)
i

∂x1

)
njdΓ (2.34)

in which w(1,2) is the interaction strain energy denoted by

w(1,2) = σ
(1)
ij ε

(2)
ij = σ

(2)
ij ε

(1)
ij (2.35)

The energy release rate for 2-D mixed-mode crack problems can be denoted according to
KI and KII as

J ≡ G =
1

E ′
(
K2
I +K2

II

)
(2.36)

where for plane stress problems E ′ = E and for plane strain problems E ′ = E/(1− v2).
The J-integral concept in Eq. 2.36 can be stated for the combined states (1) and (2) as

J (1+2) = J (1) + J (2) +
2

E ′

(
K

(1)
I K

(2)
I +K

(1)
II K

(2)
II

)
(2.37)

Comparing expression 2.33 with 2.37, the interaction integration I(1,2) can be extracted as

I(1,2) =
2

E ′

(
K

(1)
I K

(2)
I +K

(1)
II K

(2)
II

)
(2.38)

If the auxiliary state (2) is presumed as the pure mode I asymptotic fields, which is,K(2)
I =

1 and K(2)
II = 0, the K(1)

I can be obtained according to the contour integral I(1)
mode I as

K
(1)
I =

E ′

2
I

(1)
mode I (2.39)

In a similar manner, if the auxiliary state (2) is presumed as the pure mode II asymptotic
fields, which is,K(2)

I = 0 andK(2)
II = 1, theK(1)

I can be obtained according to the contour
integral I(1)

mode II as

K
(1)
II =

E ′

2
I

(1)
mode II (2.40)

The contour J-integral (Eq. 2.31) can be straightly determined along a contour of FE mesh.
This contour can be normally assessed by passing through the element Gauss integration
points, where the stresses are calculated more precisely. But, the major problem of this
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method is that the practical implementation of the method hardly shows path independence
and the result becomes mesh dependent. LI et al. (1985) carried out the computation of
J-integral by converting the contour integral to an equivalent area integral. This method,
which is independence from the surface of integration, is straightforward to implement in
an FE code and the numerical execution demonstrates a great accuracy. The area form of
J-integral is expressed by

J =

∫
A

(
σij

∂ui
∂x1

− wδ1j

)
∂q

∂xj
dA (2.41)

in which q is a weighting function defined over the domain of integration. The choice of
the domain of integration must be done by some considerations (Figure 2.7). Firstly, it
is appropriate near to the crack tip for complex crack pattern. Secondly, it must be easy
to be employed in a fully automatic simulation procedure, and ultimately it requires to be
consistent with the geometry and boundary restrictions in complex boundaries and multi-
ple crack problems. The function q has the value of unity at the crack tip and disappears
on an outer specified contour. According to the area of the J-integral definition stated in

Figure 2.7: J-integral domain for mixed-mode stress intensity factors.

Eq. 2.41, the new interaction integration can be written as

I(1,2) =

∫
A

(
−w(1,2)δ1j + σ

(1)
ij

∂u
(2)
i

∂x1

+ σ
(2)
ij

∂u
(1)
i

∂x1

)
∂q

∂xj
dA (2.42)

The KI and KII can be achieved based on Eqs. 2.39 and 2.40 by presuming the auxiliary
state (2) as a pure mode I and/or a pure mode II asymptotic fields, by determining the
displacement and stress fields ahead of the crack tip, and by replacing these parameters
into expression 2.42.
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2.5 Fracture process zone

In the section 2.4, stress and displacement fields at the vicinity of a crack were in-
troduced in terms of the SIFs. Assuming linear elastic behavior, singular stresses in the
vicinity of the crack tip occur. In fact, this is a manifestation of Hooke’s law applied beyond
its limits of validity.

In front of a crack tip, the FPZ, or the non-linear softening zone, characterizes the
progressive softening behavior (the white area in Figure 2.8). The outer region of this zone
(the black area in Figure 2.8) is named the non-linear hardening zone which represents
the hardening plasticity or perfect plasticity. Generally, the fracture process behaviour is
classified based on the size of the non-linear zone (BAZANT and PLANAS, 1997), as
follows:

• For the first behavior type (Figure 2.8a), both the FPZ and the non-linear hardening
zone are relatively small such that the LEFM is applicable. Brittle materials such
as glass, brittle ceramics and brittle metal, illustrate this type of fracture process
behavior.

• For the next type of behavior (Figure 2.8b), due to the large non-linear hardening
zone and the small FPZ owing to the plastic yielding, the elasto-plastic fracture me-
chanics can be exploited to analyze the nonlinear hardening zone. Ductile materials
(e.g. ductile metals) fall into the second behavior type (PARK, 2009).

• The third type (Figure 2.8c) is related to this dissertation, which illustrates the pro-
gressive damage with material softening along the fracture process zone. These
types of materials exhibit moderately strain hardening prior to reaching to the ulti-
mate tensile capacity, similar to response of ductile materials such as high strength
steels. Contrast to the latter, they are distinguished by an incline in deformation with
declining tension carrying capacity, which is called strain-softening. The materials
that manifest mild strain hardening prior to the ultimate tensile strength and subse-
quent strain-softening might be called quasi-brittle, such as geo-materials, concrete,
and coarse-grained ceramics. The observed deviation of the attitude of quasi-brittle
materials from the LEFM prediction is the developing of nonlinear fracture pro-
cesses in front of the crack tip called the FPZ where the material progressively soft-
ens and the energy dissipation occurs due to the occurrence of micro-cracks.

2.6 Cohesive Crack Model

Non-linear fracture process behavior such as void growth and micro-crack formation
can be estimated by the Cohesive (or discrete) Crack Model (CCM). The CCM is one of
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(a) (b) (c)

Figure 2.8: Types of fracture process behavior: (a): Brittle material. (b): Ductile
material. (c): Quasi-brittle material. (BAZANT and PLANAS, 1997)

the crucial methods to deal with discrete crack propagation in various types of materials
particularly quasi-brittle materials.

The main concept of the CCM is based on the consideration that infinite stresses ahead
of the crack tip are not realistic. Models to overcome this drawback have been proposed
by DUGDALE (1960) and by BARENBLATT (1962), called strip-yield models. Both
authors divided the crack in two parts: One part of the crack surfaces, region I in Fig-
ure 2.9, is stress free, the other part, region II, is loaded by cohesive stresses. Dugdale
introduced the finite stress to be the yield stress, which holds only for plane stress, but the
crack opening stresses can be far greater than the equivalent stress in a multi-axial stress
condition.

BARENBLATT (1962), who studied the fracture of brittle materials, made various
assumptions about the cohesive stresses: The extension of the cohesive zone d is constant
for a given material (independent from global load) and small compared to other dimen-
sions. The stresses in the cohesive zone follow a prescribed distribution σ(x), where x is
the ligament coordinate, which is particular for a given material but independent of the
global loading conditions.

The Dugdale-Barenblatt cohesive crack was improved by HILLERBORG et al. (1976)
to analyze the fracture mechanics of concrete. In fact, the development of an suitable
numerical simulation of CCM into the FEM was originally introduced by HILLERBORG

Figure 2.9: Dugdale (left) and Barenblatt (right) crack models.
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Figure 2.10: Fracture process zone model.

(1978, 1983) in order to study the localized failure of concrete bending beam with the crack
opening displacement related equilibrium forces. In this model, the crack was presumed
to grow when the stress ahead of the crack tip fulfill the tensile strength. The stresses
imposed on the crack surfaces decline with the gain in crack opening and do not fall to
zero immediately. This fact makes the crack close smoothly and no singularity exists ahead
of the crack tip at the onset of crack propagation, which makes the SIF in mode I, KI ,
disappears. Some resemblances stands among the Barenblatt, Dugdale, and Hillerborg
models; the crack tip faces close smoothly (the SIF disappears at the crack tip in mode
I propagation) and the FPZ has trivial thickness. On the other hand, the closing stresses
in the FPZ are constant only in Dugdale model, whereas the size of FPZ is constant and
small comparing with the length of main crack in Barenblatt model.

In the CCM, fracture nucleates as discontinuity surface, which is able to transmit ten-
sile load before opening above a given displacement. Formation and extension of this
surface demands that the maximum principal stress approaches a specified value, termed
the cohesive strength of the material. When this happens, the surface initiates or grows
perpendicularly to the direction of the maximum principal stress. The two faces of the sur-
face impose on each other equal and opposite tensile stresses (cohesive stresses), whose
value is a unique function f (δ) of the separation δ between the faces. Whenever the sep-
aration reaches another specified value, i.e. the critical separation, δc, the cohesive stress
disappears and the failure occurs. Fracture includes the initiation and propagation of a
crack caused by the opening and the extension of the cohesive zone (the area where the
cohesive stresses perform) at of the crack tip, as illustrated in Figure 2.10.

Unlike LEFM where the microscopic mechanisms of fracture are fundamentally dis-
carded (all material aspects are lumped into one parameter, i.e. fracture toughness), the
bridging law or the traction-separation relation in the CCM depends on the material and
the corresponded fracture mechanism, as shown in Figure 2.8. The bridging law, σ(δ),
shall be determined from detailed micro-mechanics models or may be determined exper-
imentally (COX and MARSHALL, 1991; SØRENSEN and JACOBSEN, 2003). On the
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other hand, other forms of bridging laws are frequently employed in theoretical and nu-
merical analyses. As an illustration, a triangular or trapezoidal shaped traction-separation
curve is often exploited in practice (DÁVILA et al., 2001; PARMIGIANI and THOU-
LESS, 2007). In any case, the maximum stress, σmax, and the critical displacement, δc,
are the two most important parameters that characterize the traction-separation expression.
Given a traction-separation law, the the cohesive energy (for mode I) can be obtained as

GIC =

δc∫
0

σ(δ)dδ (2.43)

A bilinear or triangular traction-separation relation is depicted in Figure 2.11. It should be
noted that the mechanical behaviour of the bulk material is independent of the softening
function and can be extracted by any constitutive equation.

2.7 Simulation of fracture

Irrespective of the micro-structure of the material, the loading condition and the en-
vironmental state, the entire fracture process can be outlined as the nucleation, growth
and coalescence of small cracks, or more overall, discontinuities in the material. How-
ever, In classical models, the material is modelled as a continuum. This implies that (i) it
entirely fills the space that it occupies, ignoring pores and empty spaces and (ii) its prop-
erties are designated by continuous functions (MALVERN, 1969). It might be clear that
this assumption not only does not permit the integration of detailed information on the
micro-structure with the primary flaws, but also discard the nucleation and coalescence
of the micro-separations in the FPZ. In lieu of modelling the whole micro-structure and
each single micro-separation, the most typical technique is to lump the consequences of

Figure 2.11: Bilinear traction-separation law.
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all micro-separations in the FPZ in one single model that dominate the growth of a single
prevailing crack. Such a model should desirably account for the following two essential
properties of the FPZ. Firstly, the stiffness and the strength of the material must decrease in
a realistic way, and secondly, this decrease of stiffness and strength must be supplemented
with the correct decline of internal energy in the material.

In primitive models, the growth of an individual crack in elastic solids was modelled by
means of the theorem of minimum energy. GRIFFITH (1921) proposed that a crack, which
can be modelled as a discontinuity in a smooth displacement field, is merely permitted to
grow over a certain length whenever the surface energy in the structure is identical to the
energy required for the micro-separations in the FPZ to nucleate and propagate. IRWIN
(1957) extended the Griffith’s theory was extended for ductile materials introduced the con-
cept of SIFs with respect to the energy release rate to qualify the stress states ahead of the
crack tip. The extension of Griffith’s work for application to elastic-plastic solids (RICE,
1968) and the application of the method in association with the FEM, has resulted in an
effective tool for the modelling of crack propagation, frequently named as LEFM. In spite
of the successful implementation in a variety of engineering problems, the method has
several drawbacks. Firstly, as the phenomena in the FPZ are lumped in a single spot at the
crack tip, the method can only be utilized in those cases where the FPZ is comparatively
small. Secondly, the approach does not permit for the nucleation of a crack in undamaged-
material far from a flaw. And lastly, the procedure that determines the direction of the crack
propagation has not been rightly contained into the FE model. Alternatively, the results
of the FE computations serve as an input for the estimation of the new crack path, and
vice versa (INGRAFFEA and SAOUMA, 1985; KNOPS, 1994). This implies that when
the crack is extended, the elements in the proximity of the crack tip demands remeshing,
a process which restricts the applicability of LEFM. On the other hand, the progress of
the FEM in engineering has promoted the development of new approaches for the simula-
tion of fracture, typically termed as non-linear theories. Over the years, two trends can be
recognized, the smeared or continuous method and the discrete or discontinuous method.

2.7.1 Smeared approach

The smeared approach to fracture initiates from the scheme that the micro-mechanical
phenomena in the proximity of an integration point in the FEM are transferred into de-
terioration of the stiffness and the strength of the material in such point. Primarily, the
material properties in all integration points are presumed to be linear elastic. When an
equivalent stress in an integration point meets a prescribed criterion, e.g. the principal
stress surpasses a yield limit, the linear elastic stress-strain expression changes. Complete
failure of the structure is achieved when the stiffness decreases to zero. Even though the
general behaviour of the model is in compliance with reality, from a structural standpoint,

34



a real crack is never actually introduced in the model: neither as a discontinuity in the
displacement field, nor as a separation in the FE mesh. In primary studies, the stiffness
parameters in the tangential direction to the crack were set to zero (COPE et al., 1980). It
was soon appreciated that a gentle drop of the stiffness parameters was required for a more
realistic mechanical behaviour. This is fulfilled in Continuum Damage Models (CDM)
where the stiffness of the material point is reduced using a damage parameter or damage
tensor (LEMAITRE and CHABOCHE, 1994). Basically, when the material is fully in-
tact, this damage parameter is identical to zero. When the stress condition in a material
point suppresses a threshold figure, the damage parameter inclines based on a material
damage law which states the release of internal energy within the damage procedure. The
maximum value of the damage parameter is equal to 1.0, which is associated with the con-
dition that the material has thoroughly lost its load carrying capability. The approach has
become a standard method for the simulation of fracture and has been implemented in a
number of applications successfully (MAZARS and PIJAUDIER-CABOT, 1989). Rather
than the making of a real crack in the material (a discontinuity in the displacement field),
the deformations in the FPZ will concentrate and raise the large deformation gradients in
a narrow band in the FPZ, which ultimately leads to numerical problems. Furthermore,
the width of this band must be at least identical to the width of a specific element in the FE
mesh. Obviously, this imposes serious restrictions on the applicability of the technique to
materials with comparatively small FPZ. In order to prevent such problems, models have
been evolved where the large deformation gradient is included in the kinematic relation
of the element as an extra strain field. These models are typically designated as embed-
ded discontinuity methods (BELYTSCHKO et al., 1988; ORTIZ et al., 1987; SIMO et al.,
1993).

2.7.2 Discrete approach

The most prominent method among discrete fracture models is the CCM, pioneered
by DUGDALE (1960) and BARENBLATT (1962). NEEDLEMAN (1987) generalised the
technique by inserting cohesive constitutive relations at particular planes in the materials,
whether a crack exists or not. Besides the fact that this method capture crack nucleation,
there is an extra technical benefit. By defining the cohesive relation along a surface, de-
termining the length of the cohesive zone is not mandatory. The failure characteristics of
the material are dominated by an independent constitutive expression which explains the
separation of the cohesive surface. This cohesive constitutive relation in combination with
the constitutive relation for the bulk material and the adequate balance laws and boundary
conditions, completely designate the problem.

The well-known cohesive constitutive expression is one where the cohesive surface
traction is a function of the displacement jump over this surface. Conventionally, the

35



cohesive surfaces have been implemented in the FE mesh beforehand by using inter-
face elements that are situated between the standard continuum elements (ALFANO and
CRISFIELD, 2001; ALLIX and LADEVÈZE, 1992; SCHELLEKENS and DE BORST,
1993). Note that this technique has been implemented in ABAQUS® software success-
fully (HADDAD and SEPEHRNOORI, 2015a; JOUSSET and RACHIK, 2014; SCHEI-
DER, 2001; SCHWALBE et al., 2012). The interface elements includes two surfaces that
are linked to the neighbouring continuum elements. A perfect bond before cracking can be
simulated by assigning a high dummy stiffness to the interface elements. When the crack
path is recognised beforehand from experiments, the interface elements can be located in
the FE mesh along the prescribed crack path. Nonetheless, in some real cases, the crack
path is not known in advance and the placement of cohesive elements can be problematic.
In (XU and NEEDLEMAN, 1993) interface elements are situated between all continuum
elements in the mesh. This technique permitted the modelling of complex fracture such as
crack branching (XU and NEEDLEMAN, 1994) and crack initiation away from the crack
tip, as shown in Figure 2.12.

Nonetheless, the technique of inserting interface elements between all continuum ele-
ments is not thoroughly mesh independent. In fact, as the interface elements are aligned
with element boundaries, cracks orientation is limited to a restricted number of angles.
Additionally, if, as in (XU and NEEDLEMAN, 1993) the initial compliances are set to be
non-zero, the existence of the interfaces leads to the general compliance of the body and
an ill-posed problem results. The value of this error can decrease by rising the dummy
stiffness which relates the elastic behaviour of the cohesive zone before fracture. Unfortu-
nately, this can results in numerical problems.

Figure 2.12: Modelling of crack branching in using inter-element cohesive surface
models. (XU and NEEDLEMAN, 1994)
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2.7.3 Enriched Methods

Obviously, the application of either the smeared or discrete fracture models is limited
owing to mesh dependency. This can be related to practical problems, such as the inserting
the interface elements in the FE mesh, and also numerical difficulties caused by large
deformation gradients. In order to prevent these drawbacks, recent advancements in the
field of numerical fracture mechanics have concentrated on new approaches to prevent
mesh dependencies.

2.7.3.1 eXtended Finite Element Method (XFEM)

In an elegant work, which can be named as the pioneering attempt towards the XFEM,
a local enrichment of the domain for crack propagation problem was proposed by BE-
LYTSCHKO and BLACK (1999) using the partition of unity (BABUŠKA and MELENK,
1997). The enriched basis function was established by simple multiplication of the en-
richment function with the standard FE basis functions. The analytical solution for the
displacement and stress field near the crack tip were known from the theory of the LEFM.
Thus, they used near tip enrichment functions to enrich the field in the vicinity of the
crack throughout the crack length. By using this method, no re-meshing was demanded as
the crack propagates, however, for severely curved cracks a re-meshing was needed in the
proximity the crack root. Nonetheless, a remarkable contribution was that, the technique
was able to simulate the crack arbitrarily aligned with FE mesh with minimal amount of re-
meshing. Next modification to the approach was proposed by MOËS and BELYTSCHKO
(1999). The modified version what is now called as XFEM removed the need for minimal
mesh refinement. They represented that any type of generic function that best describes
the field can be incorporated into the approximation space.

The XFEM gains from many advantages over the classical FEM, particularly for prob-
lems with moving boundaries. In the classical FEM, the crack propagates in the direction
which is limited to the inter-element boundaries, involving with the trouble of mesh depen-
dency. To remedy the problem of the sensitivity to the mesh generated, mesh adaptivity
is needed (AZADI and KHOEI, 2011), which leads the simulation of the crack propaga-
tion to be computational expensive. The promising method that avoids such difficulties is
the XFEM, which introduces arbitrary discontinuities into the finite element approxima-
tion without mesh dependencies. In XFEM, a crack is modelled as a discontinuity in the
displacement field by employing the partition of unity property of FE shape functions.

The partition of unity approach to cohesive fracture has a variety of advantages over
the conventional methods. The cohesive surface can be situated as a discontinuity any-
where in the model, in spite of the structure of the underlying FE mesh. Moreover, it is
probable to extend a cohesive surface during the simulation by adjoining extra degrees of
freedom. This prevents the use of high dummy stiffnesses to model a perfect bond be-
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fore cracking. As degrees of freedom are just added when a cohesive surface is extended,
the total number of degrees of freedom can also be smaller. Ultimately, since the tech-
nique is according to a present cohesive surface formulation, present cohesive constitutive
models can still be employed. Application of the XFEM to the CCM was first done by
the works of WELLS and SLUYS (2001) and MOËS and BELYTSCHKO (2002). After
that, the cohesive segments method proposed by REMMERS et al. (2003, 2008) within
the framework of XFEM permitted the simulation of the nucleation, growth, coalescence,
and branching of multiple cohesive cracks in quasi-brittle materials. Indeed, the imper-
ative attribute of the cohesive segments method was the feasible emergence of multiple
cohesive cracks in a domain. In the proposed method, the magnitude of the displacement
jumps, which was the representative of displacement discontinuities, was managed by the
cohesive constitutive relation. In this method, the cohesive segments were only inserted
through the integration point when they were needed and decohesion initiates. Inasmuch
as the crack growth path did not rely on the mesh, the new cohesive segments can nucle-
ate at arbitrary positions with arbitrary orientations, and the existing ones could grow in
arbitrary paths when a critical condition is satisfied.

In the subsequent parts, a brief introduction to the application of XFEM in crack mod-
elling will be given.

2.7.3.1.1 Concise review of FEM Consider a domain in the state of equilibrium de-
scretized by a four-node quadrilateral FE mesh, as shown in Figure 2.13 (BATHE, 2006).
Based on the FE methodology, the coordinates xT = (x, y) are interpolated from the nodal
values x̄T = (x, y)

x =
4∑
j=1

Njx̄j (2.44)

In an isoparametric FE representation, displacement fields uT = (ux, uy) are interpolated
from the nodal displacements nodal values ūT = (ux, uy)

u =
4∑
j=1

Njūj (2.45)

in which Nj is the matrix of FE shape functions,

Nj =

[
Nj 0

0 Nj

]
(2.46)
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Figure 2.13: Mapping from the parent to the physical Cartesian coordinate
system. (BATHE, 2006)

The strain field is derived directly from Eq. 2.46

ε =
4∑
j=1

Bjūj (2.47)

in which the matrix Bj is defined in terms of derivatives of the shape functions Nj as

Bj =


∂Nj
∂x

0

0
∂Nj
∂y

∂Nj
∂y

∂Nj
∂x

 (2.48)

and the chain rule is invoked to compute the coefficients of Bj{
∂N
∂x
∂N
∂y

}
= J−1

{
∂N
∂ξ
∂N
∂η

}
(2.49)

where J is the Jacobian matrix

J =

[
∂x
∂ξ

∂y
∂ξ

∂x
∂η

∂y
∂η

]
, J−1 =

1

det J

[
∂y
∂η

∂y
∂ξ

−∂x
∂η

∂x
∂ξ

]
(2.50)

Ultimately, the stiffness matrix Ke of an element Ωe can be derived from

Ke =

∫
Ωe

BTDBdΩ (2.51)

where D is the material stress-strain or constitutive matrix (σ = DBui). Eq. 2.51 can be
rewritten in local curvilinear coordinates ξ, η

K =

1∫
−1

1∫
−1

B(ξ, η)TDB (ξ, η) (det J) dξdη (2.52)
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2.7.3.1.2 Partition of unity The concept of partition of unity has been employed in
a variety of computational disciplines (BABUŠKA and MELENK, 1997). A partition of
unity is expressed as a set of m functions fk(x) within a domain Ωpu such that

m∑
k=1

fk(x) = 1 (2.53)

It can easily be represented that by choice of any arbitrary function ψ(x), the following
property is automatically met

m∑
k=1

fk(x)ψ(x) = ψ(x) (2.54)

This is equivalent to the definition of the reproducing condition or completeness. Com-
pleteness is represented in terms of the order of the polynomial ψ(x) = p(x), which must
be expressed exactly by approximating functions fk(x). Afterwards, zero completeness is
reached if Eq. 2.54 holds for a constant p(x). The set of isoparametric FE shape functions,
Nj , also satisfy the state of partition of unity,

n∑
j=1

Nj(x) = 1 (2.55)

where n is the number of nodes for each FE. The idea of partition of unity accommodates a
mathematical framework for the development of an enriched solution, as will be discussed
in the subsequent section.

2.7.3.1.3 Enrichment The enrichment can be considered as an act of enhancing the
approximation of discretization based on the properties of the problem. In this way, the
approximation space used to solve the problem is improved by integrating the behavior of
the undertaken phenomenon. Computationally, the enriched solution can be determined
by rising the order of completeness that leads to higher accuracy of the approximation by
incorporating the information extracted from the analytical solution. The selection of en-
richments depends on the a priori solution of the problem; as an example, in the LEFM,
this is corresponding to an incline in accuracy of the approximation where analytical crack
tip solutions are added to the enrichment terms. The enrichment can be obtained by in-
cluding the information, which is known in advance from singular behavior of the solution,
directly into the FE space. The key feature of incorporation of local enrichment into an
approximation space is based on the multiplication of enrichment functions by nodal shape
functions. The enrichment can be done locally by only enriching those nodes whose inter-
sect a region of interest. Thus, the FE approximation of enriched domain can be expressed
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by

u(x) =
N∑
i=1

Ni(x)

(
ūi +

M∑
j=1

pj(x)āij

)
(2.56)

or

u(x) =
N∑
i=1

Ni(x)ūi︸ ︷︷ ︸
standard interpolation

+
N∑
i=1

Ni(x)

(
M∑
j=1

pj(x)āij

)
︸ ︷︷ ︸

enhanced interpolation

(2.57)

in which ui is the standard nodal Degrees of Freedom (DOF) related to the basis Ni(x),
and aij are the enriched degrees of freedom related to the basis pi(x), with M designat-
ing the number of enrichment functions for node i. The terms “standard” and “enriched”
refer to the fact that the “standard” interpolation field is regarded as the background field
upon which the “enriched” interpolation field is imposed. As the FE shape functions con-
stitute a partition of unity, the interpolation of the displacement field u(x) in Eq. 2.57
can be expressed as the compound of the standard FE interpolation field and an enriched
interpolation field, in which the enriched terms are employed to enhance the standard in-
terpolation.

2.7.3.1.4 Basis of XFEM approximation The XFEM as an enriched partition of unity
technique has been substantially used in numerical simulation of discontinuous problems.

(a) (b)

Figure 2.14: Application of XFEM in modeling of weak and strong discontinuities. (a):
Internal interfaces, including: the bimaterial interface and crack interface; (b) A mesh in

which the circled nodes have extra DOF and enhanced functions. (KHOEI, 2014)
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The approach, which is a powerful and a precise method, is employed to model weak and
strong discontinuities with minimum enrichment deprived of considering their geometries.
In this technique, the discontinuities are not contemplated in the mesh generation process
and particular functions that are based on the nature of discontinuity are incorporated
into the FE approximation. In the XFEM, the external boundaries are just considered in
mesh generation process and internal boundaries, such as cracks, contact surfaces, voids,
and so on, do not affect mesh configurations. This technique has adequate applications
in engineering problems with moving boundaries, such as crack propagation, punching,
phase changing, and shear banding. To establish the concept of discontinuous enrichment,
suppose that Γd is a discontinuity in domain Ω, as depicted in Figure 2.14a. We aim to
create an FE approximation to the field u ∈ Ω which can be discontinuous along the
discontinuity Γd. The conventional method is to generate the mesh to adjust to the line
of discontinuity as demonstrated in Figure 2.14b, in which the element sides are aligned
with Γd. But, this strategy definitely causes a discontinuity in the approximation, it can be
complex if the discontinuity Γd evolves in time, or if various configurations for Γd are to be
supposed. In the XFEM, the discontinuity across Γd is modeled with enriched functions,
in which the mesh of Figure 2.14b is capable of modeling the discontinuity in u ∈ Ω when
the circled nodes are enhanced with functions, which are discontinuous along Γd.

Consider the enhanced approximation field stated in Eq. 2.56, the first sum of the sec-
ond term of the right hand side of Eq. 2.56 can be skipped, if a single interface Γd is
modeled. Therefore, the enhanced approximation for a single interface Γd can be obtained

(a) (b)

Figure 2.15: The use of XFEM for modeling of discontinuity. (a) The weak discontinuity
as a bi-material interface; (b) The strong discontinuity as a crack interface.
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as

u(x) =
N∑
i=1

Ni(x)ūi +
M∑
j=1

N̄j(x)ψ(x)āj (2.58)

where the shape functions of enhanced section Nj(x) are selected similar to the FE shape
functions Nj(x). In this equation, ui is the standard nodal displacement, ai is the nodal
DOF corresponding to the enrichment function,ψ(x) is the enrichment function, and N(x)

is the standard shape function. In Eq. 2.58, N is the set of all nodal points of domain,
and M is the set of nodes of elements located on the discontinuity Γd. In the XFEM,
the different kinds of problems demands proposing suitable enhanced functions. Various
techniques shall be employed for the enrichment function; these functions are related to
the kind of discontinuity and its effects on the form of solution. These methods include the
signed distance function, branch function, level set function, Heaviside function, and so
on. The selection of enrichment functions in displacement approximation depends on the
situation of problem. If the discontinuity is due to different kinds of material properties
(Figure 2.15a), the level set function can be used as an enrichment function, but, if the
discontinuity is because of different displacement fields on either edges of the discontinuity
(Figure 2.15b), the Heaviside function is adequate (BELYTSCHKO et al., 2009).

Now we turn our attention to the description of the application of XFEM to cracks.
Consider an FE model of a cracked body, as depicted in Figure 2.16. Let the set of all
nodes in the FE mesh be denoted by S, the set of nodes of elements around the crack tip
be stated by SC and the set of nodes of elements cut by the crack, i.e. the discontinuity,
but not in SC be presented by SH . The set of elements with nodes in SC can be chosen by
the user. Normally one element, as illustrated at crack tip B in Figure 2.16, suffices, but

Figure 2.16: An arbitrary crack line in a structured mesh with enriched (light gray) and
tip enriched (purple) elements. (BELYTSCHKO et al., 2009)
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some enhancements in accuracy may be achieved by using several elements, as depicted
at crack tip A in Figure 2.16. Nodes in SC and SH are referred to as tip enriched and
step enriched nodes, respectively, and all together as enriched nodes. Let the crack surface
be given by an implicit function description, i.e. a level set, ϕ(x) (expressing the crack
in this way enables the technique to deal with discontinuities such as cracks without any
supplementary information other than at nodal points, as discussed later) and letϕ(x) have
opposite signs on the two edges of the crack. The XFEM displacement field for a crack is
given by (BELYTSCHKO et al., 2009)

u(x) =
∑
∀I

NI(x)uI +
∑
J∈SH

NJ(x) [H(ϕ(x))−H(ϕ(xJ))] q0
J

+
∑
j

∑
K∈SC

NK(x)
[
Ψ(j)(x)−Ψ(j)(xK)

]
q

(j)
K

(2.59)

in which H(x) is the Heaviside step function provided by

H (x) =

1, x > 0

0, otherwise
(2.60)

and where Ψ(j) is a set of enrichment functions which approximate the near tip behaviour,
q

(j)
I are the enrichment coefficients which are extra unknowns at the nodes and xJ is the

position of node J. It should be noted that Eq. 2.59 is a local partition of unity on the con-
trary to the global form in Eq. 2.58, i.e. the enrichment is added only where it is effective.
This considerably enhances the computational efficiency because generally further fewer
unknowns are introduced by the enrichment than in a global partition of unity.

2.7.3.1.5 Brittle cracks Modeling the crack in brittle materials can be carried out in
the framework of LEFM, in which the stresses and strain fields ahead of the crack tip are
singular. The implementation of XFEM for simulation of the crack in brittle materials was
commenced from the original works of XFEM by BELYTSCHKO and BLACK (1999)
and MOËS and BELYTSCHKO (1999). In the work of BELYTSCHKO and BLACK
(1999), the asymptotic enrichment functions were used for the entire crack path and the
kinks were dealt with in the crack path by special mappings. Nonetheless, MOËS and
BELYTSCHKO (1999) introduced the asymptotic enrichment functions ahead of the crack
tip area and the Heaviside function across the crack path, which has been constituted as a
standard procedure in the XFEM methodology. DAUX et al. (2000) developed the XFEM
method for the modelisation of cracks with multiple branches and intersections, where
a step enrichment function was proposed for crack junctions that did not rely on level-
sets. The XFEM was used to 3-D crack problems by SUKUMAR et al. (2000). The
XFEM was established by DOLBOW et al. (2001) for modeling crack propagation with
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frictional contact on the crack faces. AREIAS and BELYTSCHKO (2005) studied the 3-
D crack initiation and propagation for the quasi-static analysis of brittle and quasi-brittle
solids. XIAO and KARIHALOO (2006) suggested an alternative technique to ameliorate
the FE approximation with higher order terms of the asymptotic expansion of the crack tip
field as enhanced functions, and extracted the SIFs directly without extra post-processing.
For cracks in brittle materials, the crack tip enrichment functions, Ψ(i), are based on the
asymptotic solution of WILLIAMS (1961), which is given by

{
Ψ(i)

}4

i=1
=
√
r {cos (θ/2) , sin (θ/2) , sin (θ/2) sin (θ) , cos (θ/2) sin (θ)} (2.61)

Obviously, just the first asymptotic function demonstrates the discontinuity near the tip
on both sides of the crack whereas the other three functions can be employed to improve
the accuracy of the approximation. The application of asymptotic crack-tip functions is
not limited to crack simulation in an isotropic elastic material. The same technique can
be employed to capture a crack along a bimaterial interface, impinged on the bimaterial
interface, or in an elastic-plastic power-law hardening material. But, in each of these three
cases different features of asymptotic crack-tip functions are demanded depending on the
crack location and the extent of the inelastic material deformation (ELGUEDJ et al., 2006;
SUKUMAR et al., 2004).

2.7.3.1.6 Cohesive cracks In the following, we concentrate on the modelling of a co-
hesive crack, which forms the fundamental cohesive crack simulation in the present dis-
sertation. The early implementation of an enriched FEM for modeling of cohesive crack
propagation was done by WELLS and SLUYS (2001) based on the partition of unity.
They used the Heaviside function along the whole crack as well as the crack tip. Never-
theless, it should be indicated that if only the Heaviside function is applied at all nodes, the
XFEM approximation is not able to handle crack tips that are positioned inside elements.
To overcome this obstacle, WELLS and SLUYS (2001) supposed that the crack can be
practically extended to the next element edge. The XFEM was employed by MOËS and
BELYTSCHKO (2002) in the cohesive crack modelling using the cohesive branch func-
tions, where the growth of the cohesive zone was dominated by demanding the SIFs ahead
of the tip of the cohesive zone to vanish. A methodology for the modelling of quasi-
static cohesive crack growth in quasi-brittle materials was proposed by MARIANI and
PEREGO (2003). In their technique, a cubic displacement discontinuity was employed
based on the product of the Heaviside function and polynomial ramp functions, which
was able to reproduce the common cusp-like shape of the process zone ahead of the crack
tip. The cohesive segments method proposed by REMMERS (2006); REMMERS et al.
(2003, 2008) within the framework of XFEM permits the simulation of the nucleation,
growth, coalescence, and branching of multiple cohesive cracks in quasi-brittle materials.
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Figure 2.17: Domain Ω with two discontinuities, Γd,1 and Γd,2 (dashed lines).

Indeed, the imperative attribute of the cohesive segments method is the feasible emer-
gence of multiple cohesive cracks in a domain. In the proposed method, the magnitude
of the displacement jumps, which is the representative of displacement discontinuities, is
managed by the cohesive constitutive relation. In this method, the cohesive segments are
only inserted through the integration point when they are needed and decohesion initiates.
Inasmuch as the crack growth path does not rely on the mesh, the new cohesive segments
can nucleate at arbitrary positions with arbitrary orientations, and the existing ones can
grow in arbitrary paths when a critical condition is satisfied. There are a variety of the ap-
plications of cohesive crack modelling within the XFEM framework, such as modeling the
quasi-brittle fracture in Functionally Graded Materials (FGM) by COMI and MARIANI
(2007), modeling the cohesive crack propagation in concrete structures by UNGER et al.
(2007), and so on. Consider a 2-D domain Ω with boundary Γ as shown in Figure 2.17.
The domain includes m discontinuities Γd,j , where j = 1, ..,m. It is assumed that the
discontinuities do not cross. Each discontinuity divides the domain into two parts, which
are stated accordingly as Ω−j and Ω+

j . For all discontinuities j in the domain, the following
relation must hold

Ω−j ∪ Ω+
j = Ω ∀ j = 1, ...j (2.62)

The displacement field in the domain Ω contains a continuous regular displacement field
û plus m additional continuous displacement fields JujK as follows (REMMERS et al.,
2003)

u(x, t) = û(x, t) +
m∑
j=1

HΓd,j(x)JujK(x, t) (2.63)
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where x refers to the position of a material point, t is the time, and HΓd,j is the Heaviside
step function, defined as

HΓd,j(x) =

0, if x ∈ Ω−j

1, if x ∈ Ω+
j

(2.64)

The strain field can be derived by taking the derivative of the displacement field in Eq. 2.63
as

ε(x, t) = ∇sû(x, t) +
m∑
j=1

HΓd,j(x)∇sJujK(x, t) (2.65)

where ∇s denotes the symmetric differential operator

∇s()ij =
1

2

(
∂

∂xi
()j +

∂

∂xj
()i

)
i, j = 1, 2, 3 (2.66)

It is noted that the strain field is not defined at the discontinuities Γd,j . The magnitude of
the displacement jump at the discontinuities can be extracted by JujK according to Eq. 2.67.
Therefore, the discrete feature of the displacement field can be expressed using Eq. 2.63
as

u(x, t) = N(x)ū(t) +
m∑
j=1

HΓd,j(x)N(x)āj(t) (2.67)

in which the vector ū consists of the standard nodal DOF and āj contains the enriched
nodal DOF related to the discontinuity Γd,j . The matrix N(x) contains the conventional
shape functions. The discrete form of the strain field is denoted by differentiating Eq. 2.63
as

ε(x, t) = Bstd(x)ū(t) +
m∑
j=1

Benr
j (x)āj(t) (2.68)

where Bstd(x) = LN(x) consists of the spatial derivatives of the standard shape functions
and Benr

j (u) = LNenr
j (x) includes the spatial derivatives of the enriched shape functions,

where Nenr
j (u) = HΓd,jN(x) is referred to as the matrix of the enriched shape functions

for the discontinuity Γd,j , and L is a differential operator matrix expressed in the Cartesian
coordinate system as

L =

∂/∂x 0

0 ∂/∂y

∂/∂y ∂/∂x

 (2.69)
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Lastly, the discretized displacement jump at the discontinuity Γd,j , can be stated accord-
ing to Eq. 2.67 by JujK = N(x)āj . In the cohesive segments method (REMMERS et al.,
2003), the cohesive segments are not considered at the starting of the procedure. This
means that an initially rigid cohesive constitutive relation must be employed, contrary
to the methods in which the cohesive interface elements are inserted into inter-element
boundaries in advance, and consequently, cohesive constitutive expressions with an initial
elastic branch is utilized. Boundary condition along the crack, Γd , is σ.nΓd = td, where
nΓd is the unit normal vector to the discontinuity Γd pointing to Ω+, and td is the cohe-
sive traction transferred along Γd, which is associated with the displacement jump at the
discontinuity using the cohesive law. It should be noted that behavior of the fracturing
material in the FPZ (explained in Section 2.6) is represented by a traction-separation law
relating the cohesive traction to the relative displacement as

td = td(JujK) (2.70)

where td = tnnΓd+tstΓd is the cohesive traction applied through the FPZ, with nΓd and tΓd

representing the unit vector of normal and tangential directions, respectively, and tn and ts
are normal and shear components of the 2-D traction vector, respectively. JujK is expressed
as the relative displacement vector across the discontinuity, the discrepancy between the
displacement vectors at the two sides of the discontinuity. In quasi-brittle materials, when
the failure limit is met, the cohesive zone extends in which the material launches to fail
and presents a softening behavior. The softening caused by the material failure is modeled
by means of a softening cohesive law. This means that the cohesive traction transmitted
across the cohesive zone is a decaying function of the relative displacement.

One of the striking features of the cohesive segment method (REMMERS et al., 2003)
is that the segments are not needed to present in the material at the onset of the analysis,
but are inserted and developed during the course of a simulation. When the stress con-
dition in a particular integration point in the bulk material satisfies the yield criterion of
the material, a new cohesive segment is added. The segment, which is presumed to be
straight, passes over this integration point and is developed into the adjacent elements un-
til it reaches the outer boundaries of these elements, as depicted in Figure 2.18. The patch
of adjacent elements contains all elements that share one of the nodes of the central ele-
ment that consists of the integration point in which the criterion was satisfied. The nodes
that support these outer boundaries are not enriched to guarantee a zero crack opening at
the tips of the new segments. The extension of a cohesive segment is modelled as fol-
lows (WELLS and SLUYS, 2001); when the maximum principal stress at the tip satisfies
the fracture criterion for a specific angle, the segment is developed into the next element
in the direction normal to the corresponding principal axis, until it touches the boundary
of that element. The stress condition at the tip is not known exactly. Thus, the stresses are
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Figure 2.18: Creation of a new cohesive segment (bold line). (REMMERS, 2006)

estimated by calculating the average stress state in the proximity using a Gauss averaging
criterion (WELLS and SLUYS, 2001).

2.8 Hydraulic fracture initiation

As demonstrated in Figure 1.2, when the borehole fluid pressure attains a critical value
termed “breakdown pressure”, the fracture starts to initiate. At breakdown, a droop in bot-
tom hole pressure appear owing to the borehole fluid loss. The hydraulic fracture initiated
from the wellbore is strongly associated with the magnitude and orientation of the in-situ
stress field, which can be altered locally. In this section, we turn our attention to evaluation
of the condition in which a fracture initiates from the borehole. To define the state of the
near-wellbore stresses which is different form far-field ones, assume that rock formation is
isotropic, homogenous, and linearly elastic. Herein, the orientation of the borehole with
respect to the in-situ stress is defined by the wellbore azimuth, α, as the angle between the
σx(σh,min) direction and the projection of the borehole axis onto the σx − σy plane, and
the wellbore inclination, β, as the angle between the borehole axis and the σz direction as
depicted in Figure 2.19. The rotation of the stresses from the in-situ coordinate system to
the local wellbore coordinate system is expressed by

σxx

σyy

σzz

τyz

τxz

τxy


=



sin2β cos2βcos2α cos2βsin2α

0 sin2α cos2α

cos2β sin2βcos2α sin2βsin2α

0 − sinα cosα sin β sinα cosα sin β

− sinα cos β sin β cos βcos2α sin β cos βsin2α

0 − sinα cosα cos β sinα cosα cos β




σz

σx

σy

 (2.71)

where σx, σy, and σz are the far-field stresses. By employing the superposition of Kirsch’s
solution (JAEGER et al., 2009), the anti-plane solution, and the solution for an internally
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Figure 2.19: Pertinent parameters for an arbitrarily oriented wellbore
configuration (HOSSAIN et al., 2000).

pressure hole (BRADLEY, 1979; DEILY et al., 1969; HUANG et al., 2012), the filed
stresses resulting from in-situ stresses and internal borehole pressure, pw, are obtained as
follow

σr =
1

2
(σxx + σyy)

(
1− r2

w

r2

)
+

1

2
(σxx − σyy)

(
1− 4r2

w

r2
+

3r4
w

r4

)
cos 2θ

+τxy

(
1− 4r2

w

r2
+

3r4
w

r4

)
sin 2θ +

r2
w

r2
pw

(2.72)

σθ =
1

2
(σxx + σyy)

(
1 +

r2
w

r2

)
− 1

2
(σxx − σyy)

(
1 +

3r4
w

r4

)
cos 2θ

−τxy
(

1 +
3r4

w

r4

)
sin 2θ − r2

w

r2
pw

(2.73)

σz = σzz − 2v (σxx − σyy)
r2
w

r2
cos 2θ − 4vτxy

r2
w

r2
sin 2θ (2.74)

τrθ =

(
−1

2
(σxx + σyy) sin 2θ + τxy cos 2θ

)(
1 +

4r2
w

r2
− 3r4

w

r4

)
(2.75)

τrz = (τxz cos θ + τyz sin θ)

(
1− 2r2

w

r2

)
(2.76)
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τθz = (−τxz sin θ + τyz cos θ)

(
1 +

2r2
w

r2

)
(2.77)

At the wall of the borehole (r = rw), the above expression simplify to

σr = pw (2.78)

σθ = (σxx + σyy − pw)− 2 (σxx − σyy) cos 2θ − 4τxy sin 2θ (2.79)

σz = σzz − 2v (σxx − σyy) cos 2θ − 4vτxy sin 2θ (2.80)

τrθ = τrz = 0 (2.81)

τθz = 2 (−τxz sin θ + τyz cos θ) (2.82)

For a vertical well, one of the principal stress is parallel to the borehole axis. In this case,
the breakdown pressure in the direction perpendicular to the minimum horizontal stress,
(θ = π/2) for an un-cased, smooth borehole is given by

pwf = 3σx − σy − p+ T (2.83)

where p is the formation poe pressure and T is the formation tensile strength. The Eq. 2.83
is valid in the case of no fluid penetration (DETOURNAY and CHENG, 1988) and it gets
an “upper bound” for the breakdown pressure. Nevertheless, if the leakage takes place
before breakdown, a “lower bound” requires to be defined for the breakdown pressure as
follows

pwf =
3σx − σy − 2ηp+ T

2(1− v)
(2.84)

where

η =
ᾱ(1− 2v)

2(1− v)
(2.85)

in which ᾱ is the Biot’s coefficient. Note that in HF jobs, when the low-viscosity fluids
and/or low pumping rate are used, it is supposed that more fluid penetrates into the sur-
rounding formation and, as a result, decreases the breakdown pressure (HOSSAIN et al.,
2000).

51



2.9 Numerical simulations of hydraulic fracturing

The simulation of HF, as a multi-physics problem which couples poro-mechanics, fluid
mechanics, and fracture mechanics, has attracted considerable attention in not only un-
conventional resources, but also water well production enhancement, coal bed methane
development, rock burst mitigation, and toxic or radioactive waste disposal. In this way,
the most widely used distinguished computational methods for the simulation of HF will
be explained in this section.

2.9.1 Boundary Element Method

First emerged in the work of CRUSE and RIZZO (1968) for elasticity prob-
lems, Boundary Element Method (BEM) was effectively introduced by BREBBIA and
DOMINGUEZ (1977). Nowadays, BEM has been largely applied to solve many different
kinds of engineering problems (BREBBIA et al., 2012; MANSUR, 1983; TELLES, 2012;
TREVELYAN, 1994) mainly because of the following advantages:

• BEM presents highly precise solutions for the problem.

• It is less computational expensive, in particular compared with FEM. It is because
the problem is defined only at the boundaries of the body and, as a result, resulting
systems of algebraic equations are significantly smaller.

• The results at any internal point of the domain can be obtained despite the boundary-
only discretizing.

• The BEM presents its special advantages in specific classes of the problem includ-
ing: (i) Infinite (or semi-infinite) domains, (ii) Discontinuous solution spaces. These
problems are the main concern in wave propagation, fracture mechanics, re-entry
corners and other stress intensity problems.

Nevertheless, BEM suffers from some drawbacks, which can be summarized as:

• A fundamental solution or Green’s function, explaining the behaviour of a point load
in an infinite medium of the material properties, is demanded as part of the kernel
of the method. This restricts the application of the BEM to the specific problems
where a Green’s function is available.

• Calculation of the fundamental solution must be computationally efficient, thereby
making explicit fundamental solution formulations desirable.

• The resulting system of equations is both non-symmetric and fully populated, lead-
ing to longer computing times, particularly in 3-D problems. In this case, special
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techniques such as the fast multipole method (ROKHLIN, 1985) have been presented
to speed up the solution.

• Non-linear material behavior causes problem in the application of the BEM.

• In some cases, BEM demands a re-meshing scheme to accommodate crack
growth (RABCZUK et al., 2010). The work of SIMPSON and TREVELYAN
(2011) on enriched BEMs proposed the use of partition of unity method within the
framework of BEM. However, this work has not been developed to multi-physics
problems.

• The BEM formulation needs the evaluation of weakly singular, strongly singular
and sometimes hypersingular integrals which must be carefully treated. This can be
performed using a number of methods such as analytical regularisation (GARCIA
et al., 2004).

RUNGAMORNRAT et al. (2005) employed the BEM to treat elasticity problem asso-
ciated with a fracture, and a Galerkin FEM to model the fluid flow within the fracture. In
this work, th BEM was based on a weakly-singular, weak-form traction boundary integral
equation which was applicable to non-planar fractures in Generally anisotropic media. The
resulting coupled fracture/flow equations were solved using an iterative Newton-Raphson
method. The results showed that during early stages of fracture growth, the fracture evolves
from its initial elliptical shape toward a circular shape. As the fracture propagates into the
stress showing area. the crack tends to propagate in the horizontal direction than in the
vertical direction, as shown in Figure 2.20.

2.9.2 Displacement Discontinuity Method

In recent years, the Displacement Discontinuity Method (DDM) (SESETTY and
GHASSEMI, 2015; VERDE and GHASSEMI, 2015) as one of the special sub-category
of BEMs has been widely applied to simulate HF mechanism. Based on the DDM, when
fractures propagate, new fracture elements are added without the re-meshing of the exist-
ing elements. Accordingly the element number is much less than that of the FEM. Because
of that, DDM is an efficient technique in modelling of the complex fracture network during
HF treatment.

MCCLURE (2012) developed a 2-D DDM model fully coupled with fluid flow and
stresses induced by fracture opening and sliding, friction evolution, and fracture propaga-
tion in a pre-existing Discrete Fracture Network (DFN). One main drawback in McClure’s
approach is that the path of any new fracture, e.g., created from interaction with Natural
Fractures (NF), must be predefined. In addition, one common restriction of 2-D models
is not being able to model fracture height. This is not only an indispensable consideration
in HF designs, but can also significantly have an impact on the fracture length growth.
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REZAEI et al. (2015) studied fracture propagation from adjacent wells by using DDM.
The developed numerical model was capable of simulating multiple fractures that may re-
orient in space based on changing stress shadowing. Figure 2.22 (REZAEI et al., 2015)
shows the propagation of two hydraulic fractures that are spaced at 20 m in a half-length
window of 300 m. It is shown here that for a case where fracture spacing is 20 m (Fig-
ure 2.22a), the fracture interference does not affect propagation path until after 100 m of
propagation in the half-length window. In other words, the interference between fractures
becomes effective when fracture tips are approximately 100 m away (Figure 2.22b). At
that point, the fracture path is influenced by the presence of the other fracture and the two
fractures propagate away from each other for about 25 m. As soon as the tips overlap
(Figure 2.22c), the direction of maximum horizontal stress changes again and so the two
fractures propagate toward each other from then on.

The results of a discrete element model numerical study of multi-well completions
simulated in a fully hydro-mechanical coupled fashion were presented by NAGEL et al.
(2014). Their 2-D numerical method was not capable of considering non-planar frac-

Figure 2.20: Evoluation of the fracture surface with time. contours are for crack
opening. (RUNGAMORNRAT et al., 2005).
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Figure 2.21: An example of a fracture network with hydraulic fractures by MCCLURE
(2012). The black line is the wellbore; the blue lines are pre-existing fractures, and the

red lines are the hydraulic fractures.

tures. As can be seen in Figure 2.23 (NAGEL et al., 2014), the main interaction between
hydraulic fractures in a Zipper-fracture configuration starts when the fracture tips are ap-
proaching each other (l1 = 120 m and l2 = 100 m) and increases as the fracture tips reach
an overlap of 20 m.

2.9.3 Peridynamics

Recently, peridynamics based on the non-local theory of continuum mechanics has
presented promising results for the HF problem. The essence of the peridynamics intro-
duced by SILLING (2000) is that integration, instead of differentiation, is employed to
determine the force at a material point. According to the peridynamic theory, internal
forces are stated through non-local interactions between pairs of material points within a
continuous body, and damage is a part of the constitutive model (HATTORI et al., 2017).

Although, the advantages of the peridynamics theory for solid and fracture mechanics
has been entirely demonstrated (GHAJARI et al., 2014; SILLING et al., 2010; SILLING,
2000; SILLING et al., 2007), this theory has not been fully implemented in the numerical
modelling of HF. The main works in this area can be referred to (OUCHI et al., 2015a,b,
2017a,b), and the first doctorate dissertation in this topic by OUCHI (2016).

A 3-D peridynamic model was developed by OUCHI et al. (2015a,b) by modifying the
existing peridynamic formulation of solid mechanics for porous and fractured media and
coupling it with a developed peridynamic formulation of porous flow. Then, this work was
extended to investigating the effect of different kinds of vertical reservoir heterogeneities
on hydraulic fracture propagation (OUCHI et al., 2017a,b). It has been demonstrated that
the presence of bedding planes, layer interfaces and even smaller scale heterogeneities
can result in fracture turning, kinking or branching. One of the key disadvantage of the
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peridynamics is computational expenses of this technique, which can be solved in future
with continuous advances in computation speed.

2.9.4 Discrete Element Method

Discrete (or discontinuous) modelling techniques, commonly referred to as the Dis-
crete Element Method (DEM), deal with material directly as an assembly of divided blocks
or particles. This technique was originally proposed by CUNDALL and HART (1992)
and presented modelling of the interaction between elements via contact. According to
this approach, the granular micro-structure of the material is modelled as an assembly of
rigid circular particles of varying diameters. By applying cohesive bonds between parti-
cles to simulate the behaviour of rocks, the resultant model is commonly referred to as the

(a) (b)

(c)

Figure 2.22: Change in minimum horizontal stress during the propagation of two
hydraulic fractures spaced at 20 m (REZAEI et al., 2015).
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Figure 2.23: Variation of shear stresses around fractures (NAGEL et al., 2014).

Bonded-Particle Model (BPM) for rock (POTYONDY and CUNDALL, 2004). In a BPM,
the contact between particles are considered by elastic springs with constant normal and
shear stiffnesses, kn and ks, acting at the contact points between particles, as shown in
Figure 2.25. According to this method, crack nucleation is simulated through breaking of
internal bonds whereas fracture propagation is modelled by coalescence of multiple bond
breakages.

Figure 2.24: Fracture propagation with time based on a peridynamics model (OUCHI
et al., 2017b).
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Figure 2.25: Normal and shear stiffnesses between particles in the Bonded-Particle
Model (LISJAK and GRASSELLI, 2014).

DEM has been originally developed to treat solids characterized by pre-existing dis-
continuities having spacing comparable to the scale of interest of the problem. These
problems encompasses: blocky rock masses, masonry structures, granular materials, and
ice plates. In practice, DEM is employed in problems with a large number of elements,
each element representing a body in contact.

The DEM can be divided into several subclasses, which differ in some aspects such
as the contact treatment, material models, number of interacting bodies, fracturing, and
integration schemes.

ZOU et al. (2016) used the DEM to investigate hydraulic fracture network propagation
in naturally fractured shale formations. In this paper, the shale rock mass in this model
was divided into several block elements (the blocks represent the continuous matrix of a
shale formation), which were bonded by virtual springs, which play a role in transmitting
the interaction forces among blocks. ZOU et al. (2016) concluded that although increasing
the number of perforation clusters per fracturing stage is beneficial for improving fracture
complexity, it does not mean that smaller perforation cluster spacing is better. As Fig-
ure 2.26 shows, the potential merging of fractures from neighboring perforation clusters
increases as the perforation cluster spacing decreases, which may lead to the non-uniform
development of hydraulic fractures in the far-wellbore regions, and ultimately reduce stim-
ulation effectiveness.

In the work of WANG et al. (2017), a coupled BPM and Lattice Boltzmann Method
(LBM) , named BPLBM, was proposed for the investigation of 2-D HF. In this work,
the BPM was used to describe the inter-particle interactions, and the bonds between con-
tacted particles were assumed to be broken when the tensional force and/or tangential force
reach a certain critical value; whereas the LBM was employed to model the fluid phase,
and the immersed moving boundary scheme was utilised to resolve the fluid-solid interac-
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Figure 2.26: Fracture geometries for different perforation cluster numbers and spacing,
Nc and dc are number and spacing of perforation clusters (ZOU et al., 2016).

tions. The BPLBM introduced by WANG et al. (2017) is a mesoscopic/microscopic-based
method, which can process fluid-particle issues at the grain-level, which commonly ranges
from hundreds of microns to several centimetres. The evolution of a fracture induced by
hydraulic loading is depicted in Figure 2.27. At the beginning, a tiny crack is formed

Figure 2.27: Evolution of a fracture induced by hydraulic loading (WANG et al., 2017).
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near the pressure pipe. With the increase of fluid pressure, the hydraulic fracture grows
gradually. Later, a branch fracture captured at t=0.8333 s is formed.

2.9.5 Finite Element Method

SECCHI and SCHREFLER (2012) presented a model for 3-D HF based on a discrete
fracture approach (Section 2.7.2), which uses re-meshing in an unstructured mesh together
with automatic mesh refinement. As shown in Figure 2.28, a cohesive fracture model was
adopted where the fracture followed the face of the elements around the fracture tip which
was closest to the normal direction of the maximum principal stress at the fracture tip. The
numerical results obtained showed a mesh-size dependence that can be only reduced with
the adaptivity in space considered in the analysis.

HADDAD and SEPEHRNOORI (2015a) modelled simultaneously and sequentially
HF in a quasi-brittle shale layer using the FEM incorporated with cohesive layers. Ac-
cording to this paper, Figure 2.29 demonstrates the fracture aperture due to the stress
interactions in a simultaneous fracturing case with 33-ft fracture spacing. Despite the
expected identical fracture growth at both perforations in this case, the stress interactions
pushed the left and right fractures upward and downward, respectively, and resulted in an
irregular right fracture pattern. This observation resembles the spontaneous upward and
downward displacement of two identical plastic balls being pushed with increasing force
against each other. In addition, HADDAD and SEPEHRNOORI (2015a) inferred that the
best fracture geometries can be achieved in the simultaneously fracturing scenario.

HADDAD et al. (2016) employed the FEM incorporated with cohesive layers to sim-
ulate the growth of hydraulic fracture, and its interaction with natural fractures, fluid leak-
off into natural fracture, and stress evolution over time through the whole computational
domain. The methodology used in this paper was based on their previous work (HAD-
DAD and SEPEHRNOORI, 2015a). The natural fracture location and orientation were

Figure 2.28: Hydraulic fracture domain (SECCHI and SCHREFLER, 2012).

60



Figure 2.29: Fracture opening and interaction for the double-stage, simultaneous
fracturing case with 33-ft spacing (HADDAD and SEPEHRNOORI, 2015a).

inferred from the microseismic events map and formation microImager log in a nearby
vertical well, respectively. In this work, the interaction of intersecting hydraulic and nat-
ural fractures was modeled using two crossing layers of cohesive elements which were
tied together at the intersection using the capabilities in ABAQUS® to define additional
governing equations between the degrees of freedom of multiple nodes.

Since incorporation of cohesive layer in the FEM is much more appropriate and ef-
fective for the fracture problems with predefined crack path (ALFANO and CRISFIELD,
2001; REMMERS, 2006), taking the advantage of numerical methods, such as XFEM,
with the benefits of initiation and propagation of the crack along an arbitrary, solution-
dependent path may provide a more effective way for the simulation of multiple HF under
the presence of stress shadowing effects.

2.9.6 XFEM

According to the author’ literature survey, only few attempts have been made to em-
ploy the XFEM to hydraulically fluid-driven problems, which will be elaborated in the
following.

DAHI-TALEGHANI et al. (2011) applied XFEM to model the hydraulic fracture pat-
tern propagation. The coupling between fracture flow and mechanical model was obtained
by a consecutive process where the results of fracture flow were used to update the solution
from the mechanical model and vice versa.

A fully coupled numerical model was developed by MOHAMMADNEJAD and
KHOEI (2013) for the modeling of the hydraulic fracture propagation in porous media
using the XFEM. The numerical simulations demonstrated the ability of the method to
resolve the details of the HF process. In this work, the size of the fluid lag region and the
value of the pressure within it were obtained directly during the analysis as a result of the
interaction between the fluid flow within the fracture and the fracture propagation.

GORDELIY and PEIRCE (2013) have explored the accuracy and convergence prop-
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erties of a number of schemes and enrichment strategies useful for modeling hydraulic
fracture propagation using the XFEM based on LEFM. They have derived a new set of
enrichment functions that were required by the XFEM to model the multi-scale processes
typically confronted for propagating hydraulic fracture propagation.

A new finite element has been implemented by CHEN et al. (2013) into Abaqus in order
to incorporate the XFEM for the solution of hydraulic fracture problems. Verification
of the user-defined element has been made by comparing the FEM predictions with the
analytical solutions available in the literature. The preliminary result presented in that
study was a first attempt to the promising application of the XFEM to the HF simulation.

LECAMPION (2009) employed the XFEM for the solution of hydraulic fracture prob-
lems. The presence of an internal pressure inside the crack is taken into account. Special
tip functions encapsulating tip asymptotics typically encountered in hydraulic fractures
were introduced. The results provided in that paper confirmed the difficulty in simulating
the growth of hydraulic fractures in the case of large toughness/small viscosity where the
fracture is driven by vanishingly small pressure gradient.

A numerical model based on XFEM was presented by WANG (2015) to capture non-
planar hydraulic fracture propagation, a near wellbore region with fractures initiated from
an unfavorable perforation angles. The program for numerical calculations was developed
using FEA package ABAQUS®. As a fruitful result of that work, Figure 2.30 (WANG,
2015) demonstrates the fracture propagation path and the induced shear stress distribution,

Figure 2.30: Shear stress induced by propagating hydraulic fracture (WANG, 2015).
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it can be noted that the fracture first initiated along the direction of perforations, and then
it gradually changes its propagation direction to align itself with the direction of Preferred
Fracture Plane (PFP) until it hits the simulation boundary. It can be also observed that the
in-situ shear stress is intensified in front of fracture tip, where a shear zone (appears as a
two wing pattern) is developed due to local stress disturbance by propagating fracture.

KESHAVARZI et al. (2012) developed a 2-D XFEM model to investigate the propa-
gation of the hydraulic fracture and interaction with a natural fracture in unconventional
reservoir. In this paper, the fluid flow through fracture was ignored. RÉTHORÉ et al.
(2008) presented a two-scale approach for fluid flow in fractured, deforming porous media
using the XFEM technique to represent non-intersected cavity fractures.

An XFEM formulation was proposed by VAHAB and KHALILI (2017) in order to
study the impacts of different flow regimes of the fracturing fluid on the HF process. To
this end, the inflow and continuity equations of the fracturing fluid through the hydro-
fracture were solved in conjunction with the momentum balance equation of the bulk in
a sequential manner known as the staggered Newton method. The Reynolds number was
applied in order to recognize the development of the laminar or turbulent flow regimes
along the flow path line. As can be seen in Figure 2.31, for the imposed laminar solution
the crack opening profile is intensified compared to the turbulent flow. This means that
the efficiency of HF treatment is overestimated in an imposed laminar.

An endeavour has been made by IRZAL et al. (2010) to extend the two-scale model of
propagating cracks in porous material into a finite strain framework with make the use of
XFEM. The crack which was described as a propagating cohesive zone could be located

Figure 2.31: Contours for the vertical deformation at the final time step, the left and right
hand side contours are the imposed laminar and real flow solutions,

respectively. (VAHAB and KHALILI, 2017).
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arbitrarily, independent from the underlying discretization of the material structure.
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Chapter 3

Stress shadowing-based 3-D simulation
of multi-stage hydraulic fracturing1

1This chapter forms the basis of the following publication:
– B. Sobhaniaragh, W.J. Mansur, F.C. Peters, Three-dimensional investigation of multiple stage hydraulic
fracturing in unconventional reservoirs. Journal of Petroleum Science and Engineering 146 (2016): 1063-
1078.
– B. Sobhaniaragh, W.J. Mansur, F.C. Peters, On the multiple hydraulic fracturing in unconventional reser-
voirs by using cohesive phantom node method, Society of Exploration Geophysicists (SEG) International
Exposition and 86th Annual Meeting, Dallas-Texas (2016): 3422-3427.

65



3.1 Key goals

The main objective of the current chapter is to provide a fully coupled pore-pressure
stress analysis of the 3-D non-planar hydraulically driven fracture problem by using
CPNM. In fact, the numerical techniques used in the literature (BUNGER et al., 2012;
GU et al., 2015; HADDAD and SEPEHRNOORI, 2015a; JENKINS et al., 2016; MAN-
CHANDA et al., 2014; NAGEL et al., 2014; PEIRCE, 2015b; ROUSSEL et al., 2011),
are not capable of modelling of non-planar fracture propagation. In reality, owing to
stress shadowing effect, elaborated in Section 1.5, of the pre-existing and/or simultaneous
fractures, a non-planar hydraulic fracture may occur, as observed in experimental obser-
vations (BUNGER et al., 2011). However, the proposed CPNM is capable of the initia-
tion and propagation of multiple cracks along an arbitrary, non-planar, solution-dependent
path, providing a more realistic way for the study of multiple HF with the presence of stress
shadowing effects. As discussed in Section 1.5, consideration of stress shadowing effects
brings remarkable advantages with regard to effect and risk mitigation on the cost and
profitability of HF operations.

In the present chapter, two different key scenarios including Sim-HF and Seq-HF are
studied comprehensively. With respect to Seq-HF, after pumping stage in the first perfo-
ration, another transient analysis is conducted for this perforation to simulate the crack
closure. The influences of the pre-existing or simultaneous growing fractures on the sev-
eral parameters including pore pressure of the formation, crack propagation pattern, von
Mises stresses, fracture opening, leak-off flow rate, and fracturing fluid pressure are stud-
ied in detail in this chapter.

3.2 Methodology

As depicted in Figure 3.1, a fracture is hydraulically driven as a viscous fluid is injected
into a borehole and causes the fracture to advance into the porous medium. Modeling of
the fluid-driven fracture propagation in a poro-elastic material comprises the coupling of
diverse and extensive range of physical mechanisms including:

• Deformation of the solid skeleton induced by the fluid pressure on the fracture sur-
faces;

• Flow of the pore fluid through the poro-elastic medium surrounding the fracture;

• Flow of the fracturing fluid within the fracture;

• Fluid exchange between the fracture and poro-elastic medium;

• Propagation of hydraulically-driven fracture.
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Figure 3.1: Representation of a fluid-driven fracture.

The partial differential equations governing the propagation of hydraulic fracture in the
porous medium include the equilibrium equation for the porous medium, the continuity
equation for fluid flow through the surrounding porous medium and within the fracture,
and momentum equation for the pore fluid and fracturing fluid.

In this chapter, the porous rock is assumed to be an isotropic, poro-elastic material
undergoing quasi-static deformation. The pores of the solid skeleton are assumed to be
thoroughly filled up with a single phase fluid, presenting a fully saturated porous medium.
It is presupposed that the two-phase porous medium encompassing the fracture remains
under isothermal conditions.

3.2.1 Governing equations

The fundamental 3-D theory of poro-elasticity in which the fully coupled quasi-static
poro-elastic equations were derived, was first introduced by BIOT (1941, 1962). After-
wards, the theory has been developed by a myriad of researchers, specifically, a physical
significance to Biot’s work was presented by RICE and CLEARY (1976). The stress at
each point of the porous media can be decomposed into the effective stress, which operates
among the solid grains and governs their deformation and loading capacity, and the pore
pressure of fluid phases. By definition, the relation between the total stress and effective
stress is given by (TERZAGHI et al., 1996)

σ′ = σ − ᾱpI (3.1)

where σ′ expressing the effective stress acting between solid grains, σ is the total stress
tensor, and p is an average pressure of fluid phase, I is the second-order unit tensor. Pa-
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rameter ᾱ is Biot-Willis coefficient, in which for isotropic materials can be computed by
ᾱ = 1−KT/KS , where KT and KS indicate the bulk moduli of the porous rock and the
solid grains, respectively. GHASSEMI and ROEGIERS (1996) has shown that variations
in the parameter α has a negligible consequence on fracture geometry. This parameter is
actually very close to unity for soil-like materials, although may be as low as 0.5 for rock-
like materials with small porosity (ZIENKIEWICZ and SHIOMI, 1984). The equilibrium
equation in the absence of body forces for the porous medium can be written as

σij,j = 0 (3.2)

The constitutive relation of the poroelastic medium can be expressed by (CHARLEZ,
1997; GUTIERREZ et al., 2001)

σij
′ − σij ′0 = 2Gεij +

(
K +

2

3
Ḡ

)
εii − α

(
p− p0

)
δij (3.3)

where εij and σij are the strains and stresses in the solid matrix, p is the fluid pore pres-
sure, σ

ij
0 is the initial principal in-situ stress, εii is the volumetric strain which is simply

the additional storage caused by the expansion of the solid skeleton, Ḡ is the shear modu-
lus, and K is the bulk modulus, and p0 is the initial fluid pore pressure. It should be noted
that stresses and strains are replaced by their effective counterparts. The continuity equa-
tion for the flow of the fluid phase within the permeable porous medium can be written
as (ZIENKIEWICZ and SHIOMI, 1984; ZIMMERMAN and BODVARSSON, 1996)

1

Q
ṗ+ α ε̇ii + vi,i = 0 (3.4)

where vi is the Darcy velocity of the pore fluid andQ is Biot’s modulus which denotes the
storage due to compressibility of the solid grains and fluid phase defined as

1

Q
=

φ0

Kf

+
α− φ0

KS

(3.5)

where Kf is the bulk modulus of the pore fluid and φ0 is the initial porosity. The Darcy
relation for the pore fluid flow through the porous rock shall be presented by

vi = −k
µ
∇p (3.6)

in which k denotes the permeability of the porous medium and µ designates the dynamic
viscosity of the fluid. It is worth noting that the unit of permeability in ABAQUS® is LT−1,
which is generally used for hydraulic conductivity. The relation between permeability (k
in [L2]) and hydraulic conductivity (k′ in [LT−1]) is (KHOEI and MOHAMMADNEJAD,
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2011)

k′ =
γ

µ
k (3.7)

where γ is the specific weight of pore fluid. In some soil mechanics books (DAS, 2013),
the permeability, k, is named as “intrinsic (or absolute) permeability”.

Several fracturing fluids in HF mechanism exhibit temperature-related properties and
rheological behavior. For the sake of avoiding complex fluid behavior, in this study incom-
pressible and Newtonian fluid is presupposed. In addition, the fluid is under Stokes flow
condition and fracture shape ratio, w/l , is very small, where l (t) is the fracture length at
any given time t, and w is the fracture opening or aperture. Further, the tangential veloc-
ity on the interface between the fluid and the crack walls is zero, i.e. no-slip condition.
Considering aforementioned assumptions, fracturing fluid can be modeled by Lubrication
theory. As a result, the momentum equation for flow of the fracturing fluid through narrow
parallel plates leads to the so-called Poiseuille equation as follows (ECONOMIDES et al.,
2000)

q̄ = − w3

12µ

∂pF
∂s

(3.8)

where q̄ is the local fracturing fluid flow rate per unit width, pF is the pressure of the
fracturing fluid along the crack surface parameterized with the curvilinear coordinate, s.
The continuity equation for the fluid flow within the fracture, which imposes the conserva-
tion of mass in one dimensional flow, is written as (ZIMMERMAN and BODVARSSON,
1996)

∂w

∂t
+
∂q̄

∂s
+ vtop + vbot = 0 (3.9)

where vtop and vbot are sink terms denoting the normal flow velocities at which the fractur-
ing fluid infiltrates through the top and bottom faces of the fracture into the porous medium.
It is presumed that velocities vtop and vbot are perpendicular to the axis of crack propaga-
tion. In other words, the fluid leak-off or infiltration is considered as a one-dimensional
procedure.

Most studies on the modelling of HF have assumed a 1-D fluid loss pattern into the
formation in a direction perpendicular to the fracture plane, based on an explicit Carter’s
fluid flow model (BUNGER et al., 2005; CARTER, 1957). According to Carter’s model,
the fluid leak-off is expressed as an inverse square-root law of time of the form (CARTER,
1957)

vL =
cL√
t

(3.10)
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where vL denotes the leak-off velocity, cL (having units [LT−1/2]) is the Carter’s leak-off
coefficient, and t is the time elapsed since the beginning of the infiltration procedure. In
addition, Carter (BUNGER et al., 2005; CARTER, 1957) proposed that the volume of
fluid leaked per unit area of the fracture, VL, can be obtained from

VL = 2cL
√
t+ Sp (3.11)

where Sp is a spurt-loss coefficient, which is the volume of the fluid that percolates in-
stantaneously before forming a filter cake. The deficiency of the Carter model, which is
independent of fluid pressure of the filter cake, motivates this research to employ another
approach. In this work, in order to treat the filter cake as a pressure-dependent layer, Set-
tari’s fluid leak-off model SETTARI et al. (1984, 1985) is employed by using a user-defined
subroutine. By virtue of the proposed pressure-dependent model, the normal components
of the fracturing fluid are defined as

vtop = ct (pF − ptop) (3.12)

vbot = ct (pF − pbot) (3.13)

where ptop and pbot are the pore fluid pressures on the top and bottom faces of the crack, and
ct is total leak-off coefficient. According to Settari’s model, the flow in the porous medium
is divided into two zones: a invaded zone (or filtrate zone) and a reservoir zone. In this
model, the fracturing fluid filtrates into the invaded zone perpendicular to the fracture face.
In the invaded zone, it replaces the reservoir fluid pushing it further into the rock matrix.
The reservoir zone is filled with an original reservoir fluid. The total leak-off coefficient,
ct, can be determined as a combination of invaded leak-off coefficient, ci, and reservoir
leak-off coefficient, cr, ECONOMIDES et al. (2000); SETTARI et al. (1985)

ct =
2crci

ci +
√
ci2 + 4cr2

(3.14)

where

ci =

√
kϕ∆pi

2µi
, cr =

√
kcTϕ

πµr
∆pr (3.15)

where ∆pi is the pressure drop between the fracture and invaded zone interface, and ∆pr is
pressure drop between reservoir interface and the far-field reservoir. k is the permeability
of the rock formation, and cT is compressibility of the reservoir fluid. µi and µr are the
permeability of the invaded and reservoirs zones, respectively. The main drawback of
Settari’s model is the difficulty in designing a calibration test interpretation procedure that
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is standardized ECONOMIDES et al. (2000).
It is worthwhile noting that the essence of the leak-off coefficient in Eqs. 3.12 and 3.13

shall be attributed to two patterns (ADACHI, 2001):

• One can be referred to the degree of the permeability matrix in such a way that high
permeability formations, like poorly consolidated/unconsolidated sands, leads to the
low fracturing fluid filtration on the fracture walls, which causes the formation of a
thin filter cake, which is primarily a low permeability filter barrier that opposes fluid
loss, with a comparatively high leak-off coefficient. For low permeability matrix,
like tight sandstone or shales, the value of leak-off coefficient shall be very small,
leading to thicker filter cake.

• The other pattern can be assigned to the characteristics of non-Newtonian fracturing
fluids, although which is not the case herein. The most frequently used fracturing
fluids include water-based high-molecular-weight polymer solutions whose charac-
teristics are their layer-building property. Since those fracturing fluid seeps into the
surrounding rock, some of the dense polymers begin to deposit on the crack inner
walls, ultimately constituting a filter layer.

The essential boundary conditions prescribed on the external boundaries are described
by

u = ū on Γu

p = p̄ on Γp
(3.16)

and the natural boundary conditions imposed on the boundaries of the body are as follows

q̇t.nΓ = q̄ on Γin (3.17)

where q̄ is the flow rate of the fracturing fluid imposed on the perforation Γin, and nΓ

denotes the unit outward normal vector to the external boundary. In addition, the following
boundary conditions on the surfaces of the crack are prescribed

σ.nΓd = td − pnΓd

[[vf ]] .nΓd = qwd
(3.18)

where td denotes the cohesive traction acting in the FPZ, qwd is the flux of the fluid leak-off
along the fracture toward the surrounding formation, and nΓd is the unit normal vector to
the crack. The notation [[]] represents the discrepancy between the corresponding values at
the two crack faces.

In order to derive the weak form of the governing equations, we integrate the equilib-
rium equation (Eq. 3.2) and continuity equation for the fluid flow (Eq. 3.3) with admissible
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test functions over the analyzed domain. Employing the divergence theorem, imposing the
natural boundary conditions, and satisfying the boundary conditions on the crack faces,
the weak form of the equilibrium equation is found to be∫

Ω

∇sη : σdΩ +

∫
Γd

[[η]] .(td − pnΓd)dΓ = 0 (3.19)

where ∇s is the symmetric part of the gradient operator. This expression must hold for
any admissible test function for the displacement field, η. It should be noted that the total
stress σ in the integral Eq. 3.19 must be replaced by the effective stress in Eq. 3.1. The
weak form of the continuity equation of fluid flow within the porous medium is given by∫

Ω

ζ
1

Q
ṗdΩ +

∫
Ω

ζα∇.u̇dΩ +

∫
Ω

k

µ
∇ζ.∇pdΩ−

∫
Γd

ζqwddΓ = −
∫

Γin

ζq̄wdΓ (3.20)

which must hold for any admissible test function for the fluid pressure field ζ . The weak
form of the Eq. 3.9 is determined in a similar manner. Afterwards, the weak forms of
the equilibrium and continuity equations are rendered in a discrete form by employing
the CPNM formulations presented in Eqs. 3.31 and 3.32, which will be explained in
Section 3.2.3. Finally, the resultant equations representing coupled processes in the HF
problem are required to be solved simultaneously. In the transient coupled pore pressure-
effective stress analysis, the backward Euler formula (sometimes also referred to as the
modified Crank-Nicolson operator), which provides unconditional stability, is used to in-
tegrate the continuity equation in time.

Generally, solutions for hydraulically fluid-driven fractures are rigorous to establish
even for simple geometries. This difficulty comes from moving boundary conditions, and
non-linearity of the governing equation for fluid flow in fractures. Non-linearity is at-
tributed to the fact that fracture permeability is correlated to fracture width with a cubic
function (DAHI-TALEGHANI et al., 2011). The system of non-linear equations is solved
numerically by an incremental-iterative solution, based on the Newton-Raphson technique.
The integration procedure for consolidation analysis is reinforced by a minimum time step
criterion proposed by VERMEER and VERRUIJT (1981) to avoid spurious oscillations
which may occur in the solution. This criterion introduces a correlation between the min-
imum allowable time increment and the element size as follows

∆t ≥ γ

6E k
(∆h)2 (3.21)

where γ is the specific weight of fluid, k is the permeability of the porous medium, E is the
elastic modulus of the soil skeleton, ∆t is the time increment, and ∆h is a typical element
dimension.
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3.2.2 Fracture initiation and propagation

In the last years, empirical methods and linear elastic fracture mechanics have formed
the basis of the majority of the research on the HF in the oil and gas industry. Those
approaches commonly make sensible predictions for the case of hydraulically driven frac-
ture in hard rock. Nevertheless, when it comes to model HF in ductile shale and other soft
rocks like weakly consolidated sandstone or clay, LEFM-based approach generally provide
a conservative estimate. This stems from the role of the non-linear zone ahead of the crack
tip owing to plasticity or micro-cracking, which is not trivial compared with other dimen-
sions of the crack geometry. Those types of materials exhibit moderately strain hardening
prior to reaching to the ultimate tensile capacity, similar to response of ductile materials
such as high strength steels. Contrast to the latter, they are distinguished by an incline
in deformation with declining tension carrying capacity, which is called strain-softening.
The materials that manifest mild strain hardening prior to the ultimate tensile strength and
subsequent strain-softening might be called quasi-brittle, such as geo-materials, concrete,
and coarse-grained ceramics. The observed deviation of the attitude of quasi-brittle mate-
rials from the LEFM prediction is the developing of nonlinear fracture processes in front
of the crack tip called the FPZ where the material progressively softens and the energy
dissipation occurs due to the occurrence of micro-cracks.

In the present research, non-linear discrete fracture mechanics (HILLERBORG, 1985;
NEEDLEMAN, 1987), based on CCM, which is formulated by specific traction-separation
laws, independent of the constitutive behaviour of bulk material, is proposed. In the CCM,
as presented in Section 2.6, it is presupposed that the near tip FPZ is aggregated into the
crack line, in contrast to the LEFM in which the FPZ is regarded to take place at the crack
tip. The leading assumption is the constitution of the FPZ, where the material, although
damaged, is still able to transmit stresses normal to the fracture. From a meso-scale view
point, in the quasi-brittle material, the micro-cracks are launched close to the interface
between the matrix and aggregate, and a macro-crack is formed from the coalescence of
micro-cracks, as shown in Figure 3.2a. The heterogeneous construction of such materi-
als causes peculiar phenomena such as crack bridging, where parallel cracks are linked
through an aggregate. This mechanism provides a possibility for the cohesive forces to
be transmitted by virtue of an existing crack and, as a result, allows the model to explain
materials that manifest strain-softening behavior.

According to CCM, two different kinds of crack tip are introduced including real crack
tip and fictitious crack tip (CARPINTERI, 2012; HATTORI et al., 2017), as demonstrated
in Figure 3.2b. The former refers to the point separating the stress-free area from the FPZ,
while the latter is regarded as the point separating the FPZ from the uncracked material.
Furthermore, at the fictitious crack tip, the ultimate stress is equal to a finite stress. Con-
sequently, stress singularity problem in the state of stress is overcome. In other words, the
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(a)

(b)

Figure 3.2: a) Embedded cohesive crack in a porous medium, b) Cohesive
traction-separation law with linear damage evolution.

CCM mitigates the singularity of the crack tip stress field, an unrealistic assumption of
LEFM. This advantage has enabled CCM to better solve the complex non-linear HF and
convergence issues in comparison with LEFM.

Generally, cohesive models have been established as either intrinsic or extrinsic
models (CAMACHO and ORTIZ, 1996; NEEDLEMAN, 1987; OLIVER, 1996; TVER-
GAARD and HUTCHINSON, 1992) into FE formulations. A literature survey of
HF propagation problems reveals that in the majority of the studies intrinsic formula-
tion has been used (CHEN, 2012; GONZALEZ-CHAVEZ et al., 2015; HADDAD and
SEPEHRNOORI, 2015a; SARRIS and PAPANASTASIOU, 2011; YAO, 2012; ZHANG
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et al., 2010). The intrinsic formulation possesses initial (penalty) stiffness, characterized
in the traction-separation law, up to the tensile strength of the material after which the
strain-softening of the material initiates. In this model, the interface elements requires
to be embedded in the model a priori. That is why this modelisation leads to some sorts
of complications and obstacles. Not only does it alter the compliance of the structure
and give rise to deformations in the interface prior to the onset of cracking, but it also
demands pre-determination of the crack path, imposing an obstacle on modelling of non-
planar unpredictable hydraulic fluid-driven crack. Therefore, in order to avoid aforemen-
tioned barriers, in the present study, the Extrinsic Cohesive Crack Model (ECCM) (CA-
MACHO and ORTIZ, 1996; TVERGAARD and HUTCHINSON, 1992) is implemented
into the model. The prized features of the ECCM exploited are that it eliminates the initial
stiffness requirements in the traction-separation law, and interface elements are just em-
bedded in the model automatically whenever the bulk material satisfies a certain criterion
for the onset of the crack. One of the underlying aspects of the CCM employed in this
dissertation is that the cohesive model is implemented into the HF problem as an extrin-
sic model. In the ECCM formulation proposed here, constitutive relations are designated
independently, in one hand, for the bulk material and, on the other hand, for one or more
cohesive cracks. The cohesive constitutive relation incorporates the failure characteristics
of the quasi-brittle material and identifies the decohesion process. The bulk material out-
side the crack treats elastically linear. Also, the crack is separated into two regions; the
first is the crack surface, which is traction free, and the second is the cohesive surface,
which comprises crack tips and is applied by cohesive stresses. ECCM used in the current
study are characterized by a linear, rate dependent traction-separation law that correlates
the displacement jump vector ∆ and the cohesive traction vector T operating over the
cohesive surface. Vectors ∆ and T can be denoted with regard to their components as
∆ = {δn, δs, δt}T and T = {Tn, Ts, Tt}T in 3-D for mode-mix formulation. n denotes
normal component, s and t refer to shear and tear components, respectively.

To better elaborate the concept of Figure 3.2b, consider pure mode I fracture (opening
mode) and maximum principal stress criterion as the proposed damage initiation criterion.
The FPZ initiates expanding if the normal traction, induced over the FPZ, approaches the
maximum value Tn0, whereas the real crack tip displacement, i.e., opening is still zero.
Inasmuch as the crack tip opens up, the stress declines to zero, and ultimately the real
crack tip displacement approaches a critical maximum value, δnm. The failure mechanism
consists of two critical consecutive components including a damage initiation criterion
and a damage evolution law, as described in the following:

• Considering maximum nominal stress criterion (INGRAFFEA et al., 1977; SIH,
1973) as damage initiation criterion, the damage initiates when the maximum nom-
inal stress ratio attains a particular value. The proposed criterion is described by
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fc = max

{
〈Tn〉
Tn

0 ,
Ts

Ts
0 ,
Tt

Tt
0

}
(3.22)

where fc is the value determining fracture criterion, the symbol 〈〉 represents the
Macaulay bracket, and superscript 0 denotes the damage initiation. A crack is cre-
ated or the crack length of an existing crack is expanded when the fracture criterion,
fc, attains the value of 1.0 according to a given tolerance:

1.0 ≤ fc ≤ (1.0 + fctol) (3.23)

If fc > (1.0 + fctol), the time increment is cut back such that the damage initiation
criterion is met. Herein fctol is assumed to be 0.05.

• In order to deal with the damage evolution, two main components need to be intro-
duced. As depicted in Fig. 3.2b, the first component includes specifying either the
effective displacement at final failure, δm, or the fracture energy,Gc. The second one
to characterize the damage evolution is setting out the nature of the evolution of the
damage parameter,D, between damage initiation and complete failure. The damage
evolution law relates the rate at which the stiffness of the material is degraded when
the corresponding initiation criterion is met. In this work, a linear softening law is
adopted. Hence, the normal and shear traction components are influenced by the
damage in proportion to

Tn =

(1−D)Tn
0, Tn

0 ≥ 0

Tn
0, Tn

0 < 0
(3.24)

Ts = (1−D)Ts
0 (3.25)

Tt = (1−D)Tt
0 (3.26)

where D is the scalar damage parameter, which describes the overall damage in the
material, and evolves from 0 to 1 upon more loading after the damage initiation.

Mainly, according to fracture mechanics, fracture energy is the critical energy release
rate (material toughness) with the unit of energy per unit area, and is different from fracture
toughness (critical SIF) given as stress times square root of crack length.

To characterize the evolution of damage and damage parameter D under a combination
of normal and shear deformation over the interface, an effective displacement is defined
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Figure 3.3: Damage initiation and evolution on the mixed-mode condition for the linear
traction-separation law.

as

δeq =

√
〈δn〉2 + δs

2 + δt
2 (3.27)

It is worth noting that the area under the traction-separation law is equal to fracture energy,
Gc, which is the energy dissipated per unit area of new developed crack surface.

Figure 3.3 demonstrates the dependence of damage initiation and evolution on the
mixed-mode condition for a linear traction-separation law. As Figure 3.3 shows, the trac-
tion on the vertical axis and the shear separations along the horizontal axes are located.
The response under pure normal and pure shear deformation are illustrated by unshaded
triangles in the vertical coordinate planes. The intermediate vertical diagram shows the
damage response under mixed-mode condition.

The Benzeggagh-Kenane (BK) model (BENZEGGAGH and KENANE, 1996) is con-
sidered here to relate the mixed-mode fracture propagation for computing the equivalent
critical energy release rate, Gc

eq . This model establishes a power law relation assembling
energy release rates in Mode I, Mode II, and Mode III into a single scalar fracture criterion.
BK fracture criterion is defined as

Gc
eq = Gc

n + (Gc
s −Gc

t)

(
Gs +Gt

Gn +Gs +Gt

)η
(3.28)

where the superscript c denotes the critical state of energy release rate, Gn, Gs and Gt are
normal, shear, and tear components of fracture energy release rates, respectively, and η is
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a material property describing the contribution of the shearing and tearing modes to the
equivalent critical energy release rate, and herein is equal to 2.3 for the case of quasi-brittle
material.

3.2.3 Cohesive phantom node method

As explained in Section 2.7.3.1.6, the cohesive segments method proposed by REM-
MERS (2006); REMMERS et al. (2003, 2008) within the framework of XFEM was em-
ployed to model the nucleation, growth, coalescence, and branching of multiple cohesive
cracks in quasi-brittle materials. On the other hand, HANSBO and HANSBO (2004) has
introduced an alternative formalism to the XFEM. The primary contrast to the original
XFEM is the way in which approximation space is enriched. In the original XFEM, ad-
ditional degrees of freedom, which are added at the existing nodes, solely determine the
crack kinematics, i.e. displacement jump. Hansbo and Hansbo proposed a method where
the crack kinematics is achieved by overlapping elements rather than adding additional
degrees of freedom. Although it was shown by SONG et al. (2006), who called their ap-
proach phantom node method, that the formulation of Hansbo and Hansbo is equivalent to
the original XFEM, the method of Hansbo and Hansbo possesses remarkable merits with
regard to the implementation of the other, which can be indicated that the implementation
of Hansbo and Hansbo into commercial software packages, such as Abaqus, is much eas-
ier than that of original XFEM. It is because no additional degrees of freedom are added,
which increase when the crack propagates (RABCZUK et al., 2008).

In contrast to all aforementioned literature in Section 2.9, in the present research, in-
spired by Phantom node method proposed by HANSBO and HANSBO (2004) and cohe-
sive segment method of REMMERS (2006); REMMERS et al. (2003, 2008), the cohesive
segments method in combination with phantom nodes, named as CPNM, is employed
to simulate 3-D non-planar hydraulically-driven fracture problem in a quasi-brittle shale
medium. In the present work, this method implemented into a FEA package (ABAQUS®)
is employed along with user-defined subroutines to simulate hydraulic fractures initiation
and propagation. To this end, extra phantom nodes with pore pressure degrees of free-
dom are added on the edges of each enriched element to construct the model of fracturing
fluid flow across the cracked element surfaces in combination with the phantom nodes
which are overlain on the original real nodes in order to demonstrate the discontinuities
of both displacement field and fluid pressure in a cracked element located in the porous
medium. The activation of phantom node on each element edge is not performed unless it
is intersected by a crack.

As shown in Figure 3.4, consider an element in a finite element mesh with nodes num-
ber of 1 to 4. This element is crossed by a crack at Γc, splitting the element domain into
two subdomains, ΩA and ΩB. In the phantom node method, the discontinuity in the dis-
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placement is constructed by adding phantom nodes marked by empty circles in Figure 3.4a
superimposed to the original nodes. After damage initiation, each phantom node and its
corresponding real node, including displacement and pore pressure degrees of freedom,
are no longer tied together. The existing element is replaced by two new elements, referred
to as element A and element B. The two sub-elements are constituted by the nodes number
of 1 to 4 and 1̃ to 4̃. The elements do not share nodes, and consequently have independent
displacement fields. Both elements are just partly active, the active part of element A is
named as ΩA and the active part of element B is regarded as ΩB. This can be stated in the
interpolation of displacement field as

uA(x, t) = Nj(x)uAj (t), x ∈ ΩA (3.29)

uB(x, t) = Nj(x)uBj (t), x ∈ ΩB (3.30)

Then, the approximation of the displacement field is represented by (RABCZUK et al.,
2008)

u(x, t) =
∑
j∈nA

Nu
j
(x)uAj (t)︸ ︷︷ ︸
uA(x,t)

H(−ϕ(x)) +
∑
j∈nB

Nu
j
(x)uBj (t)︸ ︷︷ ︸
uB(x,t)

H(ϕ(x)) (3.31)

where nA and nB are nodes sets of superposed elements A and B, respectively; ϕ(x) is the
signed distance measured from the crack, which is described in the subsequent discussion;
H(x) is the Heaviside step function; Nu

j
is the standard finite element shape function of

node j. This appearance corresponds to the form suggested by HANSBO and HANSBO

Figure 3.4: Representation of crack opening with the phantom nodes method
incorporated with fracturing fluid pressure.
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(2004), although they did not present it in this pattern. It was formerly shown by AREIAS
and BELYTSCHKO (2005) that the formulation of Hansbo and Hansbo is another form of
the XFEM displacement field. Likewise, the pore fluid pressure p(x, t) is approximated
in the similar manner as:

p(x, t) =
∑
j∈nA

Np
j
(x)pAj (t)︸ ︷︷ ︸
pA(x,t)

H(−ϕ(x)) +
∑
j∈nB

Np
j
(x)pBj (t)︸ ︷︷ ︸
pB(x,t)

H(ϕ(x)) (3.32)

where pAj is the standard pressure degree of freedom for the node j which belongs to the
element A; Np

j
is the standard finite element shape function of node j.

The fluid pressure within the discontinuity amounts to an independent variable pF . As
depicted in Figure 3.4, the pore fluid pressure pT and pB at the top and bottom faces of
the discontinuity are computed by interpolation of the pore pressure degrees of freedom at
the real nodes and phantom nodes. The discrepancy between the pressure of the fracturing
fluid and the pore fluid pressure surrounding the crack is the driving force which dominates
the leak-off from fracture into the porous formation in accordance with Eqs. (3.12) and
(3.13).

The jump in the displacement over the crack is defined as the difference between the
displacement fields of the two elements:

Ju(x)K =
∑
j∈nA

Nj(x) uA
j
−
∑
j∈nB

Nj(x) uB
j

(3.33)

The crack normal opening, δ′n, and the tangential sliding, δ′t, are given by (RABCZUK
et al., 2008)

δ′n = n.Ju(x)K (3.34)

δ′t = ‖Ju(x)K− nδ′n‖ (3.35)

In the proposed method herein, since the mesh generated is not necessitated to adjust with
the crack geometry, taking the advantage of tracking moving interfaces methods can facil-
itate the treatment of the crack propagation. One of the powerful numerical techniques for
the tracking of moving interfaces is the level set method, which is used for the description
of interfaces in the domain (SETHIAN, 1999). In this method, the interface of interest is
expressed as the zero level set of a function that is one dimension higher than the dimen-
sion of the interface. The evolution equation for the interface can then be represented as
an equation for the evolution of level set function. Consider a domain Ω divided into two
sub-domains Ω1 and Ω2, as depicted in Figure 3.5. The surface of discontinuity between
these two sub-domains is designated by Γd. The most frequent level set function is the
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Figure 3.5: Illustration of a non-planar crack by two signed distance functions.

signed distance function, which is defined for the representation of the crack position as

ϕ(x) = ‖x− x∗‖ sign (nΓd . (x− x∗)) (3.36)

where x∗ is the nearest point projection of x on to the crack Γd, nΓd is the normal vector
to the crack surface at point x∗. In this definition, ‖‖ indicates the Euclidean norm, where
‖x− x∗‖ denotes the distance of point x to the crack surface Γd. However, for tackling
the crack propagation problem, just one level set ϕ is not generally sufficient to capture the
crack geometry, and another level set ψ at the crack tip is needed. In this study, using the
technique proposed by GRAVOUIL et al. (2002); MOËS et al. (2002); STOLARSKA et al.
(2001) and implemented in ABAQUS, the crack geometry is defined by two, orthogonal,
signed distance functions. The first, ϕ, is used for the crack surface, while the second, ψ, is
used to establish an orthogonal surface so that the intersection of the two surfaces locates
the crack tip. More details for crack-tracing procedure with level sets can be found in the
works of GRAVOUIL et al. (2002); KHOEI (2014); MOËS et al. (2002); STOLARSKA
et al. (2001).

3.3 Computational model

Figure 3.6 represents a 100 m× 70 m× 60 m computational domain for HF initiation
and propagation simulation, which includes a horizontal wellbore, perforation holes, pay
zone, and barriers. The model is discretized into a fully saturated porous domain with
C3D8RP elements (8-node brick, displacement and pore pressure elements with reduced
integration) together with enhanced hourglass control to remedy the problem of instabil-
ities. Figure 3.6 shows the discretized model with 33048 number of nodes and 59850
number of elements. Three domains are contemplated for the problem, viz. barrier layers
on the top and bottom of the model and pay zone in the middle, as depicted in Figure 3.6.
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Figure 3.6: A schematic plot of the modeled reservoir.

The x−y plane is situated in the middle of the pay layer and z-axis is toward up. Also, the
three principal stresses are considered along the x-, y- and z axes in a Cartesian coordinate
system. The horizontal wellbore is located in the plane of the horizontal stresses, Sh,min

and SH,max, parallel to the minimum horizontal stress direction (x-axis). In the current
study, the pay zone and the barrier layers are postulated to be fully bonded, so that inter-
facial slip does not appear in the model (ZHANG et al., 2010). The fully coupled pore
pressure-stress analysis consists of the following steps; the first step named as “geostatic
step” is initially carried out where equilibrium is obtained after applying the initial pore

Table 3.1: Parameters for the hydraulic fracturing model.

Properties Value

Elastic modulus of barrier layers 3.5 GPa
Elastic modulus of pay zone 1.294 GPa
Poisson’s ratio 0.25
Fluid viscosity 1 cp
Critical fracture energy 28 kN/m
Damage Initiation Stress of barrier layers 0.36 MPa
Damage Initiation Stress of pay zone 0.32 MPa
Formation effective permeability 4.9346165e-19 m2

Specific weight of fluid 9.8 kN/m3

Initial pore pressure 795 kPa
Pressure dependent leak-off coefficient 5.879e-10 m3/kPa.s
Porosity 0.2
Injection rate per unit reservoir thickness 7.2e-4 m3/s
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Figure 3.7: Double-stage hydraulic fracturing model with 15 m spacing. Perforations are
situated on the vertical axis of the model and in the middle of the target formation.

pressure to the formation and the initial in-situ stresses. The next step “fracturing step”
simulates the HF stage, where a specific volume of fluid is being injected along the per-
forations in the pay zone. In the proposed method, it is noted that the initial fractures or
perforations are simulated by enrichment elements, and the fracturing fluid flow is applied
directly to edge phantom nodes of the enriched elements. The simulation is conducted
on a computer with 32 GB RAM, four CPUs (Intel® CoreTM i7-4770) and 8 processors.

Figure 3.8: Variation of fracturing fluid pressure at the crack mouth with time for
different mesh discretizations (Original mesh size= 0.6 m).
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Figure 3.9: Fracture aperture at the crack mouth as a function of time for different mesh
discretizations (Original mesh size= 0.6 m).

The formation geologic parameters and the material properties in pay zone and the two
barriers are represented in Table 3.1 (HADDAD and SEPEHRNOORI, 2015b; SHOJAEI
et al., 2014). In-situ stresses of pay zone in the x, y, z directions, are -8.5 MPa, -12.5 MPa
and -15 MPa, respectively. In-situ stresses of the two barriers in the x, y, z directions, are
-10.5 MPa, -15.2 MPa and -17 MPa, respectively.

In order to achieve an acceptable mesh size for the area with fine mesh in Figure 3.6,
leading to stable and accurate converged results, a convergence study is performed. Ac-
cording to Figures 3.8 and 3.9, the mesh size of 0.6 m in the area of interest for frac-

Figure 3.10: Triple-stage hydraulic fracturing model with 7.5 m spacing.
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Figure 3.11: Schematic plot of physical process of HF model in this dissertation.

ture initiation and propagation is sufficient to obtain the converged results. Figures 3.8
and 3.9 evidently demonstrate that the fracturing fluid pressure and fracture opening at
crack mouth converge with mesh refinement, respectively. Henceforth, the original mesh
size of 0.6 m is used.

Figure 3.12: Comparison of CMP obtained by CPNM and analytical solution (KGD).
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One of the main objectives of the present chapter is to investigate two different key
scenarios of multiple HF operations including sequentially and simultaneously fractur-
ing, which are depicted in Figures 3.7 and 3.10, respectively. In this regard, the crucial
phenomenon encountered in such scenarios is stress shadowing effects. Considering the
sequentially HF, the study is conducted for the double-stage with fracture spacing of 15
m, called ”Seq-HF-1”, and triple-stage with fracture spacing of 7.5 m, named as ”Seq-
HF-2”. In this scenario, the injection of fracturing fluid flow is started from the left side
perforations and then proceeds towards the right side, as depicted in Figure 3.7. In the
second scenarios, i.e. simultaneously HF, two distinct patterns are introduced. One de-
notes double-stage HF with the fracture spacing of 15 m, called “Sim-HF-1”, and the other
elaborates triple-stage HF with the fracture spacing of 7.5 m, named as “Sim-HF-2”.

3.4 Validation of numerical simulation

In order to validate the present numerical simulation, the results obtained for an indi-
vidual hydraulically fluid-driven fracture are compared with the KGD model. This model
is valid for a plane strain condition in the horizontal plane, purely viscous fluid in laminar
flow regime, and a constant injection rate along the wellbore. In addition, the KGD model
assumes the medium to be homogeneous, isotropic, and linearly elastic, and there is no
leak-off into the formation. In order to mitigate unrealistic stress singularity ahead of the
crack, zipper cracks introduced by VALK and ECONOMIDES (1995) provided a mild
crack tip closure by virtue of a negative pressure dispersion in the vicinity of the crack tip
within the un-wetted zone or cohesive zone. In a limiting approach, by assuming that the
dry zone in front of crack tip is small, the shape of wet zone in the crack can be approxi-
mated by an ellipse with the width at location x identical to

(
4EP̂

/
(1− v2)

)√
xc2 − x2

where P̂ designates the constant fluid pressure within the crack, xc denotes crack half-
length, E is Young’s modulus, v is Poisson’s ratio. The Crack Mouth Pressure (CMP),
Crack Mouth Opening Displacement (CMOD), and crack half-length (xc) are expressed
as (VALK and ECONOMIDES, 1995):

CMP = Sh,min + 1.09

(
E2µ

(1− v2)2

)1/3

t−1/3 (3.37)

CMOD = 2.36

(
µQ̂3(1− v2)

Eh3

)1/6

t1/3 (3.38)
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xc = 0.539

(
EQ̂3

(1− v2)h3

)1/6

t2/3 (3.39)

where Q̂ is the total injection rate, h denotes the crack height, µ is the viscosity of the
fluid, and Sh,min minimum horizontal stress. The numerical results obtained by CPNM for
CMP, fracture aperture profile, and CMOD depicted in Figures 3.12–3.14, respectively,
are compared with analytical solution. From Figures 3.12–3.14, one can see that excel-
lent agreement exist between the results of present method and those obtained by KGD
model. As can be seen in Fig. 3.12, it is worthwhile noting that there is a significant dif-
ference between the proposed method and the analytical solution up to t= 0.5 s. This can
be attributed to the fact that the KGD model does not consider any compressive boundary
stress (TALEGHANI, 2009; WEBER, 2016). In the present modelling, however, the do-
main is initially compressed by in-situ stresses and, as a result, the fracture initiates only
after enough fracture pressure is built for crack initiation. That is why the CMP based on
the KGD model in Fig. 3.12 drops with time earlier than that based on CPNM.

In order to verify the present methodology, which considers the stress shadowing ef-
fect in the propagation of multiple fractures, it is compared against the DDM (SESETTY
et al., 2015) in simulating the propagation of double fluid-driven fractures. In the work
of SESETTY et al. (2015), the model was based on 2-D plane strain and the DDM was
used to predict fracture deformation and propagation. In addition, no fluid leak-off into
the formation was considered and the fracture propagation direction was driven by the
maximum principal tensile stress criterion. The FS between two fractures was set as 9m
(30 ft.) and the fractures were stimulated sequentially. Figure 3.15 compares the fracture
geometries of the first and second stages created along the horizontal wellbore by using

Figure 3.13: Comparison of fracture aperture profile obtained by CPNM and analytical
solution (KGD).
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Figure 3.14: Comparison of CMOD obtained by CPNM and analytical solution (KGD).

the DDM and CPNM. In this figure, the discrepancy between the geometries of the first
and second fractures is attributed to the stress shadowing effect. Figure 3.15 demonstrates
a good agreement between fracture geometries obtained by the DDM and those by the
CPNM.

3.5 Results and discussion

In this section, in order to present and classify results of the analysis including fracture
opening, leak-off flow rate, and fracturing fluid pressure, two sub-sections namely, double-

Figure 3.15: Comparison of fracture geometries of multiple fractures using DDM
model (SESETTY et al., 2015) and present CPNM (Injection rate=0.03 m3/s, Fluid

viscosity=1 cp), The red line denotes the first fracturing stage and the blue line represents
the second fracturing stage.
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Figure 3.16: Fracture opening at the injection element for the case of Seq-HF-1.

stage HF and triple-stage HF are introduced. The fully coupled pore-pressure stress anal-
ysis for sequentially and simultaneously double- and triple-stage HF is conducted, and
the pore pressure and von Mises stress contours are studied. In particular, influences of
pre-existing fractures and stress shadowing effects in the case of sequentially and simulta-
neously fracturing scenarios are investigated.

3.5.1 Double-stage hydraulic fracturing

As far as sequentially HF is concerned, after pumping stage in the first perforation,
another transient analysis is conducted for this perforation to simulate the crack closure.
It is assumed that there is no fluid-flow in this fracture during closure and, as a result,
the pressure imposing on the fracture surfaces is constant (PAPANASTASIOU, 1997).
When the fluid injection into the first perforation is terminated, the built-up pore pressure
in the crack is permitted to bleed off into the surrounding formation. Figure 3.16 shows
the fracture opening at the injection element for the case of Seq-HF-1. As can be seen
from this figure, after first stage of injection, the fracture aperture of left fracture gradually
decreases while the fluid injection into the right perforation starts and the right fracture
propagates. The depicted results show that considering the first 600-second injection for
both left and right fractures, the fracture opening of the left fracture, which was injected
by fracturing fluid earlier, picks lower figures than that of right fracture.

Figure 3.17 compares the fracture opening of sequentially double-stage and simultane-
ously double-stage HF. In this study, after several examination, a reasonable computational
time was selected for the fluid-injection time to better elaboration of results. Considering
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first 400-second injection, left and right fractures in the case of Sim-HF-1 present sim-
ilar fracture opening trend. Interestingly, the values of fracturing opening of Sim-HF-1
are placed between values of sequentially fractures. Figure 3.18 represents the leak-off
flow rate of sequentially double-stage and simultaneously double-stage HF for the first
400-second fluid injection.

The leak-off flow rate of the right fracture in the case of Seq-HF-1 demonstrates evi-
dently greater values than those of other ones, whereas the left fracture attains the lowest
values. It can be elaborated from this figure that the leak-off flow rate from the simul-
taneous fractures into the porous formation are located between the values of sequential
fractures.

3.5.2 Triple-stage hydraulic fracturing

In order to scrutinize impacts of stress shadowing on triple-stage HF, variation of the
fracturing opening at the injection spot with injection time for sequentially and simulta-
neously triple-stage fracturing scenarios are shown in Figures 3.19 and 3.20. To explain
general trends of fractures in Figure 3.19, the entire time of injection is divided into two
parts. At the first 200-second period, by injection of fracturing fluid into perforations,
firstly all the perforations initiate to propagate upward and downward through the vertical
plane and also in the x-y plane, increasing the value of the fracture opening at all injection
points. Hence, all fractures demonstrate a similar trend at the first period.

At the second 200-second period, an obvious discrepancy between the fracture open-
ings of fractures appears. At this period, with regard to side fractures, the greater amount
of the fluid injected is allocated to enhance fractures through the z-direction compared

Figure 3.17: Comparison of fracture opening of sequentially double-stage and
simultaneously double-stage hydraulic fracturing.
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Figure 3.18: Comparison of the leak-off flow rate of sequentially double-stage and
simultaneously double-stage hydraulic fracturing.

with that of the y–direction. However, the intermediate fracture appeals more to propa-
gate along with the y-direction, exhibiting substantially more fracture length through the
x-y plane. It is because at this period, due to consequence of stress interactions on the
side fractures, the side ones have to exhibit non-planar fracture deviation toward the left
and right boundaries instead of growing straightly. It should be noted that side fractures
can overcome the obstacle of stress interactions thanks to higher in-situ stress through
the z-direction and, as a result, tend to more propagate vertically. Consequently, much
more amount of the fluid injected is allocated to the zone near the injection spots in side
fractures, leading to greater fluid pressure and fracture opening at injection spots in side

Figure 3.19: Variation of the fracturing opening at the injection element with injection
time for simultaneously triple-stage fracturing.
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Figure 3.20: Comparison of the fracture opening of multiple fractures for sequentially
triple-stage fracturing scenario.

fractures than that of middle fracture.
It is interesting to note that in the case of sequentially fracturing scenario shown in

Figure 3.20, fracture aperture values incline at the next stages. Comparing Figures 3.19
and 3.20 reveals that later stages in sequentially HF mainly secure larger figures of fracture
opening than that of simultaneously HF, which can be attributed to the effect of stress
interactions of fractures on each other.

Figures 3.21 and 3.22 illustrate the leak-off flow rate of injection element to the forma-
tion for sequentially and simultaneously triple-stage HF, respectively. Certain important

Figure 3.21: Variation of the leak-off flow rate with injection time for sequentially
triple-stage hydraulic fracturing.
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Figure 3.22: Variation of the leak-off flow rate with injection time for simultaneously
triple-stage hydraulic fracturing.

observations apparent from Figures 3.21 and 3.22 are as follows: (i) The first fraturing stage
for Seq-HF senario attains the lowest value of leak-off flow rate. (ii) The higher value of the
leak-off flow rate occurs for later stages in sequentially fracturing senario. (iii) The middle
fracture in the Sim-HF senario represents to some extent greater leak-off rate compared
with those of side fractures.

Fracturing fluid pressure at the injection spot for the case of Seq-HF-2 within the whole
injection time is illustrated in Figure 3.23. It should be noted that for the case of sequen-

Figure 3.23: Fracturing fluid pressure at the injection spot for the case of Seq-HF-2
within the whole injection time.

93



Figure 3.24: Pore pressure contours in kPa for the case of a) Sim-HF-1 and b) Sim-HF-2
in the porous medium.

tially triple-stage HF, similar double-stage one, after terminating the pumping stage in each
fracture, additional step is performed to simulate the crack closure phenomenon. Because
no fluid-flow exists in the fracture during closure, the pressure acting along the fracture
surface is constant. As shown in Figure 3.23, after the first and second injection oper-
ations, the fluid pressure inside the fractures follows constant values for the next stages,
proving correct simulation of sequentially HF. Another point that can be indicated from
this figure is that later stages gain substantially higher fracturing fluid pressure than those
of earlier ones.

Figures 3.24a and 3.24b demonstrate pore pressure contours for the case of Sim-HF-
1 and Sim-HF-2 in the porous medium with low permeability, respectively. Comparing
Figures 3.24a and 3.24b reveals that presence of middle fracture has a great impact on the
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crack propagation pattern of sider hydraulic fractures. In the case of Sim-HF-1, the right
and left fractures propagate symmetrically to some extent along the vertical direction,
whereas in the case of Sim-HF-2 the feature of the crack propagation completely alters
such that the right and left fractures track a similar trend upwards which is in the opposite
direction of the middle one. It can be observed that a negative value of pore fluid pressure
exists in front of the propagating crack. Such negative pore pressure does not take place
in the highly permeable porous rock (MOHAMMADNEJAD and KHOEI, 2013).

From a physical point of view, the region near to the fracture tip where the pore fluid
pressure attains a negative value can be interpreted as the fluid lag region. In spite of the
slow rate of crack propagation, the fluid does not have sufficient time to invade the rock
formation creating negative pore pressure at the fluid front position (MOHAMMADNE-
JAD and KHOEI, 2013; SARRIS and PAPANASTASIOU, 2011). What is more, such
a negative value of the pore fluid pressure may imply that suction occurs in the near-tip
region of the fracture.

Another point that can stand out from Figure 3.24b is that the right and left fractures
track a similar trend upwards which is in the opposite direction of the middle one. It is
because after fracturing of the initial elements along with increasing notably the effects
of stress shadowing on the middle crack from the left and right ones, the rate of crack
propagation in the middle fracture decreases compared with other ones. Consequently,
the crack in the middle one proceeds to the next element just after growth of the cracks on
the right and left sides. This trend turns to be more rigorous when right and left cracks
capture an element upwards and impose substantially stress shadowing effects on the mid-
dle fracture and, as a result, the crack direction in this fracture inevitably alters downwards

Figure 3.25: Pore pressure contours in kPa of the Seq-HF-2 scenario through the x-z
plane with equal fluid injection timing for each stage.
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(a)

(b)

Figure 3.26: Von-Mises stress contours in kPa in the x-z plane for a) Seq-HF-2 and b)
Sim-HF-2 scenarios.

under pressure the fracturing fluid inside the fracture. However, the growth of the crack in
the middle one through the downward direction is faced with lower barrier layer, obtaining
shorter crack length compared with other ones.

The pore pressure contours of the Seq-HF-2 scenario through the x-z plane is depicted
in Figure 3.25. It can be inferred from this figure that the left fracture, which is propa-
gated firstly, exhibits the straight crack path, while the later stages represents non-planar
crack path owing to the stress shadowing effects of pre-existing fractures. It should be
noted that with the same injection time for each stage, the first HF stage, the highest crack
propagation length. Notwithstanding, subsequent fracturing stages demonstrate relatively
less propagation length in the vertical direction because of non-planar crack preparation.
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Figure 3.27: Pore pressure contours in kPa of a) Sim-HF-1 and b) Sim-HF-2 scenarios
through the x-y plane.

Figures 3.26a and 3.26b represent von Mises stress contours of the sequentially and simul-
taneously triple-stage HF, respectively.

The high values of von Mises stress coincide with the stress concentration about the
fracture tips, exhibiting the process of the mechanical failure. Figures 3.27a and 3.27b
depict the pore pressure contours of the Sim-HF-1 and Sim-HF-2 scenarios through the
x-y plane, respectively. From Figure 3.27a, it can be seen that the right and left fractures
have a tendency to curve toward the boundaries, although the degree of the deviation is
not considerable when it compares with that of side fractures in Figure 3.27b. Comparing
Figures 3.24 and 3.27, one can find that left and right fractures tend more to propagate
through the vertical direction while much attention of the fluid injection in the middle
fracture is drawn to crack growth through the x-y plane (maximum horizontal direction).
Also, it can be noted that due to stress interference caused by the middle fracture, crack
paths of the left and right fractures are deviated toward the left and right boundaries. How-
ever, the middle fracture follows the straight crack path, leading to greater fracture length
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(a)

(b)

Figure 3.28: 3-D Von-Mises stress contours in kPa for a) Sim-HF-1 and b) Sim-HF-2
scenarios.

in comparison with that of sider ones.
Figures 3.28a and 3.28b represent 3-D Von-Mises stress contours for the scenarios of

Sim-HF-1 and Sim-HF-2. Comparing Figures 3.28a and 3.28b demonstrates that strass
filed between fractures considerably alter as a result of stress shadowing effects by de-
creasing the spacing between fractures.

3.6 Conclusion

In this chapter, a fully coupled pore-pressure stress analysis of the 3-D non-planar
hydraulically fluid-driven fracture problem has been investigated by using CPNM. The
non-linear discrete fracture mechanics, based on CCM, which was formulated by specific
traction-separation laws, independent of the constitutive behaviour of bulk material, has
been proposed to capture the softening effects at the fracture tip in a quasi-brittle shale. As
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opposed to FEM incorporated with cohesive layers, the proposed CPNM has demonstrated
its capability and efficiency to simulate the initiation and propagation of multiple crack
along arbitrary, solution-dependent paths, providing a more realistic way for the study of
multi-stage HF with the presence of stress shadowing impacts. With regard to Seq-HF,
after pumping stage in the first perforation, another transient analysis was conducted for
this peroration to simulate the crack closure. The following conclusions can be drawn
from the present chapter:

• Numerical results showed that the later stages in Seq-HF mainly secure larger values
of fracture opening than that of Sim-HF, which can be attributed to the effect of
stress interactions of fractures on each other. This trend has been also observed for
the fracturing fluid pressure and leak-off flow rate into the formation.

• It has been inferred from the results that left and right fractures tended more to
propagate through the vertical direction while much attention of the fluid injection
in the middle fracture was drawn to crack growth through the x-y plane.

• It can be noted that due to stress interference caused by the middle fracture, crack
paths of the left and right fractures were deviated toward the left and right bound-
aries. However, the middle fracture followed the straight crack path, leading to
greater fracture length in comparison with that of sider ones.

• In the simultaneously triple-stage fracturing scenario, the fracture opening demon-
strated special attitude in such a way that at the first 200-second injection period all
fractures presented a similar aperture, however, at the second 200-second period,
an obvious discrepancy between the fracture openings appeared. It was because
at the second period, much more amount of the fluid injected was allocated to the
zone near the injection spots in side fractures, leading to greater fluid pressure and
fracture opening at injection spots in side fractures than that of middle fracture.
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Chapter 4

Closely spaced hydraulic Fracturing
from two adjacent lateral wellbores1

1This chapter forms the basis of the following papers:
– B. Sobhaniaragh, J. Trevelyan, W.J. Mansur, F.C. Peters, Numerical Simulation of MZF Design with
Non-planar Hydraulic Fracturing from Multi-lateral Horizontal Wells. Journal of Natural Gas Science &
Engineering, 46 (2017) 93-107.
– B. Sobhaniaragh, V. P. Nguyen, W.J. Mansur, F.C. Peters, Pore Pressure and Stress Coupling in Closely-
Spaced Hydraulic Fracturing Designs on Adjacent Horizontal Wellbores. European Journal of Mechanics -
A/Solids, In Press, DOI: 10.1016/j.euromechsol.2017.08.010.
– B. Sobhaniaragh, W.J. Mansur, F.C. Peters, Fully Coupled Numerical Simulation of Altered-Stress Zones
in Modified Zipper-Frac Completion Design. Technical Programme of 79th European Association of Geo-
scientists and Engineers (EAGE) Conference & Exhibition June 2017, Paris.
– B. Sobhaniaragh, W.J. Mansur, F.C. Peters, Numerical Simulation of Non-Uniform Modified Zipper-
Fracture Design. 15th International Congress of the Brazilian Geophysical Society, August 2017, Rio de
Janeiro.
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4.1 Key goals

Recently, developments in oil and industry have evolved significantly in progress-
ing and flourishing mechanical systems to perform HF jobs from multi-lateral wellbores,
whereas the considerable achievement in the design of multiple hydraulic fractures with
regard to FS, reservoir characterization, in-situ stress state, and overall production opti-
mization demands a more deep understanding of their impacts. It is worth noting that for
developing comprehensive and robust completion design for HF from multi-lateral well-
bores with desirably closely spaced fractures, it is highly indispensable to contemplate
stress shadowing effects.

On one hand, in the common approach in the MZF design used in the industry, the FS
between all fractures is the same. However, by minimizing the FS to enhance the fracture
complexity area between induced fractures, the FS requires to be revised so as to achieve
longer and straight fracture path. On the other hand, the creation of initial fractures has the
significant impact on the subsequent stages as result of induced stress interference area, in
particular in the case of closely spaced hydraulic fractures. Nevertheless, few works in the
available literature (MANCHANDA, 2015; ROUSSEL et al., 2011) have concentrated on
the propagation of next fractures after terminating the first fracturing stage.

In this chapter, conducting a 2-D numerical framework based on the CPNM intro-
duced in chapter 3, a comprehensive study will be carried out using closely spaced frac-
tures in several completion designs to enhance the complexity of the fracture network in
the area between two adjacent horizontal wellbores. Inspired by the technique proposed
by PEIRCE (2015a); WU et al. (2016), the stress shadowing effects are managed through
non-uniform FS, introducing a modification to MZF design, termed M2ZF herein. By
conducting a number of numerical simulations, this chapter is devoted to investigating the
horizontal-stress contrast as well as in-plane shear stress of the formation to increase the
probability of activating natural fractures and un-propped fractures, thereby enhancing the
fracture complexity and higher drainage area.

4.2 Fracture complexity

In order to achieve an efficient HF job, establishing a complex interconnected network
within the low permeable rock, which encompasses induced hydraulic fractures, primary
and secondary natural fractures, is markedly crucial. According to well-testing analysis
and field observations, it has been evident that hydraulic fracture-surface area is far larger
than that of assessed in conventional fracturing design. Such circumstance can be re-
sulted from two factors. One emanates from the fact that vast majority of tight sand and
shale reservoirs are naturally fractured, such as Barnett shale (DAHI TALEGHANI et al.,
2013; GALE et al., 2007). Besides the presence of natural fractures, the other factor may
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Figure 4.1: Placement of third fracture with stress interference between first and second
fractures optimized to reduce stress anisotropy in Texas two-step design (SOLIMAN

et al., 2010).

be referred to the un-propped fractures, which can be induced as a result of stress shad-
owing effect during the inducing the main propped fracture. The un-propped fractures
encompass micro-fractures stemming from the slippage along planes of weakness such
as bedding planes, and the slippage of pre-existing natural faults or fissures (SHARMA
et al., 2015). Consequently, the complex network of un-propped fractures appear to be the
primary reason explaining why some reservoirs demonstrate greater fracture complexity.

A number of attempts (MEYER et al., 2011; NAGEL et al., 2011) have been made to
explain the fracture networks and their consequences on the induced fractures propaga-
tion. However, fundamental data on pre-existing networks are virtually out of the question
to acquire. WU and POLLARD (2002) and OLSEN et al. (2009) demonstrated that the
width at the intersection of the hydraulically induced fracture and the natural fractures is
dependent on several parameters such as the stress anisotropy. The reduction in the stress
anisotropy can activate the Mode I opening of planes of weaknesses, resulting in gener-
ating complex network which links hydraulically induced fractures to pre-existing natural
fractures. Thus, presence of substantial fracture surface area causes higher drainage of the
low permeability reservoir and maximizing the SRV. WENG et al. (2007) demonstrated
that the hydraulic fracture geometry changes from a bi-wing fracture to a complex network
of fractures as a result of a reduction in horizontal stresses contrast.

In recent years, thanks to significant advances in the engineering and technology, sev-
eral sophisticated designs have been developed to generate the complex fracture network
and achieve optimum. Among various completion designs, “Texas two-step” (as demon-
strated in Figure 4.1) has been presented to reduce the FS and create greater fracture com-
plexity (SOLIMAN et al., 2010). According to this technique, after fluid injection into
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first interval, by moving towards the heel, a second interval is stimulated and, as a result,
there is a degree of stress interference between the two fractures. Afterwards, rather than
continuing towards the heel of the well, the third interval is stimulated between the two pre-
viously fractured intervals with the aim of altering the stress in the rock so as to contribute
to the generation of secondary fractures. Using a finite difference and explicit numerical
scheme, ROUSSEL et al. (2011) and MANCHANDA et al. (2014) showed that the lower
FS can be achieved in the scenario of Texas two-step compared with conventional simul-
taneously fracturing. In addition, they purported that a stress reversal region with stress
re-orientation of 900 takes place in the adjacent to the main induced fracture. This zone
imposes a confining condition on the FS which should be large enough to avoid the ini-
tiation of longitudinal fractures. Nevertheless, this hypothesis seems to be questionable
because propagating of new fracture into the altered-stress region caused by the previous
fracture can considerably change the local stresses, which will be discussed further in this
chapter.

4.3 Completion designs on multi-lateral wellbores

Taking multi-lateral wellbores into account, the remarkable advances in completion
design have offered several techniques to stimulate far field fracture complexity and maxi-
mize the total SRV. “Zipper-Frac”, as shown in Figure 4.2A, is one of a class of techniques
in which two or more horizontal wellbores are fractured simultaneously in order to en-
hance stress perturbation close to the tips of each fracture. In this method, when opposing
fractures move towards each other, to some extent the interference takes place ahead of
fracture and encourages the fractures to propagate through the direction perpendicular to
the horizontal wellbore.

Based on continuum geomechanics, RIOS et al. (2013) performed stress shadowing
analysis and presented that Zipper-Frac creates an extensive region of ascended normal
stresses and descended shear stresses, which has the impact of stabilizing natural fractures
and weakness planes instead of enhancing their shear. QIU et al. (2015) used a complex
fracture network model, termed unconventional fracture model, to study Zipper-Frac. The
model had the capability to simulate complex fracture propagation under stress shadowing
effect. This study concluded that Zipper-Frac provides operational efficiency by reducing
the standby time compared with Seq-HF, which is mainly attributed to stress shadowing
effects.

However, the application of Zipper-Frac is restricted because of two main deficien-
cies. Firstly, the creation of complex field is limited to the area close to the fractures tips.
Secondly, it is associated with the risk of connection of adjacent wellbores if opposing
fractures become very close.

In another method, known as MZF introduced by SOLIMAN et al. (2013), motivated
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Figure 4.2: Various types of hydraulic fracturing scenarios on two horizontal lateral
wellbores; (A): Zipper-Frac scenario, (B): Sim-HF scenario, (C): MZF scenario

(modified after (VERMYLEN et al., 2011)).

by the advantages of the presence of middle fracture between two consecutive fractures
used in Texas two-step, fractures on two lateral wells are situated in a staggered pat-
tern, as depicted in Figure 4.2C. MZF design can potentially increase the stress inter-
ference between the fractures and create an effective SRV to enhance hydrocarbon pro-
duction (RAFIEE et al., 2012). Although the MZF has presented promising results in
increasing desired far-field complexity associated with alternating fracturing with no op-
erational issues, it still requires more investigation for far more mechanistic understanding
of the parameters involved in this design.

RAFIEE et al. (2012) studied the advantages of Zipper-Frac and the MZF by using an-
alytical stress interference calculations around various fracture geometries. They showed
that the MZF completion potentially increases the stress interference between the fractures
and provides more fracture complexity compared with Zipper-Frac. However, this study
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did not consider the curving propagation of hydraulic fracture which plays important role
in closely spaced fractures.

By taking the advantage of the DEM, NAGEL et al. (2014, 2013) found out that the
improvement in well stimulation using Zipper-Frac and MZF is greatly dependent upon the
in-situ pore pressure, natural fracture mechanical properties, and natural fracture charac-
teristics. For example, for the cases presented with orthogonal/parallel natural fractures, a
Zipper-Frac configuration did not increase the amount of sheared natural fractures around
the hydraulic fracture.

Using a fully coupled hydraulic fracture simulation code in GEOS 1, IZADI et al.
(2015) studied some of the fundamental effects which influence planar fracture growth
during stimulation of three wellbores by using three different completion designs includ-
ing conventional (Seq-HF), Zipper-Frac, and MZF. The results obtained from this work
showed that MZF provides more larger fracture surface area compared with Seq-HF and
Zipper-Frac. Furthermore, IZADI et al. (2015) concluded that wider well spacing pro-
vides smaller induced compressive stress by neighbouring wellbores and it leads to a
greater fracture surface area at the expense of fracture aperture/width. This behaviour
was more pronounced when MZF was emplyed insetad of either Seq-HF or Zipper-Frac.

Recently, KUMAR and GHASSEMI (2016a) implemented boundary element model
with capabilities to simulate any number of fractures for simultaneous or sequential hy-
draulic fracture propagation. Their results demonstrated that in Zipper-Frac, the fractures
propagate in nearly planar manner with probability of coalescence of their tips. In the case
of the MZF, the likelihood of fracture tips coalescence decreases because of the offset be-
tween fractures.

4.4 Fundamental Framework

First and foremost, it should be mentioned that mathematical framework of the present
chapter has been mainly established based on previous chapter, restricting the computa-
tional model to 2-D owing to computational expenses of the 3-D model. Consequently,
the CPNM used in this chapter is the 2-D form of the one proposed in the previous chapter.
Thus, the fracture initiation and propagation criteria and also description of the method
are not repeated herein.

4.4.1 Fracturing Fluid Model

The primary task of fracturing fluids is to crack the porous rock and enforce initiated
fractures to propagate. Continual pumping of fracturing fluid extends a conductive path

1Developed by Lawrence Livermore National Laboratory, GEOS is an open source multi-physics plat-
form for massively parallel simulations originally introduced for addressing the hydraulic fracture problem.
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deep into a formation to transmit large amount of propping agent inside the induced frac-
tures. The flow model of the fracturing fluid within the fracture between the cohesive
faces is depicted in Figure 4.3. In this figure, element number 1 and 2 are fractured and
element number 3 is intact. In the proposed model, the fluid flow through the fracture
is decomposed into two components; one refers to the tangential flow along the cracked
element faces, and other is the normal flow across the cracked element surface rendering
the infiltration mechanism into the surrounding formation. Based on Lubrication theory,
the momentum equation for the tangential fluid flow within the fracture is formulated by
Poiseuille’s law (Eq. 3.8).

In addition, the continuity equation of mass conservation for the fracturing fluid flow
is described by Eq. 3.4. Similar to chapter3, in order to treat the filter cake as a pressure-
dependent layer, Settari’s fluid leak-off model is employed by using a user-defined subrou-
tine. By virtue of the proposed pressure-dependent model, the normal components of the
fracturing fluid are defined according to Eqs. 3.12 and 3.13.

4.5 Model construction

Figure 4.4 represents 3-D configuration of the two horizontal wellbores. The trajec-
tories of the horizontal wellbores are aligned with minimum horizontal stress, resulting
in transverse fractures. The computational finite element domain, demonstrated in Fig-
ure. 4.5, is a 2-D horizontal plane where the out-of-plane stress is vertical, which includes
two horizontal wellbores, and perforation holes. The area “ABCD” is discretized into a
fully saturated porous domain with CPE4RP elements (4-node bilinear displacement and
pore pressure, reduced integration with hourglass control) together with enhanced hour-
glass control (BELYTSCHKO et al., 1984) to remedy the problem of instabilities for the
case of reduced-integration modelling, as shown in Fig 4.5. Figure 4.5 shows the dis-
cretized model with 82142 number of elements. Note that the “ABCD” domain with the
size of 510m × 50m is considered large enough to eliminate consequences of geomet-

Figure 4.3: Schematic plot of the fluid flow pattern model within the framework of
CPNM, vtop and vbot point out the normal flow velocities at which the fracturing fluid

leaks off from the top and bottom surfaces of the crack into the formation.
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Figure 4.4: 3-D configuration of the two lateral horizontal wellbores.

rical and pore pressure boundary conditions. The horizontal wellbores No. 1 and No. 2
are located in the plane of the horizontal stresses, Sh,min and SH,max, at the top and lower
sides of the whole computational domain. Similar to Section 3.3, the first step is “geo-
static step”, followed by fluid injection steps. The formation geologic parameters and the
material properties have been represented in Table 3.1. In-situ stresses in the x, y, and z
directions, are supposed to be -19.0 MPa, -20.5 MPa and -19.0 MPa, respectively, unless
otherwise stated. As depicted in Figure 4.5, the area ĀB̄C̄D̄ is the domain of interest for
fracture initiation and propagation, and the mesh size in this area should be small and the

Figure 4.5: Finite element domain of modelled reservoir for the simulation of hydraulic
fracturing from two lateral wellbores.
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value of which is determined by a mesh convergence study shown in Figures 4.6 and 4.7.
In these figures, the original mesh size refers to 0.4 m. Figures 4.6 and 4.7 obviously show
that the results obtained using the CPNM converge with mesh refinement. From now on,
the original mesh size is used.

4.6 Results and discussion

In the succeeding work, employed the CPNM with fully coupled pore-pressure stress
analysis, various scenarios for HF from two horizontal lateral wellbores are developed and
scrutinized. In order to better elaborate this section, the results obtained are categorized
into two sections namely first cycle in MZF design and second cycle in MZF design. In-
deed, one cycle in MZF design is completed after terminating the first three HF stages.
Afterwards, in the second cycle, the attention is drawn to the first five HF stages.

4.6.1 First cycle in MZF design

In this section, taking the MZF completion design into consideration, the effects of
stress shadowing effects affected by FS on the stress anisotropy, pore pressure, leak-off
flow rate of the formation are studied in detail by conducting a myriad of simulation runs.
One of the main contributions of the present work is shedding light on the altered-stress

Figure 4.6: Variation of the fracturing fluid pressure at the crack mouth with time for
different mesh discretizations (Original mesh size= 0.4 m).

108



Figure 4.7: Leak-off flow rate at the crack mouth as a function of time for different mesh
discretizations (Original mesh size= 0.4 m).

zone around the induced fractures, dividing into different zones, which is mainly affected
by FS. In particular, in this section we take the advantage of evaluating horizontal stress
contrast in the area near the fracture tip, opposed to the works of MANCHANDA et al.
(2014); ROUSSEL et al. (2011) which considered only the point of the fracture initiation
along the wellbore. Considering Figure 4.5, it should be noted that in the MZF design,
the first stage (Fr. #1-1) of Well No. 1 is followed by the second stage (Fr. #1-2) on the
same wellbore. Afterwards, the fracturing proceeds with the first stage (Fr. #2-1) on the
Well No. 2. This scenario continues from the toe to the heel of the lateral wellbores. The
placement of the Fr. #2-1 on the opposite well is located in the middle of the Frs. #1-1
and #1-2.

4.6.1.1 Pore pressure of the porous formation

Pore pressure contours in the formation for the case of an MZF design with FS=18 m
and FS=31 m are shown in Figures 4.8a and 4.8b. In this example, the fracturing fluid is
injected into the first perforation on Well No. 1 for a period of 60 minutes, and at the end of
this stage fracture number 1 (Fr. #1) is created. Then, the second perforation on Well No.
1 is fractured, and this is followed by the first stage on Well No. 2. It should be noted that
FS used in this section denotes the spacing between the first and second perforation on Well
No. 1. Also, according to MZF, the perforation created on Well No. 2 is situated midway
between the first and second perforations on Well No. 1. It is evident from Figure 4.8a that
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(a)

(b)

Figure 4.8: Pore pressure contours of the formation for the case of MZF design with: a)
FS=18 m and b) FS=31 m.

the length of Fr. #1 is divided into Lf1,1 and Lf1,2 . This is because after terminating the
first stage on Well No. 1 and creating Lf1,1 , the second stage starts and Fr. #2 propagates,
altering the local stresses between Fr. #1 and Fr. #2 and imposing forces on the surface
of Fr. #1. Accordingly, the fracturing fluid in Fr. #1 plays a role as a driving force so
that Lf1,2 is created as the Fr. #2 propagates. It is worth noting that the length of Lf1,2
is considerably smaller than that of Figure 4.8b owing to the larger FS and, as a result,
there are reduced stress shadowing effects. Under closer inspection, it can be seen that Fr.
#3 first propagates in the direction of maximum in-situ horizontal stress, and afterwards
it reorients itself in the direction of the local maximum horizontal stress induced by the
stress shadowing effects of other fractures. Also observed from Figures 4.8a and 4.8b is
that by choosing FS=18 m, the Fr. #1 on Well No. 1 grows in a straight path whereas by
selecting FS=31 m, the Fr. #3 on Well No. 2 propagates straight towards the area in the
middle of two other fractures. This point will be further discussed in the following.
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Figure 4.9: Variation in horizontal-stress contrast along the wellbore with perpendicular
distance from Fr. #1 before starting the second stage. Green lines: L1

1 = 6 m, Red lines:
L1

2 = 12 m, Violet lines: L1
3 = 18 m.

4.6.1.2 Stress anisotropy

Figure 4.9 demonstrates the variation in the horizontal stress contrast (σH,max−σh,min)

along the wellbore with perpendicular distance from the fracture in the first stage for var-
ious fracture lengths, Lf1 , and several distances (L1

i ) from the horizontal wellbore No. 1.
It should be noted that the horizontal stress contrast presented in this figure has been ob-
tained after terminating the first stage and before staring the second stage, i.e. using the

Figure 4.10: Illustration of variation in horizontal-stress contrast in the direction
perpendicular to Fr. #1 for a) FS=18 m and b) FS=31 m.

111



same strategy used by MANCHANDA et al. (2014); ROUSSEL et al. (2011). It can be
inferred from Figure 4.9 that by increasing the fracture length, the region of low stress con-
trast due to stress shadowing effects moves away from the fracture. In addition, it can be
seen that for the case with the same fracture length, the horizontal stress contrast decreases
with increasing distance form the horizontal wellbore, which implies that the region of low
horizontal stress contrast is deviated from the first fracture owing to the stress shadowing
effect.

Figure 4.10 shows the variation in the horizontal stress contrast in the direction perpen-
dicular to the first fracture for FS=18 m and FS=31 m. In these results, the horizontal stress
contrast is shown for three specific distances (L1

1 = 6 m, L1
2 = 12 m, and L1

3 = 12 m)
from Well No. 1 when the fracture tip approaches those distances. Figure 4.9 shows a
different behaviour in the results obtained after terminating the first stage. Several simula-
tion runs have been conducted in this research, and eventually it has been concluded that
with FS of 18 m in the MZF scenario, the second fracture is not deviated from the first
fracture, and follows a straight propagation path owing to a low horizontal stress gradient,
as depicted in Figure 4.10. Further, the horizontal stress contrast significantly decreases
in the area near the fracture tip by decreasing the FS, while the overall horizontal stress
contrast between fractures is considerably lower for the cases with larger FS. It is worth
noting that the reduction in horizontal stress contrast as a result of stress shadowing plays
an important role in opening the natural fractures and eventually increasing the fracture
complexity (DAHI TALEGHANI et al., 2013; SOLIMAN et al., 2010). MANCHANDA
et al. (2014); ROUSSEL et al. (2011) concluded that in a region of low stress contrast, in
particular in the middle of two fractures, there is a high probability that an induced frac-
ture will propagate along a straight path transversely and tap into a pre-existing fracture
network. In contrast, a comparison of Figures 4.9 and 4.10 reveals that a new fracture
growing into the altered-stress region has the capability to alter the local stresses.

The direction of maximum horizontal stress in the area between two horizontal well-
bores is depicted in Figure 4.11a. It is interesting to note that after completing the first
stage, the direction of the second induced fracture cannot be estimated only by consid-
ering the direction of the maximum horizontal stress. This is because the propagation
of the second fracture alters the existing local stress and imposes new stress shadowing
conditions in the area, changing its propagation path. Based on several simulation results
conducted in this study, the stress-altered zones, which have an effect on the second stage
on Well. No. 1, are divided into attraction and repulsion zones. If the second stage started
in the attraction zone, the Fr. #2 would follow a curving crack path due to the stress shad-
owing effect caused by Fr. #1, as shown in Figure 4.11b. By increasing the FS to the
critical value of 18 m, the Fr. #2 is not deviated and follows a straight propagation path
while the Fr. #3 on Well No. 2, which is situated in the curving zone, follows a curving
path.
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(b) (c)

(d)

Figure 4.11: Direction of maximum horizontal stress: a) Illustration of various zones
after creating Fr. #1. b) MZF design with FS= 14 m in which Fr. #23 is located in the
attraction zone whereas Fr. #2 is in the curving zone. c) MZF design with FS= 31 m in
which Fr. #2 is located in the repulsion zone while Fr. #3 propagates in a straight path.

d) MZF design with FS= 66 m in which Fr. #2 and Fr. #3 grow straight.
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On the other hand, when the FS in the MZF design reaches a value of 31 m, in other
words, the distance of Fr. #3 on Well No. 2 attains a value of 15.5 m from the Fr. #1, Fr.
#3 exhibits an unchanged crack path as shown in Figure 4.11c. In addition, by increasing
the FS from the critical value of 18 m, the Fr. #2 is located in the repulsion zone, which
implies that it is deviated from the first fracture, although the degree of deviation decreases
by moving away from the Fr. #1. Furthermore, the Fr. #3 on Well No 2 retains its straight
propagation path moving away from the Fr. #1. We conclude that the stress-altered area
near Well No. 2 comprises two specific zones, including curving and unaltered zones.

4.6.1.3 In-plane shear stress

Figures 4.12a–4.12d show the effect of the propagation of the Fr. #3 into the area
between two pre-existing fractures (Fr. #1 and Fr. #2) on the shear stress for the MZF
design with various FS. The results obtained show that after creating the Fr. #2, the
shear stress in the region between two fractures is suppressed owing to stress shadowing
effects. As the Fr. #3 invades this area, it not only considerably alters the magnitude of
shear stress, but doest it also cause far more of the reservoir to be exposed to alteration in
shear stress. Consequently, this promotes activation of the planes of weakness and natural
fractures which exist in unconventional reservoirs such as shale plays (RAFIEE et al.,
2012; REZAEI et al., 2015).

As depicted in Figures 4.12a–4.12d, the propagation of the Fr. #3 into the repulsion
zone between Fr. #1 and Fr. #2 has a greater effect on the shear stress than those located
in the attraction zone. Importantly, growth of the third fracture from the offset wellbore
can change the direction of the shear stress, increasing the probability of activating pre-
existing natural fractures and, as a result, promoting greater fracture complexity.

4.6.1.4 Leak-off flow rate

The variation in the leak-off flow rate in the cracked element adjacent to the wellbore,
during the HF time of operation, is shown in Figure 4.13. In this example, HF time for
each stage is taken to be 4000 second. Specific observations apparent from Figure 4.13 are
as follows: (i) The leak-off flow rate becomes considerably larger as the HF job in MZF
design proceeds to the subsequent stages; (ii) by increasing the FS in the repulsion zone,
the leak-off flow rate in the second stage is reduced, although this observation is reversed
in the third stage which is performed on the offset wellbore.

4.6.2 Second cycle in MZF design

In this section, the 2-D numerical modelling of the curving hydraulic fractures from
two adjacent lateral horizontal wellbores in the low-permeable reservoir is performed by
considering the first five HF stages. The present section concentrates on the numerical

114



(a) (b)

(c) (d)

Figure 4.12: Distribution of in-plane shear stress along the horizontal wellbore with
perpendicular distance from Fr. #1 (L1 = 18 m) for MZF design with: a) FS=14 m. b)

FS=18 m. c) FS=50 m. d) FS=66 m.

simulation of the various fracturing designs in adjacent lateral wellbores including Sim-
HF, Seq-HF, MZF, and M2ZF. Noted that for the case of Sim-HF and Seq-HF designs,
the pattern of the perforations follows that of MZF design in order to mitigate the possible
risk of wellbores connection.

4.6.2.1 Pore pressure of the formation

The minimum FS between the Frs. #1-1 and #1-2 is obtained in such a way that the
Fr. #1-2 as well as the Fr. #2-1 propagates along the straight path (without deviation) to
achieve the desired maximum fracture lengths. As depicted in Figure 4.14a, the minimum
FS between the Frs. #1-1 and #1-2 is 66 m. At the fourth stage, the minimum FS of 46 m
is required so that Fr. #1-3 grows within the straight propagation pathway under the stress
shadowing effects. However, the opposite fracture, i.e. Fr. #2-2, is deviated towards the
Fr. #1-3 owing to alteration in local maximum horizontal stress, leading to asymmetric
distribution of the pore pressure and increasing the risk of well communication. In Fig-
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Figure 4.13: Variation of the leak-off flow rate in injection time for three fracturing
stages; Blue line corresponds to FS=31 m, and red line denotes FS= 66 m.

ure 4.14b, one can see that by assuming uniform FS in accordance with SOLIMAN et al.
(2010), the Fr. #2-2 tends to deviate toward the opposite fracture. In order to mitigate
the stress shadowing effects on the Fr. #2-2, by conducting a number of simulation runs,
the desired minimum FS of 141 m between the Frs. #1-2 and #1-3 is achieved such that
both the Frs. #1-3 and #2-2 propagates in a straight path with maximum fracture length,
as shown in Fig. 4.14c. Herein, note that the modification to MZF with non-uniform FS
is called “M2ZF”.

With the aim of enhancing the fracture complexity, achieving maximum fracture length
and the straight propagation path, and mitigating fracturing operation time, besides MZF
and M2ZF designs, two other completion designs are studied in this section. The first one
denotes to Sim-HF in which, all perforations are fractured simultaneously. In the other sce-
nario, named Seq-HF, all the perforations on the Well No. 1 are fractures simultaneously,
followed by fracturing of the perforations on the Well No. 2. Noted that placement of the
perforations on two wellbores in these designs is according to MZF design to reduce the
rick of wellbore connection. Figures 4.15a and 4.15b exhibit the pore pressure contours
of the formation for the case of Seq-HF design with FS=66 m after first and second stages,
respectively. The results obtained demonstrate that all created fractures after the first stage
show virtually straight propagation pathways. The outer fractures attain the same fracture
length which is higher than that of the middle fracture (Fr. #1-2) due to the stress shadow-
ing effect. In addition, the other fractures propagated from the opposite wellbore follow
straight paths with considerably smaller length than those of opposite fractures. The pore
pressure contour of the rock formation for the case of Sim-HF design with FS=66 m is
shown in Figure 4.16. As depicted in this figure, the middle fracture on the Well No. 1
attains the smaller length than those of others. Comparing Figures 4.14b, 4.15b, and 4.16
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(a)

(b)

(c)

Figure 4.14: Pore pressure contours of the formation for the case of: a) M2ZF with FS of
46 m between Fr.#1-2 and Fr.#1-3, b) MZF with uniform FS, c) M2ZF with FS of 141

m between Fr.#1-2 and Fr.#1-3.

or in other words the MZF, Seq-HF, and Sim-HF designs reveals that the pore pressure
of the rock formation substantially increases as a result of Sim-HF design. However, the
MZF design yields notably higher fracture lengths than those of others, although the later
fracture in this design deviates towards the opposite fracture. Furthermore, it is resulted
that Sim-HF design is completed far more sooner than others, thereby mitigating fracturing
operation time.
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(a)

(b)

Figure 4.15: Pore pressure contours for the case of Seq-HF design: a) After first stage, b)
After second stage.

Figure 4.16: Pore pressure contours for the case of Sim-HF design.

4.6.2.2 Stress anisotropy

Figure 4.17 shows that the variation in the horizontal-stress contrast in the direction
perpendicular to the first fracture for various completion designs including Sim-HF, Seq-
HF, MZF, and M2ZF. Note that in all designs, except M2ZF, the FS between all fractures is
set 66 m. In the case of M2ZF, the FS between Fr. #1-2 and Fr. #1-3 is 141 m, as shown in
Figure 4.14c. It is concluded from Figure 4.17 that simultaneous fractures notably reduce
the horizontal-stress contrast as a result of higher induced stress shadowing. Consequently,
the fracture complexity is enhanced by opening the natural fractures and creating a network
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Figure 4.17: Compariosn of horizontal-stress contrast in the direction perpendicular to
Fr. #1 for different completion designs.

of un-propped fractures (DAHI TALEGHANI et al., 2013; SHARMA et al., 2015).
The direction of maximum horizontal stress in the area between two horizontal well-

bores in Sim-HF design is shown in Figure 4.18. In this figure, the FS between all fractures
is set 30 m in order to investigate the effect of the reduction of the FS on the fracture prop-
agation direction. Before starting the fracturing job, the direction of the in-situ maximum

Figure 4.18: Direction of maximum horizontal stress in the area between two horizontal
wellbores in Sim-HF design.
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Figure 4.19: Illustration of variation in in-plane shear stress in the direction
perpendicular to Fr. #1-1 for MZF with uniform FS, Blue line: L1 = 12 m, Red line:

L1 = 18 m.

horizontal stress is along the y-direction. Nonetheless, as fractures propagate towards each
other, the local horizontal stress around the fractures considerably changes. The Frs. #1-1
and #1-3 firstly deviate toward the left and right vertical boundaries, however, the middle
fracture (Fr. #1-2) follows the straight crack path, resulting in the higher fracture length
in comparison with those of sider ones. It is worthwhile noting that when the tips of Frs.
#1-1 and #1-3 approach to the opposite ones growing from the Well No. 2, the fracture

Figure 4.20: Variation in shear stress within the formation in the direction perpendicular
to Fr. #1-1 for Seq-HF, Blue line: L1 = 12 m, Red line: L1 = 18 m.

120



Figure 4.21: Variation in in-plane shear stress within the formation in the direction
perpendicular to Fr. #1-1 for Sim-HF.

tips are re-oriented towards the tips of the Frs. #2-1 and #2-2.

4.6.2.3 In-plane shear stress

Now we turn our attention to investigating the variation of the in-plane shear stresses
in the rock material by considering various completion designs. Figure 4.19 demonstrates
the variation of the in-plane shear stress in the direction perpendicular to first fracture (Fr.
#1-1) after the third and fifth stages. In this figure, L1 refers to the distance from the
Well No. 1. In Figure 4.19, the impact of the propagation of the Fr. #2-2 into the area
between two pre-existing fractures (Fr. #1-2 and Fr. #1-3) on the shear stress for the MZF
design with the FS of 66 m can be studied. As the Fr. #2-2 invades this area, not only it
substantially alters the magnitude of shear stress, but does it also cause that far more of the
reservoir is exposed to the alteration in the shear stress. Hence, this results in activating
the planes of weaknesses and natural fractures.

Another point to notice is that the area near the fracture tip of the Fr. #2-2 experiences
more alteration in the in-plane shear stress. As can be seen in Figure 4.19, the magnitude
of shear stress between Fr. #1-1 and Fr. #1-2 reduced remarkably as the fracturing
job proceeds to the next stage. Furthermore, as the fracturing job proceeds to the next
stage, the magnitude of the shear stress between the Fr. #1-1 and the Fr. #1-2 reduces
remarkably, leading to the closure of the un-propped fractures created in the reservoir
owing to the stress shadowing. Hence, it can be inferred that the operation time between
consecutive stages plays a crucial role in the production performance of the wellbores. The
variation in the shear stress in the direction perpendicular to first fracture (Fr. #1-1) for
Seq-HF and Sim-HF design are studied in Figures 4.20 and 4.21, respectively. Comparing
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Figures 4.19, 4.20 and 4.21 results that the Sim-HF design has the higher capability to
increase the value of the shear stress of the formation as a result of enhancing the stress
interference between simultaneous fractures.

4.7 Conclusion

This chapter has devoted particular attention to the 2-D numerical modelling of HF
from two lateral wellbores using several completion designs. Taking the stress shadow-
ing effects into account, the CPNM, has been established to simulate the propagation of
curving hydraulic fractures. In order to treat the filter cake as a pressure-dependent layer,
Settari’s fluid leak-off model was employed by means of a user-defined subroutine. A large
number of numerical simulations using CPNM have been carried out to investigate several
factors, such as the stress isotropy, the in-plane shear stresses, and the leak-off flow rate.
Taking both effect and side effect of stress shadowing into account, it can be concluded
from this chapter that MZF design should be revised in order not only to achieve much
more fracture length and straight fracture paths but also to enhance more fracture com-
plexity. For the sake of better elaboration of the findings, the results obtained have been
categorized into two sections namely first cycle in MZF design and second cycle in MZF
design.

In the case of first cycle in MZF design, the following conclusions can be made:

• The results has shown that the stress-altered zones, which have a crucial effect on
the second stage on Well No. 1, are divided into attraction and repulsion zones. On
the other hand, the area near Well No. 1, where the third fracture propagates, is
partitioned into curving and unaltered zones.

• The simulation results show that as a third fracture from the offset wellbore propa-
gates into the area between pre-existing fractures, not only does it considerably alter
the magnitude of shear stresses, but it also causes far more of the reservoir to be-
come exposed to some alteration in shear stress. Accordingly, this leads to activation
of pre-existing planes of weakness and natural fractures in non-conventional reser-
voirs such as shale plays. This point also highlights the benefits of the MZF design
in decreasing the magnitude of shear stresses through stress shadowing effects.

• The simulation results suggest that a new fracture growing into the altered-stress
region has the capability to alter the local stresses and change the low-stress contrast
region. In addition, the numerical results have revealed that the horizontal stress
contrast significantly decreases in the area near the fracture tip when the fracture
spacing is reduced, while overall horizontal stress contrast between fractures is con-
siderably lower for the cases with larger fracture spacing. It has been also shown
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that the leak-off flow rate increases substantially as the hydraulic fracturing process
in the MZF design proceeds to its later stages.

As far as the second cycle in MZF design is concerned, subsequent conclusions can be
drawn:

• Based on the achieved results in MZF design, the altered stress area demonstrates pe-
culiar alteration after creating the third fracture. The FS between the third and fourth
fractures considerably reduces in such a way that the fourth fracture can propagate
through the straight path, however, the fifth fracture on the opposite wellbore devi-
ates towards the previous fracture owing to stress shadow effects, leading to increase
the risk of opposite wellbores communications. As a result, the FS between the first
and fourth fractures increases nearly to a value more than that of the FS between
the first and second fractures so as to maintain the straight path of the fifth fracture,
resulting in introducing M2ZF design.

• The simulation results showed that both MZF and M2ZF designs attain greater value
of the fracture length compared with Seq-HF and Sim-HF designs.

• It has been concluded that the operation time between consecutive stages in MZF
design plays a crucial role in the production performance of the wellbores.

• The numerical results have revealed that the Sim-HF design has the higher capability
to increase the value of shear stress of the formation as a result of enhancing the
stress interference between the fractures. In addition, simultaneous fractures notably
reduce the horizontal-stress contrast due to the higher induced stress shadowing.
However, greater stress shodawing effect in Sim-HF design, less fracture length and
more deviated fractures.
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Chapter 5

Conclusions and recommendations for
future research

124



5.1 Overview

The present dissertation has elaborated on the development of generic numerical mod-
elling technique in order to simulate non-planar multi-stage hydraulic fractures in low-
permeable shale reservoirs. Particular attention has been given to contemplate the stress
shadowing effect in various completion designs. The individual objectives of the study
are summarised as follows:

• Developing a 3-D FE model, which takes into account the propagation of the mul-
tiple fractures in an individual horizontal well based on CPNM. Two different well-
known scenarios in the industry, i.e. sequentially and simultaneously multiple HF,
in a quasi-brittle multi-layer shale have been studied.

• Developing a 2-D FE model for simulating multi-stage HF from two adjacent lateral
horizontal wellbores, which was aimed not only to comprehensively investigate the
available completion designs on horizontal multi-lateral wellbores, but also to en-
hanced the current MZF by considering stress shadowing effect. Alteration in shear
stress near the fracture tips, which is imperative phenomenon in the micro-seismic
monitoring (BENNETT et al., 2005; SOLIMAN et al., 2010), has been investigated
in detail in various HF designs.

5.2 Methodology used in this work

In this research, in order to capture the propagation of multiple the hydraulic frac-
tures in a porous medium, the CPNM was employed, which was implemented into a FEA
package (ABAQUS®) along with user-defined subroutines. To this end, extra phantom
nodes with pore pressure degrees of freedom were added on the edges of each enriched
element to construct the model of fracturing fluid flow across the cracked element surfaces
in combination with the phantom nodes which were overlain on the original real nodes.
The activation of phantom node on each element edge was not performed unless it was
intersected by a crack. After damage initiation, each phantom node and its corresponding
real node, including displacement and pore pressure degrees of freedom, were no longer
tied together. In order to capture the crack geometry, two signed distance functions per
node were needed. The first represents the crack surface, whereas the second is employed
to establish an orthogonal crack surface so that the intersection of the two surfaces gives
the crack tip.

On the other hand, the ECCM has been used to model the damage initiation and prop-
agation, formulated by specific traction-separation laws. Based on the ECCM, it was pre-
supposed that the near tip FPZ was aggregated into the crack line, in contrast to the LEFM
in which the FPZ was regarded to take place at the crack tip. The leading assumption
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was the constitution of the FPZ, where the material, although damaged, was still able to
transmit stresses normal to the fracture. Considering ECCM in HF problem has brought
the following merits. Firstly, the ECCM effectively prevented the stress singularity at the
crack tip region, which remarkably imposed challenges on numerical modelling based on
LEFM. In addition, the location of the crack tip in ECCM was not an input parameter
but a natural, direct consequence of the solution, which rose the computation efficiency.
What is more, the ECCM has taken the advantage of the promising capability of modelling
micro-structural damage mechanisms inherent in quasi-brittle materials such as initiation
of micro cracking, coalescence, and propagation.

In addition, the infiltration of the normal flow of the fracturing fluid into the surround-
ing medium was modeled with making use of pressure-dependent leak-off model given
by SETTARI et al. (1984) by using a user-defined subroutine. It is imperative to note
that the leak-off fluid is considered as Newtonian. This implies that no polymer leaks
off into the surrounding formation. It is worth noting that this study was a fully coupled
pore-pressure/stress analysis, which has considered the pore pressure of the formation, as
opposed to most available literature (DAHI-TALEGHANI et al., 2011; SETTARI et al.,
1984; WU et al., 2012), which has not considered the rock formation as a porous medium.

In order to verify the numerical simulation, the results obtained for an individual hy-
draulic fracture are compared with the KGD analytical model. The numerical results ob-
tained by CPNM for CMP, fracture aperture profile, and CMOD have been compared with
analytical solution, representing excellent agreement between the results of present method
and those obtained by KGD model. Additionally, considering the stress shadowing effect
in multiple fracture propagation, the verification of present numerical technique against
the DDM (SESETTY et al., 2015) has been performed. In the work of SESETTY et al.
(2015), the model was based on 2-D plane strain and used the DDM to calculate frac-
ture deformation and propagation. what is more, no fluid leak-off into the formation was
considered and the fracture propagation direction relied on the maximum principal tensile
stress criterion. The fracture geometries of the first stage and the second stage created
along the horizontal wellbore by using the DDM and CPNM have been compared. The
comparison demonstrated a good agreement between fracture geometries obtained by the
DDM and those by CPNM.

On one hand, in the common approach in the MZF design used in the industry, the FS
between all fractures is the same. However, by minimizing the FS to enhance the frac-
ture complexity area between induced fractures, the FS demands to be revised in order
to achieve longer and straight fracture path. On the other hand, the creation of initial
fractures has the significant impact on the subsequent stages as result of induced stress
interference area, particularly in the case of closely spaced hydraulic fractures. Neverthe-
less, few works in the available literature (MANCHANDA, 2015; ROUSSEL et al., 2011)
have concentrated on the propagation of next fractures after terminating the first fractur-
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ing stage. Accordingly, motivated by the technique proposed by PEIRCE (2015a); WU
et al. (2016), in this dissertation the stress shadowing effects have been managed through
non-uniform FS, introducing a modification to MZF design, named M2ZF.

5.3 Main conclusions

The significant findings of the work presented in this dissertation can be summarized
into subsequent rudimentary categories as follows:

5.3.1 3-D modelling of multi-stage hydraulic fracture propagation

In the 3-D model, three domains have been contemplated for the problem, viz. barrier
layers on the top and bottom of the model and a pay zone in the middle. As opposed to FEM
incorporated with cohesive layers, the proposed CPNM has demonstrated its capability
and efficiency to simulate the initiation and propagation of multiple crack along arbitrary,
solution-dependent paths, providing a more realistic way for the study of multi-stage HF
with the presence of stress shadowing impacts. With regard to simulating the Seq-HF,
after pumping stage in the first perforation, another transient analysis was conducted for
this peroration to simulate the crack closure. Detailed parametric studies shed new light
on the impacts of pre-existing or simultaneous fluid-driven fractures on the pore pressure
of the formation, crack propagation pattern, von Mises stresses, fracture opening, leak-off
flow rate, and fracturing fluid pressure. From this work, the following conclusions can be
drawn:

• Numerical results show the later stages in Seq-HF mainly secure larger values of
fracture opening than that of Sim-HF, which can be attributed to the effect of stress
interactions of fractures on each other. This trend has been also observed for the
fracturing fluid pressure and leak-off flow rate into the formation.

• It has been concluded from the results that left and right fractures tended more to
propagate through the vertical direction while much attention of the fluid injection
in the middle fracture was drawn to crack growth through the x-y plane.

• It can be noted that due to stress interference caused by the middle fracture, crack
paths of the left and right fractures were deviated toward the left and right bound-
aries. However, the middle fracture followed the straight crack path, leading to
greater fracture length in comparison with that of sider ones.

• In the simultaneously triple-stage fracturing scenario, the fracture opening demon-
strated special attitude in such a way that at the first 200-second injection period all
fractures presented a similar aperture, however, at the second 200-second period,
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an obvious discrepancy between the fracture openings appeared. It was because
at the second period, much more amount of the fluid injected was allocated to the
zone near the injection spots in side fractures, leading to greater fluid pressure and
fracture opening at injection spots in side fractures than that of middle fracture.

5.3.2 Closely spaced hydraulic Fracturing from two horizontal well-
bores

In order to investigate various completion designs with several fracturing stages from
two adjacent horizontal wellbores, a 2-D computational FE domain has been developed.
A comprehensive study has been presented for closely spaced fractures to enhance the
complexity of the fracture network in the area between two adjacent horizontal wellbores.
A large number of numerical simulations using CPNM have been carried out to investigate
several factors, including the stress isotropy, the in-plane shear stresses, and the leak-off
flow rate. Taking both effect and side effect of stress shadowing into consideration, it can
be concluded from the results obtained that MZF design should be revised in order not
only to achieve much more fracture length and straight fracture paths but also to enhance
more fracture complexity. For the sake of better elaboration of the findings, the results
obtained have been categorized into two sections namely first cycle in MZF design and
second cycle in MZF design.

5.3.2.1 First cycle in MZF design

Concentrated on MZF design, the main contributions of this part was investigating in
detail the effects of the stress shadowing as a function of the FS on the horizontal stress
contrast, direction of maximum local stress, leak-off flow rate, in-plane shear stress, and
pore pressure of the formation.

On one hand, the results suggest that the stress-altered zones, which have an crucial ef-
fect on the second stage on the Well. No. 1, are divided into attraction and repulsion zones.
On the other hand, the area near the Well. No. 1, where the third fracture propagates, is
partitioned into curving and unaltered zones.

The simulation results show that as the third fracture from the offset wellbore prop-
agates into the area between pre-existing fractures, not only does it considerably alter
the magnitude of shear stresses, but it also causes far more of the reservoir to become
exposed to some alteration in shear stress. Accordingly, this leads to activation of pre-
existing planes of weakness and natural fractures in non-conventional reservoirs such as
shale plays. This point also highlights the advantage of the MZF design in decreasing the
magnitude of shear stresses through stress shadowing effects.

It has been concluded from the results obtained that a new fracture growing into the
altered-stress region has the capability to alter the local stresses and change the low-stress
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contrast region. In addition, the numerical results have revealed that the horizontal stress
contrast significantly decreases in the area near the fracture tip when the fracture spacing
is reduced, while overall horizontal stress contrast between fractures is considerably lower
for the cases with larger fracture spacing. It has been also shown that the leak-off flow rate
increases substantially as the hydraulic fracturing process in the MZF design proceeds to
its later stages.

5.3.2.2 Second cycle in MZF design

This study has been conducted to contribute to the existing body of knowledge, in par-
ticular with regard to the simulation of stress shadowing effects in the various fracturing
designs in adjacent lateral wells including Sim-HF, Seq-HF, MZF, and M2ZF. By con-
ducting a number of simulation runs, the essential endeavour was made to determine the
minimum FS in MZF to enhance the fracture complexity. From this work, the following
conclusions can be made:

• Based on the achieved results in MZF design, the altered stress area demonstrates
peculiar alteration after creating the third fracture. The FS between the third and
fourth fractures considerably reduces in such a way that the fourth fracture can prop-
agate through the straight path, however, the fifth fracture on the opposite wellbore
deviates towards the previous fracture owing to stress shadowing effects, leading to
increase the risk of opposite wellbores communications. As a result, the FS between
the first and fourth fractures increases nearly to a value more than that of the FS be-
tween the first and second fractures so as to maintain the straight path of the fifth
fracture, resulting in introducing M2ZF design.

• The simulation results showed that both MZF and M2ZF designs attain greater value
of the fracture length compared with Seq-HF and Sim-HF designs.

• Tt has been concluded that the operation time between consecutive stages in MZF
design plays a crucial role in the production performance of the wellbores.

• The numerical results have revealed that the Sim-HF design has the higher capability
to increase the value of shear stress of the formation as a result of enhancing the
stress interference between the fractures. In addition, simultaneous fractures notably
reduce the horizontal-stress contrast due to the higher induced stress shadowing.

5.4 Recommendations for future research

The work presented in the present dissertation opens new opportunities for further
research. As a direct result of this study the following suggestions can be made:
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• As indicated in Section 4.2, the large volumes of tight sand and shale reservoirs are
naturally fractured, such as Barnett shale (DAHI TALEGHANI et al., 2013; GALE
et al., 2007). In those reservoirs, the interaction of hydraulic fractures with NFs
can result in branching and offset at the natural fractures and, as a result, lead to
the complex fracture network. The creation of the hydraulic fracture network and
interaction between induced fractures and pre-existing NFs are involved with many
technical challenges. In recent years, considerable progress has been made in the
development of complex fracture models to deal with the demands for more effec-
tive design tools for the unconventional reservoirs compared with the conventional
planar fracture models. Nevertheless, some aspects of complex fracture network are
still not entirely understood with respect to their effect on the fracture geometry, or
the complexity of simulating them is still beyond the current simulation capabilities.
Hence, these models will carry on to evolve in the next years.

In this perspective, the interaction between HFs and NFs plays a critical role in
creating fracture complexity during HF job in the naturally fractured reservoirs.
Apart from recent numerical techniques including DDM (ZENG and YAO, 2016;
ZHANG and JEFFREY, 2014), DEM (DAMJANAC et al., 2010; ZOU et al.,
2016), FEM (GONZALEZ-CHAVEZ et al., 2015; HADDAD et al., 2016), the
XFEM (DAHI-TALEGHANI et al., 2011; KHOEI et al., 2015) has been employed
to study the interactions of the HFs and NFs. Nonetheless, in the Ref. (KHOEI
et al., 2015), the cross/arrest behavior between the HF and frictional NF was not
taken into account; the fracture propagation behaviour after the two fractures merge
has not been studied. In the work of DAHI-TALEGHANI et al. (2011), just the L-
shaped fracture formed by the intersection between a HF and a cemented NF was
investigated; no frictional slip along NF and no T-shaped fracture were taken into
account. Indeed, both the frictional and cemented NFs exist in shale simultane-
ously. Owing to the different mechanical properties of the NF, the processes of the
interactions between the HFs and the two types of NFs are significantly different.
Possible scenarios of HF interaction with NF, which can result in fracture branch-
ing and complexity, have been discussed by WENG (2015). Accordingly, the future
extension of this dissertation can be a development of the CPNM in order to estab-
lish a HF model considering the frictional and cemented NFs. Furthermore, various
effects of the two types of NFs on the propagation of HFs and complex fracture net-
work generated can be studied. In addition, much more sophisticated approach such
as peridynamics, introduced in Section 2.9.3, can be employed to simulate fracture
turning, kinking or branching.

• Conventional HF simulators, which are commonly based on poro-elasticity, under-
estimate the down-hole pressures observed in field operations. VAN DAM et al.

130



(1997) presented that net-pressures (discrepancy between fracturing pressure and
far-field in-situ stress) are 50 percent to 100 percent higher than the net-pressures
proposed by HF simulators. To remedy the observed high net pressures, PAPANAS-
TASIOU (1999) carried out an elasto-plastic analysis to evaluate the consequence of
inelastic rock characteristic, specially the effect of dilation on the fracture tip behav-
ior. They concluded that higher net pressure is required to propagate an elasto-plastic
fracture than that of an elastic fracture of the same length or the same pumping
time. A poro-elastic model with effective toughness using Abaqus in order to pre-
dict fracture propagation in brittle and ductile rocks was developed by YAO (2012).
The fundamental concept of employing effective toughness was to adapt the poro-
elastic model by aggregating all plastic-deformation effects into the fracture tough-
ness increased ahead of the fracture tip. Nevertheless, the idea of effective fracture
toughness is only able to moderately deal with increased fracture toughness in the
area very close to fracture tip (WANG, 2016b). Thus, it collapses when it comes to
include plastic deformation influences, in particular when is not constrained to the
adjacent area of the fracture tip.

On the other hand, most available studies (GONZALEZ-CHAVEZ et al., 2015; KU-
MAR and GHASSEMI, 2016b; TAHERI-SHAKIB et al., 2016) ignore the fact that
the poorly consolidated/unconsolidated sands and also many shales, such as the Hay-
nesville shales and the Eagle Ford, can undergo plastic deformations. Consequently,
just use of the cohesive zone method, which only takes inelastic behavior ahead of
the fracture tip into account, is not satisfactory to capture overall impacts of plastic
damage within the whole area affected.

By considering aforementioned points, the future works can be regarding the impact
of the plastic behavior of formation on the fracturing fluid pressure and other in-
volving parameters. To this end, the results obtained can be compared with existing
elastic models and effective fracture toughness method (YAO, 2012). In addition,
Mohr-Coulomb and extended Drucker-Prager plasticity models (ANANDARAJAH,
2011; LEWIS and SCHREFLER, 1998) shall be exploited into the model. In this
way, it is desired to seek for the circumstances, such as a specific range of in-situ
stress contrast, which control the effect of formation plasticity.

• The other extension of the present work is developing a 3-D FE model, which takes
into account the propagation of the multiple fractures from multi-lateral horizontal
wellbores based on the CPNM. To approach more realistic geological conditions, a
multiple-layer model including a target formation and upper and lower formations
are developed and three in-situ stresses are varied as a function of the depth, which
are implemented into the model by virtue of user-defined subroutines. This situation
may have an appreciable effect on the fracture profiles, fracture aperture, void ratio
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distribution, and fracturing fluid pressure, thereby motivating further investigation.

• The CPNM developed in this work for the numerical modelling of hydraulic fracture
propagation by using the FEA package ABAQUS® has the substantial potential to
be employed in other fracture mechanics problems, particularly in modelling of the
fracture propagation in steel pipelines transporting CO2.

The CCS is one of the technologies that has been proposed to reduce emissions of
CO2 to the atmosphere from fossil fuel power stations. To achieve this scenario,
CO2 must be transported from the points of capture to the storage sites. A large
fraction of the captured CO2 is likely to be transported in pipeline networks. The
CO2 pipelines shall be more susceptible to long running-ductile fractures than e.g.
natural-gas pipelines (MAHGEREFTEH et al., 2012). Accordingly, fracture prop-
agation control plays a crucial role that demands careful consideration in the design
and operation of CO2 pipelines. A coupled fluid-structure model for the prediction
of running-ductile fracture in CO2-transport pipelines has been presented by AUR-
SAND et al. (2013, 2016). The coupled fluid-structure problem was modelled using
the structure models of implemented in the LS-DYNA code (HALLQUIST et al.,
2007), and the thermo and fluid dynamics models implemented in an in-house code.

As a further extension of the present numerical technique employed in this disser-
tation, a fracture-fluid-pipe model can be developed in the ABAQUS® software to
simulate scenarios of pipeline failure involving fracture propagation. To this end,
the CPNM is employed to model dynamic fracture propagation in the pipeline steel,
in which the dynamic SIF and crack velocity are determined ahead of the crack tip
at each step of the crack growth. The suggested model couples the fluid dynamics
of the escaping fluid from the pipe and the fracture mechanics of the deforming pipe
subjected to internal and back-fill pressures.
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ALLIX, O., LADEVÈZE, P., 1992, “Interlaminar interface modelling for the prediction
of delamination”, Composite structures, v. 22, n. 4, pp. 235–242.

ANANDARAJAH, A., 2011, Computational methods in elasticity and plasticity: solids
and porous media. Springer Science & Business Media.

ANDERSON, T., ANDERSON, T., 2005, Fracture mechanics: fundamentals and appli-
cations. CRC press.

AREIAS, P., BELYTSCHKO, T., 2005, “Analysis of three-dimensional crack initiation
and propagation using the extended finite element method”, International Jour-
nal for Numerical Methods in Engineering, v. 63, n. 5, pp. 760–788.

ATKINSON, B. K., 2015, Fracture mechanics of rock. Elsevier.

ATKINSON, B., 1987, “Introduction to fracture mechanics and its geophysical applica-
tions”, Fracture mechanics of rock, pp. 1–26.

AURSAND, E., AURSAND, P., BERSTAD, T., et al., 2013, “CO 2 pipeline integrity:
A coupled fluid-structure model using a reference equation of state for CO 2”,
Energy Procedia, v. 37, pp. 3113–3122.

133



AURSAND, E., DUMOULIN, S., HAMMER, M., et al., 2016, “Fracture propagation
control in CO 2 pipelines: Validation of a coupled fluid–structure model”, En-
gineering Structures, v. 123, pp. 192–212.

AZADI, H., KHOEI, A., 2011, “Numerical simulation of multiple crack growth in brittle
materials with adaptive remeshing”, International journal for numerical meth-
ods in engineering, v. 85, n. 8, pp. 1017–1048.
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