Estimation of kinetic coefficients in micro-reactors for biodiesel synthesis: Bayesian inference with reduced mass transfer model
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ABSTRACT

High yields in the production of biodiesel at very short residence times can be obtained by means of micro-reactors technology. The theoretical study of the reaction mechanisms involved in biodiesel synthesis in micro-reactors is crucial in achieving adequate design conditions towards maximizing biodiesel production. Such a physico-chemical phenomenon involves complex liquid-liquid flow and mass transfer processes, besides the transesterification reaction, and the determination of the kinetic coefficients is essential in using the mathematical models for the design of the micro-reactors. In this work, a nonlinear coupled mathematical model of first-order ordinary differential equations has been developed, using the Coupled Integral Equations Approach (CIEA) for model reduction, starting from a diffusive-convective-reactive three-dimensional mathematical model that describes the local species concentrations involved in the biodiesel synthesis. The ODEs system is numerically solved using the NDSolve routine of the Mathematica platform. The Markov Chain Monte Carlo method (MCMC) is employed in solving the inverse problem to estimate the kinetic coefficients, using synthetic experimental data with low conversion rates, which maximize the presence of intermediate species and increase the sensitivity of the problem to the desired parameters. The results presented indicate that the CIEA in combination with the MCMC statistical inference yield an efficient and robust combination for the direct-inverse analysis of such reactive mass transfer problems.

© 2018 Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.

1. Introduction

The development of alternative sources of fuel, such as biodiesel, has been progressively motivated by growing concerns about the decline in petroleum reserves, the cost of petroleum, and the increase in environmental problems generated mainly by pollution from fossil fuel combustion (Dennis et al., 2008; Sun et al., 2010; Leung et al., 2010).

Biodiesel is an alternative fuel and has as its main characteristics to be environmentally friendlier than diesel produced from petroleum, biodegradable and non-toxic (Meher et al., 2006; Dennis et al., 2008; Gomez-Castro et al., 2013). It is a renewable energy source that can replace totally or partially the conventional diesel due to its similar properties, but presenting lower emissions of carbon, sulfur, particulate matter, and unburned hydrocarbons (Xie et al., 2013).

Biodiesel is usually produced by the transesterification reaction of a vegetable oil or animal fat with alcohols, such as methanol or ethanol, using basic homogeneous catalysts such as sodium hydroxide (NaOH) and potassium hydroxide (KOH) (Sun et al., 2008, 2010).

It is usually produced on a commercial scale in conventional batch reactors and the transesterification process in these reactors results in
Nomenclature

C  Dimensional concentration [mol/m^3]
D  Diffusion coefficient [m^2/s]
F  Dimensionless concentration
F  Vector of dimensionless concentration
G  Dimensionless reaction kinetics term
H  Micro-reactor height [m]
J  Sensitivity coefficients
L  Micro-reactor length [m]
k  Kinetic coefficients [m^3/(mol.s)]
K  Exponent of kinetic coefficients
M  Total number of measurements
N_p  Total number of parameters
N_s  Total number of species
P  Parameter to be estimated
P  Parameters vector
Q  Volumetric flow rate [m^3/s]
R  Ideal gas constant in the Arrhenius equation [cal/(mol.K)]
\( \tau_N \)  Random variable from a normal distribution
\( \tau_U \)  Random variable from a uniform distribution
T  Temperature [°C or K]
U  Dimensional velocity field [m/s]
Y  Measurements vector
w  Width of the micro-reactor [m]
W  Matrix of measurements covariance
x, y, z  Spatial variables
X, Y, Z  Dimensionless spatial variables

Greek symbols

\( \Delta P \)  Pressure drop [Pa]
\( \sigma \)  Standard deviation
\( \rho \)  Density [kg/m^3]
\( \mu \)  Dynamic viscosity [Pa.s]
\( \varepsilon \)  Perturbation of the parameters in sensitivity analysis
\( \omega \)  Search step

Subscripts and superscripts

A  Alcohol
B  Biodiesel
DG  Diglyceride
i, j, m, ns  Counters
GL  Glycerol
MG  Monoglyceride
s  Species
T  Transposed
TG  Triglyceride
—  Average potential resulting from lumping procedure

high residence times (from one to several hours) and high temperatures (Demirbas, 2008; Wen et al., 2009; Chareonwat and Dennis, 2009). Due to the high residence times, many studies have been developed with the purpose of reducing this reaction time to improve the efficiency of biodiesel production (Pengmei et al., 2010; Falahati and Tremblay, 2012; Rahimi et al., 2014).

More recently, the micro-reactor technology has emerged as a promising and alternative way for a higher efficiency biodiesel production. The micro-reactors are usually characterized by a reaction system based on micro-channels or micro-tubes with internal hydraulic diameters under 1 mm. Due to the higher surface area/volume ratio inherent to this scale, considerable enhancement on the heat and mass transfer can be promoted, even reducing the reaction time scales, and thus becoming an excellent alternative approach for the biodiesel production (Hessel et al., 2005; Kobayashi et al., 2006; Bothe et al., 2008; Kumar et al., 2011; Lee et al., 2011; Xie et al., 2012; Tiwari et al., 2018). On the other hand, the small amount of biodiesel produced by a single micro-reactor could be addressed as one possible disadvantage to this technology. However, this approach in fact offers the possibility of assembling a large number of no disposable micro-devices in parallel to increase the throughput, with a smaller increase of the floor space and energy consumption, compared to the traditional batch reactors (Billo et al., 2015).

Some researchers have experimentally demonstrated the achievement of high conversion rates in short residence times within a micro-reactor for biodiesel synthesis via the transesterification route (Al-Dhubbabin, 2005; Sun et al., 2008; Guan et al., 2009; Sun et al., 2009; Wen et al., 2009; Arias et al., 2010; Rahimi et al., 2014; Naveira-Cotta et al., 2015; Santana et al., 2016). Most of the previous works used methanol as the alcohol (Al-Dhubbabin, 2005; Sun et al., 2008; Guan et al., 2009; Sun et al., 2009; Wen et al., 2009; Rahimi et al., 2014) and only a few works employed ethanol (Arias et al., 2012; Naveira-Cotta et al., 2015; Santana et al., 2016). Both alcohols (methanol and ethanol) are commonly used in the transesterification process (Ma and Hanna, 1999). In this work, the pair methanol-soybean oil was chosen to illustrate the methodology. Nevertheless, in order to optimally design micro-reactors, the conditions for the most efficient biodiesel production in terms of the operating parameters such as residence time, reaction temperature, catalyst type and concentration, as well as the alcohol to oil molar ratio, should be determined via a mathematical model that accurately describes the chemical and physical phenomena involved. In this reaction-convection-diffusion model, the kinetic coefficients are essential parameters to be identified, since they allow to adequately quantify the chemical reaction rates, but to a certain extent depend on some operating conditions. Table 1 illustrates some typical values for the kinetic coefficients, for different combinations of alcohol and oil, and both for batch and micro-reactor biodiesel synthesis (Noureiddini and Zhu, 1997; Al-Dhubbabin, 2005; Silva et al., 2008; Richard et al., 2013). The enhanced transport conditions within the micro-reactor may significantly alter the residence times in comparison to those values usually reported for the batch reactor.

The estimation of the kinetic coefficients requires the solution of the associated inverse problem for mass transfer within the micro-scale. Some studies on parameter estimation were carried out using optimization of an objective function (Al-Dhubbabin, 2005; Dennis et al., 2008; Richard et al., 2013; Pontes and Naveira-Cotta, 2016). However, very few works in the literature addressed the estimation of kinetic coefficients involved in the biodiesel transesterification reaction within the micro-reactor framework (Al-Dhubbabin, 2005; Dennis et al., 2008; Richard et al., 2013; Schwarz et al., 2013; Pontes and Naveira-Cotta, 2016; Santana et al., 2016; Santana et al., 2017). In addition, there are several possible combinations in terms of vegetable oil and catalyst that remain untouched in the available literature.

The present work aims to contribute with a methodology to simultaneously estimate all kinetic coefficients involved in a mathematical model for second-order chemical reactions, with nonlinear coupling of the species balance equations, as required to simulate the transesterification reaction. The novelty here presented resides in the use of low conversion rate experiments to enhance the presence of the intermediate species, thus increasing the sensitivity of the problem to the parameters to be simultaneously estimated, combined with the proposition of a reduced lumped-differential model reformulated through the Coupled Integral Equations Approach (CIEA) (Cotta and Mikhailov, 1997), that captures the relevant information on the physical-chemical phenomena. The reduced model markedly decreases the computational cost usually involved in an inverse problem solution, resulting in an interesting and effective approach to carry out the inverse analysis in such class of problems. The inverse problem solution is then car-
Table 1 – Comparison of kinetic coefficients in the macroscale and microscale using ethyl and methyl routes from literature data.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Methyl route macro-scale¹</th>
<th>Methyl route micro-scale²</th>
<th>Ethyl route macro-scale³</th>
<th>Ethyl route micro-scale⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil</td>
<td>Soybean</td>
<td>Soybean</td>
<td>Castor</td>
<td>Sunflower</td>
</tr>
<tr>
<td>Alcohol</td>
<td>Methanol</td>
<td>Methanol</td>
<td>Ethanol</td>
<td>Ethanol</td>
</tr>
<tr>
<td>Catalyst</td>
<td>NaOH/0.2 wt%</td>
<td>NaOH/1 wt%</td>
<td>NaOH/1 wt%</td>
<td>EtONa/1 wt%</td>
</tr>
<tr>
<td>Temperature</td>
<td>50 °C</td>
<td>25 °C</td>
<td>50 °C</td>
<td>65 °C</td>
</tr>
<tr>
<td>Agitation</td>
<td>300 rpm</td>
<td>–</td>
<td>400 rpm</td>
<td>–</td>
</tr>
<tr>
<td>k₁</td>
<td>8.33 × 10⁻⁴ [L²/mol² s]</td>
<td>4.37 × 10⁻³ [L/mol.s]</td>
<td>7.92 × 10⁻³ [L/mol.s]</td>
<td>5.0 × 10⁻² [L²/mol² s]</td>
</tr>
<tr>
<td>k₂</td>
<td>1.83 × 10⁻¹ [L²/mol² s]</td>
<td>9.62 × 10⁻⁴ [L/mol.s]</td>
<td>9.483 × 10⁻⁴ [L/mol.s]</td>
<td>1.0 × 10⁻¹ [L²/mol².s]</td>
</tr>
<tr>
<td>k₃</td>
<td>3.58 × 10⁻¹ [L²/mol² s]</td>
<td>1.88 × 10⁻² [L/mol.s]</td>
<td>2.29 × 10⁻² [L/mol.s]</td>
<td>1.5 × 10⁻¹ [L²/mol² s]</td>
</tr>
<tr>
<td>k₄</td>
<td>2.05 × 10⁻² [L²/mol² s]</td>
<td>1.07 × 10⁻¹ [L/mol.s]</td>
<td>1.92 × 10⁻² [L/mol.s]</td>
<td>7.0 × 10⁻² [L²/mol² s]</td>
</tr>
<tr>
<td>k₅</td>
<td>4.03 × 10⁻³ [L²/mol² s]</td>
<td>2.12 × 10⁻² [L/mol.s]</td>
<td>5.75 × 10⁻⁴ [L/mol.s]</td>
<td>5.0 × 10⁻² [L²/mol² s]</td>
</tr>
<tr>
<td>k₆</td>
<td>1.17 × 10⁻⁴ [L²/mol² s]</td>
<td>9.0 × 10⁻⁴ [L/mol.s]</td>
<td>7.0 × 10⁻⁴ [L/mol.s]</td>
<td>1.5 × 10⁻⁴ [L²/mol² s]</td>
</tr>
</tbody>
</table>


2. Direct problem

Biodiesel is usually obtained through transesterification which is a reversible reaction that occurs in three consecutive steps. In the first step, diglyceride (DG) is obtained from the reaction of alcohol (A) with the triglycerides (TG); in the second step, monoglycerides (MG) are produced from the reaction of alcohol with the diglycerides, and in the last step, glycerol (GL) is obtained from the reaction of alcohol with the monoglycerides. In all three steps of the reaction, fatty acid esters (Biodiesel) are obtained, ethyl ester in case of the use of ethanol and methyl ester if methanol is used as alcohol (Richard et al., 2013; Schwarz et al., 2013). Fig. 1 shows the three consecutive steps of the transesterification reaction, where k₁ through k₆ represent the six kinetic coefficients to be estimated.

The reduced mathematical model described in this work is developed from a nonlinear coupled three-dimensional mathematical model that governs the steady local concentrations of the species involved in the transesterification reaction within a micro-reactor of rectangular cross section. It is assumed that the flow pattern of the two immiscible fluids (vegetable oil and alcohol) is laminar, stratified, and fully developed. Thus, the velocity profile for the triglyceride and alcohol phases in the micro-reactor can be analytically described, respectively, by Pontes et al. (2017):

\[
\mathbf{u}_A(y, z) = \sum_{i=1}^{\infty} 2 \frac{\sin}{w} \int_{0}^{\frac{H-2H_TG}{w}} \left[ \frac{(1 + \frac{\mu_{TG}}{\mu_A}) \sinh \left( \frac{H_TG}{w} \right)}{\sinh \left( \frac{z}{w} \right)} + (1 - \frac{\mu_{TG}}{\mu_A}) \sinh \left( \frac{H_TG - y}{w} \right) \right] + \sinh \left( \frac{\pi y}{w} \right) + \sqrt{\frac{2\Delta P}{\rho_i w^2}} \sinh \left( \frac{2H_TG - \frac{H}{w}}{w} \right) + \sinh \left( \frac{\pi y}{w} \right) \right] + \sinh \left( \frac{\pi y}{w} \right)
\]

\[
\mathbf{u}_M(y, z) = \sum_{i=1}^{\infty} 2 \frac{\sin}{w} \int_{0}^{\frac{H-2H_TG}{w}} \left[ \frac{(1 + \frac{\mu_{TG}}{\mu_A}) \sinh \left( \frac{H_TG}{w} \right)}{\sinh \left( \frac{z}{w} \right)} + (1 - \frac{\mu_{TG}}{\mu_A}) \sinh \left( \frac{H_TG - y}{w} \right) \right] + \sinh \left( \frac{\pi y}{w} \right) + \sqrt{\frac{2\Delta P}{\rho_i w^2}} \sinh \left( \frac{2H_TG - \frac{H}{w}}{w} \right) + \sinh \left( \frac{\pi y}{w} \right) \right] + \sinh \left( \frac{\pi y}{w} \right)
\]

where Q_TC and Q_LA are the volumetric flow rates of triglyceride and alcohol, respectively. The pressure drop can be determined by isolating ΔP in the volumetric flow rate of the triglyceride phase.

Regarding the mathematical model for the mass transfer process, the assumption of constant physical properties has been used in different contributions (Al-Dhubabian, 2005; Pontes et al., 2016; Pontes et al., 2017) based on the findings of (Galante, 2012), who has observed that the use of variable physical properties did not influence the results, with no significant changes in the reactive flow or in the concentration.

Fig 1 – Scheme of the transesterification reaction.
profiles of the components involved in the reaction. In this sense, the present work has implemented a mathematical model for the mass transfer process assuming steady-state isothermal system and constant physical properties. The kinetic equations are obtained assuming second order consecutive elementary and reversible reactions, which were written as source terms in the mass transfer equations for the species concentrations. It is also assumed that the reactive effects occur predominantly in the triglyceride phase. A simplified kinetic equations model was adopted including the main species into the reaction and incorporating the effect of the catalyst into the six kinetic coefficients to be estimated. Thus, the dimensionless convective-reactive-diffusive mass transfer equations for the species concentrations within the micro-reactor become:

\[ \frac{\partial F_s}{\partial t} + \frac{\partial F_s}{\partial x} \bigg|_{x=0} = 0, \quad \text{where} \ s = A, \ TG, \ DG, \ MG, \ GL, \ B \quad \text{for} \quad 0 < X < 1, \ 0 < Y < 1, \ 0 < Z < 1 \quad (3d) \]

\[ \frac{\partial F_s}{\partial Y} \bigg|_{Y=0} = 0, \quad \text{where} \ s = A, \ TG, \ DG, \ MG, \ GL, \ B \quad \text{for} \quad 0 < X < 1, \ 0 < Z < 1 \quad (3e) \]

\[ \frac{\partial F_s}{\partial Z} \bigg|_{Z=0} - \frac{\partial F_s}{\partial Z} \bigg|_{Z=1} = 0, \quad \text{where} \ s = A, \ TG, \ DG, \ MG, \ GL, \ B \quad \text{for} \quad 0 < X < 1, \ 0 < Y < 1 \quad (3f, g) \]

\[ F_A(X, 1, Z) = F_{A0}, \quad \frac{\partial F_s}{\partial Y} \bigg|_{Y=1} = 0, \quad \text{where} \ s = TG, \ DG, \ MG, \ GL, \ B \quad \text{for} \quad 0 < X < 1, \ 0 < Z < 1 \quad (3h, i) \]

in which \( F_s \) represents the dimensionless concentration of the species “s” and \( G_s \) represents the relations of the reactions for species “s” involved in the transesterification process. Table 2 summarizes the expressions for \( G_s \).

The associated dimensionless groups are given by:

\[ F_{TG} = \frac{C_{TG}}{C_{TGO}}, \quad F_A = \frac{C_A}{C_{TGO}}, \quad F_{DG} = \frac{C_{DG}}{C_{TGO}}, \quad F_{MG} = \frac{C_{MG}}{C_{TGO}}, \]

\[ F_B = \frac{C_B}{C_{TGO}}, \quad F_{GL} = \frac{C_{GL}}{C_{TGO}}, \quad F_{A0} = \frac{C_A}{C_{TGO}}, \]

\[ Y = \frac{Y}{H_{TG}}, \quad X = \frac{X}{L}, \quad Z = \frac{Z}{H}, \quad U_{TG}(Y, Z) = u_{TG}(Y, Z); \]

\[ \zeta = L C_{TG}, \quad \xi = L D_{F} \frac{C_{TG}}{T}, \quad \gamma = \frac{H_{TG}^2}{L^2}; \]

\[ \delta = \frac{H_{TG}}{w} \]  

(4a-p)

where \( C \) represents the concentration and \( D \) represents the mass diffusion coefficient of each species.

### Table 2 – Kinetic relationships for the different species in the transesterification reaction (Pontes et al., 2015).

<table>
<thead>
<tr>
<th>Species, s.</th>
<th>( G_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TG</td>
<td>(-k_1 F_{TG} F_A + k_0 F_{TG} F_A)</td>
</tr>
<tr>
<td>A</td>
<td>((-k_1 F_{TG} - k_2 F_{TG} - k_3 F_{TG}) F_A + (k_0 F_{TG} + k_2 F_{TG} + k_3 F_{TG}) F_s)</td>
</tr>
<tr>
<td>DG</td>
<td>((k_1 F_{TG} - k_0 F_{TG}) F_A + (k_3 F_{TG} + k_2 F_{TG}) F_s)</td>
</tr>
<tr>
<td>MG</td>
<td>((k_2 F_{TG} - k_0 F_{TG}) F_A + (k_3 F_{TG} + k_2 F_{TG}) F_s)</td>
</tr>
<tr>
<td>GL</td>
<td>(k_3 F_{TG} F_A - k_0 F_{TG} F_s)</td>
</tr>
<tr>
<td>B</td>
<td>((k_1 F_{TG} + k_2 F_{TG} + k_3 F_{TG}) F_A + (k_3 F_{TG} - k_0 F_{TG} - k_2 F_{TG}) F_s)</td>
</tr>
</tbody>
</table>

The three-dimensional partial differential model in Eq. (3) can be reformulated as a lumped-differential system through the Coupled Integral Equations Approach – CIEA (Aparecida and Cotta, 1989; Cotta and Mikhailov, 1997; Naveira et al., 2009; Sphaier et al., 2017; Kakaç et al., 2018). The purpose of the CIEA is to reduce the original mathematical model by eliminating one or more spatial variables through lumping operations in the corresponding coordinate directions. In this way, a simplified formulation of the original partial differential system is obtained by reducing the number of independent variables on multidimensional situations, by averaging the partial differential equation into one or more spatial variables but retaining information in the integrated direction through the related boundary conditions. Different levels of approximation in such reformulation can be adopted, starting with the analysis of the classical lumped system analysis. However, improved formulations can be obtained by means of Hermite’s approximation formulae for integrals, (Cotta and Mikhailov, 1997; Sphaier et al., 2017).

Following the CIEA approach, firstly the lumping was performed in the transverse direction (Z coordinate), followed by the vertical direction (Y coordinate), considering the integrals that define the dimensionless average concentration and average mass flux of each species. The selected Hermite formulae for each pair of integrals are the approximations \( H_{1,1} \) and \( H_{2,0} \), which correspond to the corrected trapezoidal and trapezoidal integration rules, respectively (Cotta and Mikhailov, 1997; Sphaier et al., 2017).

The dimensionless average concentration in the transverse direction (Z coordinate), is given as:

\[ F_s(X, Y) = \frac{1}{U_{TG}(Y, Z) F_s(X, Y, Z) dZ} \int_0^1 U_{TG}(Y, Z) dZ \]

(5a)

Defining the Z-averaged velocity field as:

\[ U_{TG}(Y) = \frac{1}{U_{TG}(Y, Z) dZ} \int_0^1 U_{TG}(Y, Z) dZ \]

(5b)

Then, employing the corrected trapezoidal rule \( (H_{1,1} \text{ approximation}) \) to approximate the integral in the numerator of Eq. (5a), one finds:

\[ F_s(X, Y) \approx \frac{1}{U_{TG}(Y)} \left( \frac{1}{2} U_{TG}(Y, 0) F_s(X, Y, 0) + U_{TG}(Y, 1) F_s(X, Y, 1) \right) \]

\[ + \frac{1}{12} \left( \frac{\partial U_{TG} F_s}{\partial Z} \bigg|_{Z=0} - \frac{\partial U_{TG} F_s}{\partial Z} \bigg|_{Z=1} \right) \]

(5c)
where \( s = \text{TG, DG, MG, A, B, GL} \)

The dimensionless Z-averaged species mass flux is approximated by the trapezoidal rule (H\(_0\),0 approximation), as shown below:

\[
\begin{align}
\left. \frac{d\Gamma_{\text{TG}}(X, Y, Z)}{dZ} \right|_{Z=0} & = \frac{1}{2} \left( \frac{d\Gamma_{\text{TG}}(X, Y, Z)}{dZ} \right|_{Z=1} + \frac{d\Gamma_{\text{TG}}(X, Y, Z)}{dZ} \right|_{Z=0} \\
\left. \frac{d\Gamma_{\text{TG}}(X, Y, Z)}{dZ} \right|_{Z=0} & \approx [\Gamma_{\text{TG}}(Y, 1)\Gamma_{\text{TG}}(X, Y, 0) - \Gamma_{\text{TG}}(Y, 0)\Gamma_{\text{TG}}(X, Y, 0)] \\
& \approx \frac{1}{2} \left( \frac{d\Gamma_{\text{TG}}(X, Y, 1)}{dZ} + \frac{d\Gamma_{\text{TG}}(X, Y, 0)}{dZ} \right)
\end{align}
\]

(6)

where \( s = \text{TG, DG, MG, A, B, GL} \)

Eq. (3) are then reformulated by taking the average in the transverse direction, operating it with \( \frac{d}{d\text{TG}} \). Also, considering the fairly high values for the Péclet number typical of this application, as analyzed by Pontes et al. (2017), the longitudinal diffusion terms are neglected, and thus the following partially lumped system is reached:

\[
\begin{align}
\Gamma_{\text{TG}}(Y) \frac{d\bar{\Gamma}_{\text{TG}}(X, Y)}{dX} & = \left[ \frac{\partial A^*(Y)}{\partial Y^2} \right] \bar{\Gamma}_{\text{TG}}(X, Y) + B^*(Y)\bar{\Gamma}_{\text{TG}}(X, Y) \\
\left. \frac{d\bar{\Gamma}_{\text{TG}}(X, Y)}{dZ} \right|_{Z=0} & = 0, \text{ where } s = \text{A, DG, MG, GL, B for } 0 < Y < 1, 0 < Y < 1
\end{align}
\]

(7a)

\[
\begin{align}
\bar{\Gamma}_{\text{TG}}(0, Y) = 1, \quad \bar{\Gamma}_{\text{TG}}(0, Y) = 0, \text{ where } s = \text{A, DG, MG, GL, B for } 0 < Y < 1
\end{align}
\]

(7b, c)

\[
\begin{align}
\left. \frac{d\bar{\Gamma}_{\text{TG}}(X, Y)}{dX} \right|_{X=1} & = 0, \text{ where } s = \text{A, TG, DG, MG, GL, B for } 0 < Y < 1
\end{align}
\]

(7d)

\[
\begin{align}
\left. \frac{d\bar{\Gamma}_{\text{TG}}(X, Y)}{dY} \right|_{Y=0} & = 0, \text{ where } s = \text{A, TG, DG, MG, GL, B for } 0 < X < 1
\end{align}
\]

(7e)

\[
\begin{align}
\bar{\Gamma}_{\text{TG}}(X, 1) = \bar{\Gamma}_{\text{AO}}; \quad \left. \frac{d\bar{\Gamma}_{\text{TG}}(X, Y)}{dY} \right|_{Y=1} & = 0,
\end{align}
\]

(7f, g)

where,

\[
\begin{align}
A^*(Y) & = 3\Gamma_{\text{TG}}(\frac{1}{\partial \Gamma_{\text{TG}}(X, Y, Z=0)} - \frac{1}{\partial \Gamma_{\text{TG}}(X, Y, Z=1)}) \\
B^*(Y) & = 18\Gamma_{\text{TG}}(\frac{1}{\partial \Gamma_{\text{TG}}(X, Y, Z=0)}^2 - \frac{1}{\partial \Gamma_{\text{TG}}(X, Y, Z=1)}^2)
\end{align}
\]

(8a)

(8b)

Eq. (7) are now reformulated by taking the average in the vertical direction (Y coordinate), employing the same approximations H\(_{1,1}\) and H\(_{2,0}\), for the average concentrations and fluxes, respectively, similarly to the lumping procedure for the transverse direction (Z coordinate), and after some manipulation the following lumped-differential system is obtained:

\[
\begin{align}
\left. \frac{d^{2}\Gamma_{\text{TG}}(X, Y)}{dX^2} \right|_{X=1} & = 0, \text{ where } s = \text{TG, DG, MG, GL, B for } 0 < X < 1
\end{align}
\]

(9a)

where \( \bar{\Gamma}_{\text{TG}} \) and \( \bar{\Gamma}_{\text{TG}}(X, Y) \) differ from the equations for the other species, Eq. (9a), after application of the Hermite approximations in the Y direction, due to the presence of a prescribed potential boundary condition at \( Y = 1 \) \( (\bar{\Gamma}_{\text{TG}}(X, 1) = \bar{\Gamma}_{\text{AO}}) \) instead of the no-flux boundary conditions for the other species \( \left. \frac{d\bar{\Gamma}_{\text{TG}}}{dY} \right|_{Y=1} = 0 \), with \( s = \text{DG, MG, GL, B} \). Table 3 summarizes the final averaged expressions for the non-linear source terms \( G_s \), where,

\[
\begin{align}
M & = \frac{-3\Gamma_{\text{TG}}(B(1)(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=0})^2 + 6B(0)\Gamma_{\text{TG}}(1)(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=1} + 2\Gamma_{\text{TG}}(1))}{(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=0}} \\
N & = \frac{+B(1)(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=0}^2 (\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=1} + 2\Gamma_{\text{TG}}(1))}{2(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=0}} \\
O & = \frac{18\Gamma_{\text{TG}}(B(1)(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=0})^2 + B(0)(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=1} - 2\Gamma_{\text{TG}}(1))^2}{(\frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial Y})|_{Y=0}}
\end{align}
\]

(11)

(12)

(13)

3. Inverse problem

3.1. Sensitivity analysis

Before addressing the estimation of the unknown parameters, the behavior of the determinant of the information matrix \( J^T J \) is analyzed, in order to inspect the influence of the parameters to be estimated in the solution of the inverse problem (Özisk and Orlande, 2000; Orlande et al., 2011).

The sensitivity matrix \( J \) is defined as:

\[
J(\mathbf{P}) = \left[ \frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial \mathbf{P}} \right]^T
\]

(14)

where the elements are

\[
J_{ij} = \frac{\partial \bar{\Gamma}_{\text{TG}}}{\partial P_i}
\]

(15)

The sensitivity coefficient \( J_{ij} \), as defined in Eq. (15), is a measure of the sensitivity of the estimated species concentration \( \bar{\Gamma}_{\text{TG}} \) with respect to changes in the parameter \( P_i \). The subscript
Table 3 – Reformulated kinetic relationships for the different species in the transesterification reaction.

<table>
<thead>
<tr>
<th>Species, s</th>
<th>( \overline{P}_{ij} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TG</td>
<td>(-k_1(M_{TG}F_A + N_{TG}) + k_5O_{TG}F_B )</td>
</tr>
<tr>
<td>A</td>
<td>((-k_1F_A - k_3F_{DG})M_{FA} + (-k_1F_A - k_3F_{DG} - k_5F_{AG})N + (k_3F_{DG} + k_4F_{AG})O_B )</td>
</tr>
<tr>
<td>DG</td>
<td>((k_1F_A - k_3F_{DG})M_{FA} + (k_4F_{AG} - k_5F_{AG})N + (-k_3F_{DG} + k_5F_{AG})O_B )</td>
</tr>
<tr>
<td>MG</td>
<td>((k_1F_A - k_3F_{DG})M_{FA} + (k_3F_{DG} - k_5F_{AG})N + (-k_3F_{DG} + k_5F_{AG})O_B )</td>
</tr>
<tr>
<td>GL</td>
<td>(k_1M_{AG}F_A + k_5O_{AG}F_B )</td>
</tr>
<tr>
<td>B</td>
<td>((-k_1F_A + k_5F_{AG})M_{FA} + (k_5F_{AG} - k_5F_{AG})N + (-k_3F_{DG} - k_5F_{AG})O_B )</td>
</tr>
</tbody>
</table>

where \( \epsilon \) is the disturbance on the parameter and \( N_P \) is the total number of parameters.

The parameters to be estimated in vector \( P = [\xi_1, \xi_2, \xi_3, \xi_4, \xi_5, \xi_6] \), correspond in fact to exponents, since the original kinetic coefficients can be expressed in the form given by:

\[ k_j = 10^{\overline{P}_j} \quad \text{for } j = 1, 2, ..., 6 \]  \hspace{1cm} (18)

The explanation for this choice resides in the sensitivity analysis of the problem, which showed a more adequate sensitivity for the exponent coefficients in the base 10, than for the original kinetic coefficients themselves.

3.2. Markov Chain Monte Carlo Method (MCMC)

The solution of the inverse problem here addressed was obtained within the Bayesian inference framework making use of the Markov Chain Monte Carlo method. In essence, the Bayesian statistics approach permits the use of all available information to reduce the uncertainty in the inference or decision-making problem.

A Bayesian estimator is basically concerned with the analysis of the posterior probability density, which is the conditional probability of the parameters given the measurements, while the likelihood is the conditional probability of the measurements given the parameters. If we assume the parameters and the measurement errors to be independent Gaussian random variables, with known means and covariance matrices, and that the measurement errors are additive, a closed form expression can be derived for the posterior probability density. In this case, the estimator that maximizes the posterior probability density can be recast in the form of a minimization problem involving the maximum a posteriori objective function. On the other hand, if different prior probability densities are assumed for the parameters, the posterior probability distribution may not allow for an analytical treatment. In this case, the Markov Chain Monte Carlo (MCMC) method can be used to draw samples of all possible parameters, so that inference on the posterior probability becomes inference on the samples.

In the Bayesian framework, the mechanism for combining the information provided by the measurements with any prior available information on the unknown parameters, is through the well-known Bayes’ formula (Gamerman and Lopes, 2006; Liang et al., 2010):

\[ \pi_{\text{posterior}}(P) = \pi(P|Y) = \frac{\pi_{\text{prior}}(P)\pi(Y|P)}{\pi(Y)} \]  \hspace{1cm} (19)

where \( \pi_{\text{posterior}}(P) \) is the posterior probability density, \( \pi_{\text{prior}}(P) \) is the prior probability density for the parameters, \( \pi(Y) \) is the
likelihood function, and \( \pi(Y) \) is the probability density of the measurements, which represents a normalization constant.

Assuming that the measurement errors are additive, uncorrelated, with Gaussian distribution, mean zero, and known covariance matrix, the likelihood function is given by:

\[
\pi(Y|P) = (2\pi)^{-\frac{1}{2}} |W|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} (Y - \mathbf{F}_s(P))^T W^{-1} (Y - \mathbf{F}_s(P)) \right)
\]

(20)

where \( \mathbf{F}_s(P) \) is the solution of the direct problem given by Eq. (9), obtained with a sample of the parameters vector, \( P \).

The Markov Chain Monte Carlo method (MCMC) is used to estimate the posterior probability density, which is constructed using sampling and rejection techniques. In order to implement the Markov chain, a density \( q(P', P^{(t-1)}) \) is required, which gives the probability of changing from the current chain state, \( P^{(t-1)} \), to the new state, \( P' \). One of the most used algorithms for implementing the Monte Carlo method with Markov chains is that of Metropolis-Hasting, which follows the following steps (Kaipo and Somersalo, 2004):

1. Select a candidate \( P' \) from the distribution \( q(P', P^{(t-1)}) \), where the proposal of a candidate in the Markov chain is based on the random walk model with Gaussian distribution, in the following form:

\[
P^* = P^{(t-1)} + \sigma \mathbf{r}_N
\]

(21)

where \( \mathbf{r}_N \) is the random variable generated from a normal distribution with zero mean and unit standard deviation and \( \sigma \) is the search step;

2. Calculate the probability of acceptance \( \alpha \) of the candidate value in the form:

\[
\alpha = \min \left( 1, \frac{\pi(P^*|Y)q(P^{(t-1)}|P^*)}{\pi(P^{(t-1)}|Y)q(P^*|P^{(t-1)})} \right)
\]

(22)

3. A random number \( r_2 \) is generated from a uniform distribution, that is, \( r_2 \sim U(0,1) \);

4. If \( r_2 \leq \alpha \), the new \( P^* = P' \) value is accepted. Otherwise \( P^* = P^{(t-1)} \);

5. Return to step 1

4. Results and discussion

4.1. Direct solution analysis

In order to evaluate the reduced model, reformulated as a first order ordinary differential equations system, the evolution of triglycerides conversion was obtained for different residence times and at different reaction temperatures, using data obtained in the literature (Al-Dhubabian, 2005; Noureddini and Zhu, 1997) and summarized in Table 4.

The results obtained through the reduced model proposed in this work were verified controlling the error of the numerical solution with 8 significant digits and comparing the reformulated model via CIEA with the 3D model for square micro-reactors, with cross-sections of 400 × 400 μm, and length L of 2.33 cm.

Fig. 2(a–d) show the behavior of the triglyceride conversion for different residence times for the 400 × 400 μm square cross-section micro-reactor at different temperatures, 25 °C, 35 °C, 45 °C, and 60 °C. In all sets of figures, the dashed lines represent the results achieved by the reduced model of Eq. (9), handled by the Mathematica’s NDSolve routine (Wolfram, 2017), while the points represent results available in the literature (Pontes et al., 2017), from the solution of the three-dimensional problem, Eq. (3), through the Generalized Integral Transformation Technique, GITT (Cotta, 1990; Cotta, 1993; Cotta and Mikhalski, 1997). Through Fig. 2 it can be observed the good agreement of the reduced model with the more complete 3D model. The verification of the reduced model opens up the possibility of using it in the estimation procedure of the kinetic coefficients, resulting in a tremendous reduction of the computational effort related to the inverse problem analysis.

4.2. Sensitivity analysis

The sensitivity analysis of the parameters was performed using the biodiesel synthesis from soybean oil and methanol at a molar ratio methanol/oil of 7.2/1 in a micro-channel of square section, for illustration the sensitivity analysis of a reactor of 400 × 400 μm is here presented. Table 5 shows the physical parameters used in the simulation of the species concentration fields.

As discussed in the previous section, it is desirable to have linearly independent sensitivity coefficients of large magnitudes, so that an accurate estimation of the parameters can be achieved. The parameters to be determined in this work are the kinetic coefficients, however, it has been observed that
working with an exponent algebraic representation (base 10) of these constants, Eq. (18), reduces the search region for the exponents \( \hat{\alpha} \) and increases the possibility of identifying combinations of parameters that lead to better results. Thus, an analysis of the magnitude of the matrix determinant \( |J^T| \) was performed to decide whether it would be more appropriate to estimate the kinetic coefficients directly or the respective exponents in the base 10 representation. Thus, the magnitude of \( |J^T| \) was calculated for both the kinetic coefficients and the respective exponents using the parameters described in Table 5 and considering the information on the concentrations of each species (TG, DG, MG, B, GL and A). Table 6 shows the exact values considered for the kinetic coefficients and their respective exponents.

The magnitude of \( |J^T| \) for the original kinetic coefficients was computed as \( 1.549 \times 10^{-3} \), while the magnitude of \( |J^T| \) for the exponents of these constants was \( 5.555 \times 10^{-7} \), that is, the magnitude of \( |J^T| \) of the exponents of the kinetic coefficients was \( 3.587 \times 10^{12} \) times greater than the magnitude of the \( |J^T| \) for the original kinetic coefficients. Therefore, it was concluded that it would be computationally more appropriate to estimate the exponents of the kinetic coefficients, \( \hat{\alpha} \), and afterwards determine the final values of the kinetic coefficients through Eq. (18). Thus, a sensitivity analysis using the reduced sensitivity coefficients was performed using the exponents of the kinetic coefficients as parameters to be estimated, using the parameters described in Tables 5 and 6. In Fig. 3(a–f) are shown the six reduced sensitivity coefficients for each species involved in the transesterification reaction (TG, A, DG, MG, B, GL) as a function of the residence time and at position \( X = 1 \), which corresponds to the outlet of the microreactor, where the average concentrations of the species are in fact experimentally obtained and using the parameter perturbation value, \( \varepsilon \), equal to \( 10^{-5} \). With respect to the triglyceride (TG) species, shown in Fig. 3(a), it is observed that the parameters \( F_1, F_2 \), and \( F_3 \) are linearly independent while the other parameters are linearly dependent. For the diglyceride (DG) species, presented in Fig. 3c, \( F_1 \) and \( F_2 \) are linearly independent, while \( F_3 \) and \( F_4 \) are linearly dependent to each other, as well as \( F_3 \) and \( F_4 \). Fig. 3d shows the sensitivity of the parameters in relation to the monoglyceride (MG) species, where it is noted that \( F_3 \) and \( F_4 \) are linearly independent and the other parameters are linearly dependent. For the glycerol (GL) species, shown in Fig. 3e, it is observed that only the parameter \( F_1 \) is linearly independent while the other parameters are linearly dependent. Fig. 3f illustrates the sensitivity of the

---

### Table 5 – Values of the physical parameters used in the direct problem (Al-Dhubabian, 2005).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_T ) [Pa s]</td>
<td>( 5.825 \times 10^{-2} )</td>
<td>( l ) [m]</td>
<td>( 2.33 \times 10^{-2} )</td>
</tr>
<tr>
<td>( \mu_a ) [Pa s]</td>
<td>( 5.47 \times 10^{-4} )</td>
<td>( \rho_T ) [kg/m³]</td>
<td>( 885 )</td>
</tr>
<tr>
<td>( D_a ) [m²/s]</td>
<td>( 1.182 \times 10^{-10} )</td>
<td>( \rho_a ) [kg/m³]</td>
<td>( 792 )</td>
</tr>
<tr>
<td>( Q_{tr}/Q_a )</td>
<td>( 3.4 )</td>
<td>( W ) [m]</td>
<td>( 400 \times 10^{-6} )</td>
</tr>
<tr>
<td>( C_{TG} ) [mol/m³]</td>
<td>( 1014 )</td>
<td>( T ) [°C]</td>
<td>( 25 )</td>
</tr>
<tr>
<td>( F_0 )</td>
<td>( 4.4 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 6 – Adopted values for the kinetic coefficients and their respective exponents in the sensitivity analysis (Al-Dhubabian, 2005).

<table>
<thead>
<tr>
<th>Original kinetic coefficients [mol/s]</th>
<th>Exponents of the kinetic coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_2 ) = ( 9.468 \times 10^{-6} )</td>
<td>( \hat{\alpha}_1 = -5.36 )</td>
</tr>
<tr>
<td>( k_2 ) = ( 9.623 \times 10^{-6} )</td>
<td>( \hat{\alpha}_2 = -5.02 )</td>
</tr>
<tr>
<td>( k_3 ) = ( 8.80 \times 10^{-5} )</td>
<td>( \hat{\alpha}_3 = -4.73 )</td>
</tr>
<tr>
<td>( k_4 ) = ( 1.074 \times 10^{-4} )</td>
<td>( \hat{\alpha}_4 = -3.97 )</td>
</tr>
<tr>
<td>( k_5 ) = ( 2.117 \times 10^{-5} )</td>
<td>( \hat{\alpha}_5 = -4.67 )</td>
</tr>
<tr>
<td>( k_6 ) = ( 9.000 \times 10^{-7} )</td>
<td>( \hat{\alpha}_6 = -6.05 )</td>
</tr>
</tbody>
</table>
parameters in relation to the biodiesel (B) species and it can be noticed that the parameters $k_1$ and $k_2$ are linearly independent and the others are linearly dependent. In relation to the alcohol (A) species, Fig. 3(b), it can be seen that some parameters are linearly independent while others are linearly dependent.

In view of this sensitivity analysis, it can be concluded that the magnitudes of the reduced sensitivity coefficients are higher at smaller values of residence time (up to 4 min in the majority of the analyzed cases) and, in addition, linear independence can only be warranted at these short times, when the estimation can be deemed more reliable. For longer times the parameters are linearly dependent.

Following the sensitivity analysis, the magnitude of the determinant of the matrix $|J^T J|$ is examined in order to decide on the set of species concentration measurements to be used in the estimation procedure. Five different cases are considered: in the first case, it is assumed that only measurements of species B would be available for the estimation procedure; in the second case it is considered that measurements of two species, B and TG, would be used; the third case considers that measurements of four species, B, TG, DG and MG, would be available; in the fourth case, measurements of five species, B, TG, DG, MG and GL, would be taken in account, and finally, in the fifth case, all six species concentrations (B, A, TG, DG, MG and GL) would be measured for the estimation procedure. Table 7 summarizes the cases for each set of measurements and the corresponding magnitude of the determinant $|J^T J|$. It can be seen that the magnitude of $|J^T J|$ increases as additional species and the corresponding concentration measurements are added into the analysis, reaching the maximum magnitude in cases 4 and 5, while the difference of magnitudes between these two last cases is negligible. Thus, the importance of including the measurements of species B, TG, DG,

**Table 7** - Cases and results for each set of species concentration measurements used in the analysis of the $|J^T J|$ determinant.

| Cases  | Species                  | Determinant $|J^T J|$ |
|--------|--------------------------|----------------------|
| Case1  | B                        | $1.145 \times 10^{-2}$ |
| Case2  | B and TG                 | 707.78                |
| Case3  | B, TG, DG and MG         | $1.327 \times 10^5$   |
| Case4  | B, TG, DG, MG and GL     | $2.785 \times 10^2$   |
| Case5  | B, A, TG, DG, MG and GL  | $2.814 \times 10^2$   |
were simulated (GL) present of constant species where the 3D (2017) = Table 19.0 17.5 16.0 13.5 12.0 10.0 8.0 4.0 3.0 1.0

4.3. Parameters estimation

The solution of the inverse problem is now demonstrated using synthetic concentration measurements of the species TG, DG, MG and B (case 3 of Table 7) obtained from the solution of the three-dimensional model, Eq. (3), via the Generalized Integral Transformation Technique (GITT), as in Pontes et al. (2017), avoiding in this way the so called inverse crime in the present inverse problem analysis. Synthetic measurements were generated by adding Gaussian errors with zero mean and constant standard deviation in the species concentration, in the form:

\[ Y_s = F_s,\text{exact} + \sigma_s,\text{measure} \cdot \mathbf{N} \]  

(23)

where \( Y_s \) are the synthetic concentration measurements that contain the random errors, \( F_s,\text{exact} \) are the exact values of the species concentrations calculated from the solution of the 3D mathematical model, \( \sigma_s,\text{measure} \) is the standard deviation of the measurement errors, and \( \mathbf{N} \) is the random variable with normal distribution, mean zero and unit standard deviation.

For illustration of the proposed methodology, the synthetic experimental measurements were obtained from twenty values of residence time and, consequently, twenty different volumetric flow rates for the triglyceride species.

It was considered a typical value of the experimental standard deviation, to be used in the generation of the synthetic simulated measurements, of 5% of the maximum value of the concentration measurements for each species. Table 8 shows the standard deviation for each of the species here considered.

In Table 9 are presented the values of the simulated experimental concentration measurements for each species and Fig. 4(a–d) shows the exact dimensionless concentrations obtained via the 3D model (Pontes et al., 2017) for each species, and the synthetic measurements with their respective standard deviations.

To initialize the Markov chain, different starting values for the Markov Chain were tested and all of them have converged statistically to the same mean, even within a few states, as presented in Fig. 5(a–f). Fig. 5 (a–f) presents in red the exact value for each of the six parameters estimated, and the evolution of three posterior Markov Chain departing from three different starting values, namely, 10% above the exact value (black curve), 10% below the exact value (blue curve) and 5% above the exact value (green curve).

Table 10 presents the employed starting values for one of the worst case here tested, namely equal to 10% less than the exact value of the parameters, and the comparison to the exact values.

The priori probability distribution used for the parameters to be estimated (exponents representation of kinetic coefficients) is a uniform distribution with upper and lower limits 10% above and 10% below the original kinetic coefficient value, respectively. Fig. 6 shows the curves referring to, the exact dimensionless concentrations, the mean of the concentrations of the species obtained through uniform distribution samples with intervals of 10% above and 10% below the original kinetic coefficient value and the 99% confidence interval.

In the convergence analysis of the posterior of the parameters it has been used 100,000 states of the Markov chain. The adopted search step is \( 1.5 \times 10^{-3} \), with an acceptance rate of

<table>
<thead>
<tr>
<th>Table 8 – Dimensionless standard deviation of the species concentrations measurements used in the parameter estimation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Species</td>
</tr>
<tr>
<td>Triglycerides</td>
</tr>
<tr>
<td>Diglycerides</td>
</tr>
<tr>
<td>Monoglycerides</td>
</tr>
<tr>
<td>Biodiesel</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9 – Synthetic measurements of each dimensionless species concentration.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Res. time (min)</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>1.0</td>
</tr>
<tr>
<td>1.5</td>
</tr>
<tr>
<td>3.0</td>
</tr>
<tr>
<td>3.5</td>
</tr>
<tr>
<td>4.0</td>
</tr>
<tr>
<td>4.5</td>
</tr>
<tr>
<td>5.0</td>
</tr>
<tr>
<td>5.5</td>
</tr>
<tr>
<td>6.0</td>
</tr>
<tr>
<td>6.5</td>
</tr>
<tr>
<td>7.0</td>
</tr>
<tr>
<td>7.5</td>
</tr>
<tr>
<td>8.0</td>
</tr>
<tr>
<td>8.5</td>
</tr>
<tr>
<td>9.0</td>
</tr>
<tr>
<td>9.5</td>
</tr>
<tr>
<td>10.0</td>
</tr>
<tr>
<td>10.5</td>
</tr>
<tr>
<td>11.0</td>
</tr>
</tbody>
</table>
Fig. 4 – Simulated experimental measurements of species concentrations (symbol x) and calculated species concentration evolutions, with the exact parameters, generated by the 3D mathematical model (Pontes et al., 2017), solid lines: (a) Triglyceride; (b) Diglyceride; (c) Monoglyceride; and (d) Biodiesel.

Table 10 – Exact and initial values of the parameters and the respective values of the kinetic coefficients.

<table>
<thead>
<tr>
<th>Parameters (Exponents)</th>
<th>Initial Value</th>
<th>Exact Value</th>
<th>Kinetic coefficients</th>
<th>Initial Value [m³/(mol.s)]</th>
<th>Exact Value [m³/(mol.s)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>k₁</td>
<td>−5.89</td>
<td>−5.36</td>
<td>k₁</td>
<td>1.271 × 10⁻⁶</td>
<td>4.368 × 10⁻⁶</td>
</tr>
<tr>
<td>k₂</td>
<td>−5.52</td>
<td>−5.02</td>
<td>k₂</td>
<td>3.031 × 10⁻⁶</td>
<td>9.623 × 10⁻⁶</td>
</tr>
<tr>
<td>k₃</td>
<td>−5.20</td>
<td>−4.73</td>
<td>k₃</td>
<td>6.332 × 10⁻⁶</td>
<td>1.88 × 10⁻⁵</td>
</tr>
<tr>
<td>k₄</td>
<td>−4.36</td>
<td>−3.97</td>
<td>k₄</td>
<td>4.306 × 10⁻⁵</td>
<td>1.074 × 10⁻⁴</td>
</tr>
<tr>
<td>k₅</td>
<td>−5.14</td>
<td>−4.67</td>
<td>k₅</td>
<td>7.216 × 10⁻⁶</td>
<td>2.117 × 10⁻⁵</td>
</tr>
<tr>
<td>k₆</td>
<td>−6.65</td>
<td>−6.05</td>
<td>k₆</td>
<td>2.237 × 10⁻⁷</td>
<td>9.0 × 10⁻⁷</td>
</tr>
</tbody>
</table>

55.39%. Fig. 7 (a–f) show the Markov chains for the respective parameter along the states for the case of the starting condition equal to 10% less than the exact value of the parameters. It is possible to perceive the convergence of all the parameter chains, even for just a few states of the Markov chain, less than 5,000, and converge to the exact values (red line) used in the generation of the simulated experimental data.

Fig. 8 shows the objective function along the states of the Markov chain for the case of considering the starting condition equal to 10% less than the exact value of the parameters, where one may observe the rapid convergence of the objective function to its minimum value within few states. The objective function is given by:

\[
\begin{align*}
    \mathbf{Y} - \bar{F}_i(P) \end{align*}
\]

\[
\begin{align*}
    \mathbf{W}^{-1} \end{align*}
\]

\[
\begin{align*}
    \mathbf{Y} - \bar{F}_i(P) \end{align*}
\]

Based on the analysis of the evolution of the Markov chains, after converging for all parameters and for the objective function, it is assumed that the Markov chains require 5000 heating states. The analyzes of the parameter estimation is performed through means and quantiles of 99% of the samples. Table 11 presents the averages of the estimated parameters, the exact value of the parameters, and the relative error between them.

Table 11 – Averages of the estimated parameters, the exact value of the parameters, and the relative errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Exact</th>
<th>Estimated</th>
<th>Relative error (%)</th>
<th>Quantile (99%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k₁</td>
<td>−5.36</td>
<td>−5.43</td>
<td>1.313</td>
<td>(−5.470; −5.362)</td>
</tr>
<tr>
<td>k₂</td>
<td>−5.02</td>
<td>−5.08</td>
<td>1.312</td>
<td>(−5.155; −4.968)</td>
</tr>
<tr>
<td>k₃</td>
<td>−4.73</td>
<td>−4.69</td>
<td>0.738</td>
<td>(−4.795; −4.493)</td>
</tr>
<tr>
<td>k₄</td>
<td>−3.97</td>
<td>−3.93</td>
<td>0.970</td>
<td>(−4.053; −3.708)</td>
</tr>
<tr>
<td>k₅</td>
<td>−4.67</td>
<td>−4.71</td>
<td>0.890</td>
<td>(−4.752; −4.655)</td>
</tr>
<tr>
<td>k₆</td>
<td>−6.05</td>
<td>−6.08</td>
<td>0.551</td>
<td>(−6.137; −5.987)</td>
</tr>
</tbody>
</table>

It is also noticed that the relative errors of the estimated parameters vary between 0.551% for the parameter k₁ and 1.313% for the parameter k₁ for the case of considering the starting condition equal to 10% less than the exact value of the parameters. Table 12 shows the averages of the kinetic coefficients, obtained by means of the estimated parameters, the exact value of the kinetic coefficients, and the corresponding relative error, again for the same case of considering the starting condition equal to 10% less than the exact value of the parameters.

The estimated concentration evolutions of species TG, DG, MG, B, GL and A at the exit of the micro-channel (X = 1) are shown in Fig. 9(a–f), where it is observed an excellent agreement of the estimated concentrations with
Fig. 5 – Posterior Markov Chains for the six estimated exponents of the six kinetic coefficients, departing from different initial values. The exact value (red curve), 10% above the exact value (black curve), 10% below the exact value (blue curve) and 5% above the exact value (green curve). (a); (b); (c); (d); (e) and (f).

Table 12 – Averages of the kinetic coefficients obtained through the estimated parameters, the exact value of the kinetic coefficients, and the relative errors.

<table>
<thead>
<tr>
<th>Kinetic coefficients</th>
<th>Exact [m$^3$/(mol.s)]</th>
<th>Estimated [m$^3$/(mol.s)]</th>
<th>Relative Error(%)</th>
<th>Quantiles (99%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>$4.368 \times 10^{-6}$</td>
<td>$3.720 \times 10^{-6}$</td>
<td>14.82</td>
<td>$(3.389 \times 10^{-6}, 4.340 \times 10^{-6})$</td>
</tr>
<tr>
<td>$k_2$</td>
<td>$9.623 \times 10^{-6}$</td>
<td>$8.311 \times 10^{-6}$</td>
<td>13.63</td>
<td>$(6.995 \times 10^{-6}, 10.76 \times 10^{-6})$</td>
</tr>
<tr>
<td>$k_3$</td>
<td>$1.88 \times 10^{-5}$</td>
<td>$2.063 \times 10^{-5}$</td>
<td>9.76</td>
<td>$(1.604 \times 10^{-5}, 2.123 \times 10^{-5})$</td>
</tr>
<tr>
<td>$k_4$</td>
<td>$1.074 \times 10^{-4}$</td>
<td>$1.194 \times 10^{-4}$</td>
<td>11.2</td>
<td>$(8.885 \times 10^{-4}, 1.959 \times 10^{-4})$</td>
</tr>
<tr>
<td>$k_5$</td>
<td>$2.117 \times 10^{-5}$</td>
<td>$1.926 \times 10^{-5}$</td>
<td>9.01</td>
<td>$(1.770 \times 10^{-5}, 2.212 \times 10^{-5})$</td>
</tr>
<tr>
<td>$k_6$</td>
<td>$9.0 \times 10^{-7}$</td>
<td>$8.363 \times 10^{-7}$</td>
<td>7.07</td>
<td>$(7.292 \times 10^{-7}, 1.031 \times 10^{-6})$</td>
</tr>
</tbody>
</table>

The simulated experimental measurements generated by the three-dimensional model and with the exact curves of the concentrations reconstructed with the reduced model and the estimated average kinetic coefficients. The credibility interval was calculated by the quantile of the posterior sample.

Fig. 10(a–d) show the residuals for the estimated average concentrations of the four species. Residuals are calculated by the difference between the estimated species concentration obtained from the parameter’s values obtained in the estimation process, and the exact concentrations obtained by the three-dimensional model. It is observed that the residuals have a fairly low magnitude throughout the residence time domain here considered. In addition, through analysis of the residuals, one can conclude that the results are correlated, confirming that the reduced model derived via CIEA is adequate for the proposed estimation of the parameters.

5. Conclusions

The inverse problem considered in this work was the estimation of the kinetic coefficients present in the biodiesel synthesis from soybean oil and methanol in a micro-reactor,
Fig. 6 – Curves referring to, the exact dimensionless concentrations, the mean of the concentrations of the species obtained through uniform distribution.

Fig. 7 – Markov Chain states evolutions for the six parameters: (a) $\bar{k}_1$; (b) $\bar{k}_2$; (c) $\bar{k}_3$; (d) $\bar{k}_4$; (e) $\bar{k}_5$ and (f) $\bar{k}_6$. 
employing measurements of four species, namely, triglyceride, diglyceride, monoglyceride, and biodiesel. The direct problem was handled by a reduced nonlinear model based on the lumped-differential reformulation of the three-dimensional nonlinear coupled mathematical model (Pontes et al., 2015) using the Coupled Integral Equations Approach (CIEA). In the reformulation procedure a $H_{1,1}$ approximation, equivalent to a corrected trapezoidal rule approximation, was used for the definition of the average concentrations, while the $H_{0,0}$ approximation, equivalent to the plain trapezoidal rule, was employed for the mass fluxes. The order of the approximations could be further increased, for instance a $H_{2,2}$ approximation for the concentration or $H_{1,1}$ approximation for the flux, what would lead to additional equations for the boundary concentrations. This is would be feasible, and certainly more accurate than the present approximation and less costly than solving the original PDEs, as shown by Cotta and Mikhailov (1997). However, the aim here was to demonstrate that the improved lumped-differential reformulation could lead to good results, within the same level of mathematical simplification as offered by the classical lumped system analysis. Therefore, the original partial differential equations were reformulated as single ordinary differential equations for the average concentrations, with sufficient precision to allow for a reliable inverse problem analysis. The ODEs system was solved numerically using the NDSolve routine of the Mathematica 10.0 system. The simulated experimental measurements were taken at the microchannel outlet, at $X=1$, and obtained from the hybrid numerical-analytical integral transforms solution of the three-dimensional nonlinear coupled mathematical model described in (Pontes et al., 2017), thus avoiding the so-called inverse crime. The sensitivity analysis first permitted to demonstrate that the estimation of the kinetic coefficients in algebraic exponential form (base 10),

![Convergence of the objective function.](image)

**Fig. 8** - Convergence of the objective function.

![Estimated (solid lined) and exact (dots) species concentration evolutions at micro-reactor outlet, with corresponding confidence interval (99%) curves: (a) Triglyceride, (b) Diglyceride, (c) Monoglyceride and (d) Biodiesel.](image)

**Fig. 9** - Estimated (solid lined) and exact (dots) species concentration evolutions at micro-reactor outlet, with corresponding confidence interval (99%) curves: (a) Triglyceride, (b) Diglyceride, (c) Monoglyceride and (d) Biodiesel.
would lead to higher values of the reduced sensitivity coefficients, thus recommending that the procedure be undertaken for the estimation of the exponents in this alternative representation. It also showed that in principle only one parameter has no linear dependence and, in the analysis of the magnitude of the determinant of the $J^T J$ matrix, it was verified that using the measurements for all the species (A, TG, DG, MG, B and GL), the estimates would be most reliable, thus it would be desirable to employ experiments at lower residence times when full conversion of triglycerides to biodiesel is not yet achieved. However, since during the experimental process of obtaining biodiesel samples it is not convenient to obtain glycerol (GL) and alcohol (A) information, once these species are extracted from the final product of the biodiesel synthesis, the inverse problem analysis was undertaken considering only simulated measurements of the four species (TG, DG, MG and B).

The inverse problem was solved using the Markov Chain Monte Carlo method, using non-informative uniform priors. The results obtained with simulated measurements showed that the MCMC method together with the reduced lumped-differential model was able to provide accurate and stable estimates for the six unknown kinetic coefficients with a non-informative a priori information.
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