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This work is concerned with the numerical solution of the K-BKZ integral constitutive 
equation for two-dimensional time-dependent free surface flows. The numerical method 
proposed herein is a finite difference technique for simulating flows possessing moving 
surfaces that can interact with solid walls. The main characteristics of the methodology 
employed are: the momentum and mass conservation equations are solved by an implicit 
method; the pressure boundary condition on the free surface is implicitly coupled with 
the Poisson equation for obtaining the pressure field from mass conservation; a novel 
scheme for defining the past times t′ is employed; the Finger tensor is calculated by 
the deformation fields method and is advanced in time by a second-order Runge–Kutta 
method. This new technique is verified by solving shear and uniaxial elongational flows. 
Furthermore, an analytic solution for fully developed channel flow is obtained that is 
employed in the verification and assessment of convergence with mesh refinement of 
the numerical solution. For free surface flows, the assessment of convergence with mesh 
refinement relies on a jet impinging on a rigid surface and a comparison of the simulation 
of a extrudate swell problem studied by Mitsoulis (2010) [44] was performed. Finally, the 
new code is used to investigate in detail the jet buckling phenomenon of K-BKZ fluids.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Viscoelastic free surface flows are important in many industrial processes as for example in injection molding and pro-
file extrusion. These problems are challenging as the flow may possess several moving free surfaces and although many 
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researchers have been working on the development of numerical methods for simulating viscoelastic free surface flows, the 
accurate application of the free surface stress conditions is a problem that has not yet been fully resolved. Most of the 
works and methods to deal with free surface flows of viscoelastic fluids concern constitutive equations of the differential 
type such as the models known as UCM [1–3], Oldroyd-B [4–7], Phan–Thien–Tanner [8–10], FENE-CR (also FENE-P) [11], 
eXtended Pom–Pom [12,13], among others. Notwithstanding, the advances in computational resources have motivated re-
searchers to consider more sophisticated rheological models that employ integral equations instead of partial differential 
equations. One reason is that integral constitutive models are known to provide a good fitting to the rheology of polymer 
melts, as for example high density polyethylene (HDPE) [14,15] and low density polyethylene (LDPE) [16], that are usually 
employed by many industries. Among the most successful integral models stands the K-BKZ equation [17,18] which has also 
been employed by many researchers that have developed numerical methods for this class of fluids (e.g. [19,20]). However, 
most of the problems investigated with integral models involve confined flows as for example entry flows [21,22] and flows 
through abrupt contractions [16,23–25].

The K-BKZ model was originally developed using ideas of rubber elasticity theory in a general framework accounting for 
the strain free energy associated with the elastic strain imposed on the material [17,18]. In its original form, this model 
consists of a class of constitutive equations because it admits a large variety of functions for the free energy and it considers 
a viscoelastic liquid as a relaxing rubber in which both the elastic energy and stress are allowed to relax. One of the methods 
to arrive at a specific K-BKZ model is to fit it to single or double step strain data. The response of the model is often poor if 
the two sudden strains are of opposite sign [26] and this is observed not only in shear, as documented in [26], but also in 
extension as well shown by Rasmussen and co-workers [27,28]. These authors measured stress relaxation of some polymer 
melts in well-controlled extensional flow experiments, including reversed flow due to imposition of normal strain rate steps, 
and showed that multimode versions of models akin to the K-BKZ constitutive equation, such as the Doi–Edwards with or 
without interchain alignment, could not capture adequately the observed stress evolution of the melt, especially when a 
uniaxial extensional flow was followed by a biaxial extensional flow. In the absence of such severe strains, which is often 
the case, the performance of the model is significantly better and its parameters can still be determined using data from 
measurements of the viscosity and first normal stress difference in steady shear flow, in addition to the basic shear stress 
growth and shear stress relaxation experiments. If more than one mode is needed to fit the relaxation spectrum, data from 
small amplitude oscillatory shear provides the coefficients of the memory function.

For some polymer melts, such as LDPE, polydimethylsiloxane or polystyrene, the stress dependence of the K-BKZ equa-
tion is factorable on time and strain dependencies and the nonlinear behavior can be accommodated through a damping 
function, for which many forms have been proposed [29], including the Papanastasiou–Scriven–Macosko (PSM) form used 
here [30]. Fittings of the K-BKZ/PSM model to experimental data in steady and transient shear and extension of LDPE and 
HDPE are also shown in [31].

It should also be said that, as the complexity of flow kinematics increases, simple models are not able to quantitatively 
describe experimental data. More capable and adequate constitutive models are of integrodifferential type and are based on 
molecular theories for linear, branched and star polymers. These mathematically more complex models are outside the scope 
of the present work, but some contributions to such developments have been presented by Mead et al. [32], Ianniruberto 
and Marrucci [33] and Wagner et al. [34], among others.

Dealing numerically with flows of fluids described by integrodifferential models relies most commonly on extensions of 
Lagrangian approaches, such as the Lagrangian integral method of Hassager and Bisgaard [35], subsequently extended to 3D 
flows by Rasmussen and Hassager [36], or with extensions of the method of deformation fields of Peters et al. [37] used 
here also. One example of an extension of Lagrangian methods is by Peters el al. [38], whereas an early extension of the 
Eulerian method is by Wapperom et al. [39] who performed simulations in a sudden contraction–expansion.

Flow problems possessing free surface(s) have also been considered by some investigators. For example, one work involv-
ing transient free surface flows and integral models is the filament stretching presented by McKinley and Sridhar [40] and 
was also studied in [36,41,42]. Another free surface flow problem which has been numerically investigated is the extrudate 
swell phenomenon [14,43–52]. However, these investigations employ the finite element method and their application to 
flows possessing time-dependent folding free surfaces has yet to be demonstrated. A detailed discussion on the importance 
of the K-BKZ integral constitutive model and current developments on numerical techniques for solving integral models are 
provided in the review papers of Tanner [53] and Mitsoulis [31]. For this reason, a more general introduction on numerical 
methods for solving integral constitutive equations is not given here.

Free surface flows in which there is a moving free surface interacting with solid walls are common in practical appli-
cations such as container filling. Even though the K-BKZ model has been applied to solve a variety of viscoelastic flows, 
to the best of our knowledge, integral constitutive models have not been applied to simulate the buckling effect that can 
occur when a jet interacts with a solid wall. It is true that such interaction results in a combination of uniaxial and biaxial 
extensional flows for which the K-BKZ, and several other simple integral constitutive equations [27,28], cannot provide an 
accurate quantitative solution, but as indicated above and below, there is sufficient novelty in the set of characteristics of 
this work to justify this numerical experience. Although there are various versions of the K-BKZ integral model, this work 
deals with the so-called K-BKZ/PSM model (Papanastasiou–Scriven–Macosko [30]).

We present a numerical method for solving two-dimensional flows governed by the K-BKZ/PSM integral constitutive 
equation that is capable of resolving multiple moving free surface flows and their interaction with rigid walls. We formulate 
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an algorithm to resolve the governing equations and employ the finite difference method to solve the basic equations. The 
developed numerical method is extensively verified by several analytic and numerical solutions as follows:

1. Shear and elongational flows are solved analytically and numerically, with the former used to verify the latter.
2. An analytic solution for the fully developed channel flow is presented and again, it is used to verify the computed 

numerical solution of 2D channel flow.
3. To demonstrate convergence of the methodology on moving free surface flows for integral constitutive equations, a jet 

impinging on a stationary flat plate is simulated on six consecutively refined meshes. Several snapshots taken at selected 
times are plotted and the results display convergence of the free surface with mesh refinement. Moreover, the extrudate 
swell problem was simulated and the results obtained were compared to the solution presented by Mitsoulis [44].

2. Governing equations

The governing equations for isothermal incompressible flows are the mass conservation equation and the equation of 
motion which, in dimensionless form, can be written as (for details, see Tomé et al. [25])

∇ · v = 0 , (1)
∂v

∂t
+ ∇ · (vv) = −∇p + 1

Re
∇2v+ ∇ · � + 1

Fr2
g . (2)

In equation (2), � is a non-Newtonian stress tensor that is related to the extra-stress tensor through the following EVSS 
transformation [54]:

� = τ − 1

Re
γ̇ , where γ̇ = ∇v+ (∇v)T. (3)

These equations must be complemented by considering a rheological model that defines the behavior of fluid flow. In this 
work, the K-BKZ/PSM [30] integral constitutive equation is adopted, namely

τ (t) =
t∫

−∞
M(t − t′)H(I1, I2)Bt′(t)dt

′ , (4)

where

M(t − t′) =
m1∑
k=1

ak
λkWi

e
− t−t′

λkWi (5)

is the memory function, λk , ak , m1 are relaxation times, relaxation moduli and the number of relaxation modes, respectively. 
The function

H(I1, I2) = α

α − 3+ β I1 + (1 − β)I2
(6)

is the Papanastasiou–Scriven–Macosko [30] damping function and Bt′ (t) is the Finger tensor. The quantities I1 = tr[Bt′ (t)]
and I2 = 1

2

(
(I1)2 − tr[B2

t′ (t)]
)
, are the first and second invariants of Bt′ (t), respectively. The parameters ak , λk , α, β are 

obtained from a curve fitting to the rheological properties of the fluid.

In these equations, Re = ρ0U L

η0
is the Reynolds number, Fr = U√

L g
is the Froude number and Wi = λref

U

L
is the Weis-

senberg number, where U and L are velocity and length scales, g and ρ0 are the gravity acceleration and fluid density, 
respectively. Additionally, η0 =∑m1

k=1 akλk is the zero-shear-rate viscosity and λref =∑ akλ
2
k

akλk
is the average relaxation time 

[44]. The nondimensionalization of the equations was performed by using the following variables (the dimensional variables 
are denoted by an overbar):

x = Lx, t = L

U
t, v = Uv, p = ρ0 U

2p, τ = ρ0 U
2τ , λk = λrefλk, ak = ρ0 U

2ak. (7)

Equations (1)–(3) are solved for two-dimensional Cartesian time-dependent flows where p = p(x, y, t), v = (u(x, y, t),
v(x, y, t))T and

τ (x, y, t) =
[

τ xx τ xy

τ xy τ yy

]
, �(x, y, t) =

[
	xx 	xy

	xy 	yy

]
, Bt′(t)(x, y, t) =

⎡⎣ Bxx Bxy 0
Bxy B yy 0
0 0 1

⎤⎦ .

Note that to compute the stresses for 2D flows we need to consider the 3D Finger tensor as shown.
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Fig. 1. (a) Typical two-dimensional staggered cell. (b) Illustration of cell type classification used.

2.1. Boundary conditions

To solve equations (1)–(3), appropriate boundary conditions for the velocity field must be specified. At fluid entries 
(inflows) the velocity (Vinf ) is prescribed while at fluid exits (outflows) fully developed flow is assumed and so the homo-

geneous Neumann condition, 
∂v

∂n
= 0, is applied, where n denotes the normal direction to the boundary. The details on the 

specification of the velocity at inflows are provided in the sections dealing with numerical results.
On fluid surfaces it is necessary to apply special boundary conditions for the velocity and pressure fields. In this work we 

consider unsteady free surface flows of fluids moving into a passive atmosphere. In the absence of surface tension forces, 
the normal and tangential components of stress must be continuous across any surface, so that on the fluid free surface the 
following conditions must hold (see [55])

n · σ · nT = 0 and m · σ · nT = 0 , (8)

where n is the unit outward normal vector to the free surface and m is the associated unit tangential vector. The total stress 
tensor, σ is given by

σ = −pI+ 1

Re
γ̇ + � , (9)

where � and γ̇ are the tensors obtained from the application of the EVSS transformation (3). For two-dimensional Cartesian 
flows, the unit vectors n and m in the stress conditions (8) can be taken as n = (nx, ny) and m = (ny, −nx), in which case 
these conditions can be written simply as

p = 2

Re

[
∂u

∂x
n2x +

(
∂u

∂ y
+ ∂v

∂x

)
nxny + ∂v

∂ y
n2y

]
+ 	xxn2x + 2	xynxny + 	yyn2y (10)

and

1

Re

[
2

(
∂u

∂x
− ∂v

∂ y

)
nxny +

(
∂u

∂ y
+ ∂v

∂x

)
(n2y − n2x)

]
+ (	xx − 	yy)nxny + 	xy(n2y − n2x) = 0 . (11)

3. Numerical method

The governing equations are solved by a variant of the original Marker-And-Cell method [56,57] that employs the finite 
difference method on a staggered grid. The velocity components are located at the middle of cell faces while the other 
variables, denoted by � , are positioned at cell centres (see Fig. 1(a)). We consider flows possessing moving free surfaces so 
that a strategy to follow the free surface and to define the fluid region is employed as represented in Fig. 1(b). This work 
applies the technique presented by Tomé et al. [58,59], in which the fluid surface is composed by marker particles that 
move with the local fluid velocity. The visualization of the fluid surface (also the free surface) is affected by connecting the 
particles by straight lines (see Fig. 2(a)). The body of the fluid is represented by the region within the closed curve defined 
by connecting the particles (see Fig. 2(b)). This strategy requires that the cells within the mesh are arranged in the groups 
defined below (see [59] and Fig. 1(b)):

� Inflow (I): cells that define fluid entrances;
� Outflow (O): cells that define fluid exits;
� Boundary (B): cells that define rigid boundaries;
� Empty (E): cells that do not contain fluid and are represented by blank cells in Fig. 1(b);
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Fig. 2. Representation of the fluid.

� Surface (S): cells that contain fluid and have one or more faces in contact with E-cell faces.
� Full (F): cells that define the fluid region. These cells are required not to have any face in contact with E-cell faces.

The solutions v(x, tn+1), p(x, tn+1) and τ (x, tn+1) at time tn+1 = t + δt are obtained in two parts: first, using the values 
of τ (x, t), the velocity and pressure fields are calculated at time tn+1. Then, v(x, tn+1) is employed to compute the tensor 
τ (x, tn+1) by the deformation fields method [60], as follows.

3.1. Calculation of v(x, tn+1) and p(x, tn+1)

The numerical method employed to solve the mass (1) and momentum equations (2) is based on the implicit algorithm 
proposed by Oishi et al. [13] for solving viscoelastic free surface flows of an eXtended Pom–Pom fluid model, as follows.

It is assumed that at time t the variables v(x, t) = v(n) , p(x, t) = p(n) , τ (x, t) = τ (n) and the markers’ positions x(t) = x(n) , 
are known. Then, v(x, tn+1), p(x, tn+1) and x(tn+1) are obtained as follows:

1. Calculate γ̇ (n) = [∇v(n) + (∇v(n))T
]
and from (3) obtain � = τ (n) − 1

Re
γ̇ (n) .

2. Calculate an intermediate velocity field ̃v(n+1) .
By using the ideas of the projection method (see [13]) to uncouple the mass and momentum equations, an intermediate 
velocity field ̃v(n+1) is obtained from Eq. (2). In this work we employ the Crank–Nicolson discretization for the diffusion 
term to calculate ̃v(n+1) , i.e.,

ṽ(n+1)

δt
− 1

2Re
∇ 2̃v(n+1) = v(n)

δt
− ∇ · (vv)(n) − ∇p(n) + 1

2Re
∇2v(n) + ∇ · � + 1

Fr2
g, (12)

where the boundary conditions for ̃v(n+1) are the same as those for the final velocity v(n+1) , to be determined below, 
and p(n) is an approximation to p(n+1) . It can be shown that ̃v(n+1) possesses the correct vorticity at time tn+1 but it 
does not conserve mass in general [61]. Therefore, there is a potential function ψ(n+1) so that

v(n+1) = ṽ(n+1) − ∇ψ(n+1) (13)

where by imposing mass conservation for v(n+1) , the function ψ(n+1) must satisfy the Poisson equation (14). This 
intermediate velocity field is obtained for all F- and S-cells within the domain. For this, two positive definite linear 
systems are solved efficiently by the conjugate gradient method.

3. Solve the Poisson equation for the potential function ψ :

∇2ψ(n+1) = ∇ · ṽ(n+1). (14)

The boundary conditions required for solving this Poisson equation are the homogeneous Neumann conditions for rigid 
walls and inflows, while homogeneous Dirichlet conditions are applied at outflows. This equation is solved for every
F-cell in the domain.
However, to maintain the stability of the numerical scheme when solving low Reynolds number free surface flows, the 
implicit formulation proposed in [13] that employs equations for ψ(n+1) on the free surface, is used here. Oishi et al. 
[13] made use of the pressure condition on the free surface (10) and derived new equations for ψ(n+1) on S-cells that 
can be cast in the following equation:
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ψ(n+1)

δt
− 2

Re

[(∂2ψ(n+1)

∂ y2

)
n2x +

(∂2ψ(n+1)

∂x2

)
n2y − 2

(∂2ψ(n+1)

∂x∂ y

)
nxny

]
= 2

Re

[
−
(∂ ṽ(n+1)

∂ y

)
n2x −

(∂ ũ(n+1)

∂x

)
n2y +

(∂ ũ(n+1)

∂ y
+ ∂ ṽ(n+1)

∂x

)
nxny

]
+
[
	xxn2x + 2	xynxny + 	yyn2y

]
− p(n). (15)

This equation is applied to every surface cell (S) according to local free surface orientations that can be obtained by 
analyzing empty-cell neighbors (E), namely:
– Planar surface: if the S-cell has only one face in contact with an E-cell face then the free surface is assumed to be 

either vertical or horizontal, in which case the normal vector n takes the form (0, ±1)T or (±1, 0)T . For instance, if 
n = (1, 0)T then equation (15) reduces to

ψ(n+1)

δt
− 2

Re

∂2ψ(n+1)

∂ y2
= − 2

Re

∂ ṽ(n+1)

∂ y
+ 	xx − p(n). (16)

– 45◦ sloped linear surface: If the S-cell has only two adjacent faces that are contiguous with E-cell faces then the free 
surface is taken to be linear making an angle of 45◦ with the coordinate axes. In this case, the normal vector can 

be described by n =
(

±
√
2

2
, ±

√
2

2

)
. For example, when n =

(√
2

2
, 

√
2

2

)
, after enforcement of mass conservation, 

equation (15) is reduced to

ψ(n+1)

δt
+ 2

Re

∂2ψ(n+1)

∂x∂ y
= 1

Re

[∂ ũ(n+1)

∂ y
+ ∂ ṽ(n+1)

∂x

]
+ 1

2

[
	xx + 2	xy + 	yy

]
− p(n). (17)

For surface cells that have two opposite faces that are in contact with E-cell faces, an approximate expression for the 
normal vector cannot be attributed. For these cells, the potential function ψ(n+1) is assumed to be zero.
The combination of Eq. (14) in F-cells and Eq. (15) applied to S-cells leads to a large non-symmetric linear system 
which is solved efficiently by the Bi-conjugate gradient method (cf. [13]).
We point out that the tangential stress condition given by Eq. (11) is equal to the corresponding equation used when 
solving free surface flows of a Phan–Thien–Tanner fluid (see [9]). It is treated in the same way as in Paulo et al. [9] and 
its approximation is not given here.

4. Compute the final velocity field from equation (13).
5. Compute the final pressure field by [61]:

p(n+1) = p(n) + ψ(n+1)

δt
. (18)

The equations in steps 1 to 5 are discretized using a second-order finite differences, although first-order finite differ-
ences are used to approximate the boundary conditions. The corresponding approximated finite-difference forms of these 
equations have been described in detail in the works of Oishi et al. [12,13] and for this reason they are not presented here.

3.2. Calculation of the extra-stress tensor τ (x, tn+1)

To calculate the extra-stress tensor τ (x, tn+1) we make use of the methodology presented by Tomé et al. [25] as follows. 
Let t′j , j = 0, 1, · · · , N , be (N + 1)-points in the interval [0, tn+1]. Then the constitutive equation (4) can be written in the 
form

τ (tn+1) =
0∫

−∞
M(tn+1 − t′)H(I1, I2)Bt′(tn+1)dt

′

+
N−2
2∑

j=0

t′2 j+2∫
t′2 j

M(tn+1 − t′)H(I1, I2)Bt′(tn+1)dt
′ , (19)

where N even is adopted. For t′ < 0, Bt′ (tn+1) = B0(tn+1) and therefore, the first integral becomes

0∫
−∞

M(tn+1)H(I1(B0(tn+1)), I2(B0(tn+1)))B0(tn+1)dt
′ (20)

and can be solved exactly. With regard to the integrals under the summation operator in equation (19), if t′j are equally 
spaced then each integral can be solved by the third order Simpson’s rule. However, in general, the points t′j are not equally 
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spaced and a second-order quadrature formula using the method of undetermined coefficients is employed. In this work, 

each integral 
∫ t′2 j+2

t′2 j
M(tn+1 − t′)H(I1, I2)Bt′ (tn+1)dt′ is approximated by the 3-node quadrature formula

I3 = A0 ∗ H(I1(Bt′2 j
(tn+1)), I2(Bt′2 j

(tn+1)))Bt′2 j
(tn+1)

+ A1 ∗ H(I1(Bt′2 j+1
(tn+1)), I2(Bt′2 j+1

(tn+1)))Bt′2 j+1
(tn+1)

+ A2 ∗ H(I1(Bt′2 j+2
(tn+1)), I2(Bt′2 j+2

(tn+1)))Bt′2 j+2
(tn+1). (21)

The coefficients A0, A1, A2 are obtained by solving the (3 × 3)-linear system

A0 + A1 + A2 = b0 =
t′2 j+2∫
t′2 j

M(tn+1 − t′) dt′, (22)

A0 ∗ t′2 j + A1 ∗ t′2 j+1 + A2 ∗ t′2 j+2 = b1 =
t′2 j+2∫
t′2 j

M(tn+1 − t′) t′ dt′, (23)

A0 ∗ (t′2 j)
2 + A1 ∗ (t′2 j+1)

2 + A2 ∗ (t′2 j+2)
2 = b2 =

t′2 j+2∫
t′2 j

M(tn+1 − t′)(t′)2 dt′, (24)

and are found to be

A2 = t′2 j+1t
′
2 jb0 + b2 − t′2 jb1 − t′2 j+1b1

(t′2 j+2)
2 − t′2 j+1t

′
2 j+2 + t′2 j+1t

′
2 j − t′2 jt

′
2 j+2

, (25)

A1 = −t′2 jb1 + t′2 jb0t
′
2 j+2 + b2 − t′2 j+2b1

(t′2 j+1 − t′2 j)(t
′
2 j+1 − t′2 j+2)

, (26)

A0 = −−t′2 j+1b1 + t′2 j+1b0t
′
2 j+2 + b2 − t′2 j+2b1

(−t′2 j+2 + t′2 j)(t
′
2 j+1 − t′2 j)

. (27)

In the following two sections, details on how the points t′j(tn+1) are calculated and the computation of the Finger tensor 
Bt′(tn+1)(tn+1) are presented.

3.2.1. Discretization of the time interval [0, tn+1]
One of the key issues of the deformation fields method is how the integration nodes 0 ≤ t′0 < t′1 < · · · < t′N = tn+1 are 

distributed over the interval [0, tn+1], because such distribution can affect the accuracy of the results when solving complex 
flows. For instance, Hulsen et al. [60] used the concepts of age time, S = t − t′ , and cutoff age, Sc , and employed a stretched 
mesh, with finer time steps close to the present time tn+1, over the interval [0, Sc] to compute τ (x, tn+1) and simulated 
the steady flow over a sphere using both UCM and KBKZ/PSM models. However, how to apply their methodology to time-
dependent free surface flows is unclear. In the work of Tomé et al. [25], the memory function is used to split the interval 
[0, tn+1] into N-subintervals [t′j−1, t

′
j], j = 1, 2, · · · , N , with t′0 = 0, t′N = tn+1 and t′j is given by

t′j =
∑m1

k=1 t
′
jk

m1
, j = 1,2, · · · ,N, (28)

where t′jk are calculated by

t′jk (tn+1) = λkWi ln

(
λk Wi

ak
M jk (tn+1)

)
+ t , k = 1,2, · · · ,m1 (29)

where M jk (tn+1) = Mk(tn+1) + j · dMk , j = 1, 2, · · · , N and dMk = Mk(0)−Mk(tn+1)

N pertains to mode k. This also provides 
variable time steps, with finer steps closer to the present, and related to the time responses of the fluid.

Tomé et al. [25] obtained results for channel and contraction flows, and in their error analysis they showed that this 
methodology for obtaining t′j(tn+1) worked well for shear flows, but not for elongational flows.

In this work we present an alternative ad hoc methodology for the discretization of the interval [0, tn+1]. Instead of 
using the inverse image of the memory function, a geometric progression is employed to calculate the integration nodes. We 
consider time-dependent flows so that the integration nodes are calculated at time tn+1 as follows:
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Fig. 3. Discretization of the interval {0,20} into 50 and 100 points using a geometric progression and the inverse image of the memory function.

1. Set t′0 = 0 and t′N = tn+1;
2. t′N− j = t′N −q j , j = 1, 2, · · · , N −1, where q = (tn+1/δt)1/N , dt is the time-step employed for calculating the velocity and 

pressure (see Section 3.1).

To illustrate the application of this new scheme in the discretization of the interval 
{
0, 20

}
, Fig. 3 shows the distribution 

of t′j(tn+1) obtained by this geometric progression using N = 50, 100 and compares it with the distribution from the single 
mode memory function M(tn+1 − t′(tn+1)) = 100e−(tn+1−t′(tn+1)) used previously. As we can see, in the discretizations of the 
interval 

{
0, 20

}
by the memory function, the points t′j(tn+1) lie in the range 

{
15, 20

}
whereas the whole range is covered 

by the discretization using the geometric progression. The effect of the discretization on the accuracy of the computations 
is discussed in the section of validation results.

3.2.2. Computation of the Finger tensor Bt′(tn+1)(x, tn+1)

One of the difficulties in the numerical simulation of viscoelastic flows using integral constitutive models is how to 
calculate the strain history accurately. In finite elements this can be accomplished by a particle-tracking method based on 
the velocity field (see [21]), but here a different approach is employed. We follow on the ideas of the deformation fields 
method [60] in which the Finger tensor is computed by solving an appropriate evolution equation where Bt′(t)(x, t) is given 
by

∂

∂t
Bt′(t)(x, t) + ∇ · (v(x, t)Bt′(t)(x, t)

)= [∇v(x, t)]T · Bt′(t)(x, t) + Bt′(t)(x, t) · ∇v(x, t) , (30)

with the condition Bt′=tn+1(x, tn+1) = I. To solve (30) in time we first rewrite it in the form

∂

∂t
Bt′(t)(x, t) = G

[
v,B
]
, (31)

where

G
[
v,B
]= −∇ · (v(x, t)Bt′(t)(x, t)

)+ [ (∇v(x, t))T · Bt′(t)(x, t) + Bt′(t)(x, t) · ∇v(x, t)
]
. (32)

The Finger tensor Bt′(t)(x, tn+1) is calculated by the second-order modified Euler method, namely

Bt′(t)(x, tn+1) = Bt′(t)(x, t) + δt

2

{
G
[
v(n+1),Bt′(t)(x, t)

]+ G
[
v(n+1),Bt′(t)(x, tn+1)

]}
, (33)

where

Bt′(t)(x, tn+1) = Bt′(t)(x, t) + δt G
[
v(n+1),Bt′(t)(x, t)

]
.

When computing the convective term of (32) in F-cells, the high order upwind scheme CUBISTA [62] is employed. This 
requires the values of the Finger tensor on mesh boundaries (cells B, I, O), as is explained in detail by Tomé et al. [25]. We 
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Fig. 4. Velocities employed when calculating the velocity of particle v(xP (t), tn+1) = (u(xP (t), tn+1), v(xP (t), tn+1)) by bilinear interpolation. The velocity 
u(xP (t), tn+1) is obtained using the velocities represented by the green symbols (�) while the calculation of v(xP (t), tn+1) involves the velocities repre-
sented by the blue symbols (�). For details, see [58]. (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this article.)

point out that the Finger tensor Bt′(t)(x, tn+1) is calculated at the past times t′(t). The updated Finger tensor Bt′(tn+1)(x, tn+1)

is evaluated by a second-order interpolation method that is discussed in detail by Tomé et al. [25], and hence is not given 
here.

3.3. Particle movement

The last step in the calculation is to update the position of the moving free surface. The free surface is described by a 
set of marker particles and visualized by connecting these particles by straight lines (see Fig. 2). It can happen that two 
contiguous particles become too far apart or excessively close. In this case, an algorithm to insert or to delete particles is 
employed (for details, see [58]). The last step in the algorithm is to move the markers to their new positions by solving

dxP

dt
= v(n+1) , (34)

for each particle xP using the second-order modified Euler method, which gives,

xP (tn+1) = xP (t) + δt

2

[
v(xP (t), tn+1) + v(xP (tn+1), tn+1)

]
, (35)

where xP (tn+1) = xP (t) + δt v(xP (t), tn+1). The velocities v(xP (t), tn+1) and v(xP (tn+1), tn+1) are calculated using the up-
dated velocity field v(n+1) and are found from a bilinear interpolation involving the four nearest cell-velocities and the 
corresponding distances. Fig. 4 illustrates the velocities involved when computing the particle velocity v(xP (t), tn+1).

4. Verification and convergence results in simple flows

To verify the accuracy of the methodology employed for calculating the integration nodes t′j described in Section 3.2.1, 
predictions for shear and uniaxial elongational flows of a UCM fluid were compared to the corresponding analytic solutions, 
as follows.

Exact solution of shear flow of UCM fluids: In these flows, the velocity vector and the Finger tensor are given by⎧⎨⎩
u = γ̇ y,

v = 0,

w = 0,
Bt′(t) =

⎛⎜⎝ 1+ γ̇ 2(t − t′)2 γ̇ (t − t′) 0

γ̇ (t − t′) 1 0

0 0 1

⎞⎟⎠ , (36)

and the extra-stress components become

τ xx(t) = ae
−t
λ

(
1+ γ̇ 2t2

)
+ a
(
1− e

−t
λ

)
+ aγ̇ 2

[
2λ2 − e

−t
λ

(
t2 + 2λt + 2λ2

)]
, (37)

τ xy(t) = aγ̇ λ
(
1− e

−t
λ

)
, τ xz(t) = τ yz(t) = 0, (38)

τ yy(t) = τ zz(t) = a . (39)

Exact solution for uniaxial elongational flow of UCM fluids: In this flow the velocity vector and Finger tensor components 
are given by⎧⎪⎨⎪⎩

u = ε̇x,

v = − 1
2 ε̇y,

w = − 1
2 ε̇z .

Bt′(t) =
⎛⎜⎝ e2ε̇(t−t′) 0 0

0 e−ε̇(t−t′) 0

0 0 e−ε̇(t−t′)

⎞⎟⎠ . (40)
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Table 1
Relative errors obtained in the calculation of τ xx for shear and elongational flows as a function of N .

N Shear flow Uniaxial elongational flow

20 Hulsen et al. 0.000189 Hulsen et al. 0.00138
Memory function 6.668584 × 10−7 Memory function 0.25664
Geometric progression 6.668584 × 10−7 Geometric progression 0.09317

40 Hulsen et al. 1.56× 10−5 Hulsen et al. 0.00010
Memory function 6.668584 × 10−7 Memory function 0.13545
Geometric progression 6.668584 × 10−7 Geometric progression 0.00618

80 Hulsen et al. 1.29× 10−6 Hulsen et al. 8.2× 10−6

Memory function 6.668584 × 10−7 Memory function 0.06971
Geometric progression 6.668584 × 10−7 Geometric progression 0.00035

160 Hulsen et al. – Hulsen et al. –
Memory function 6.668584 × 10−7 Memory function 0.03462
Geometric progression 6.668584 × 10−7 Geometric progression 2.14385 × 10−5

320 Hulsen et al. – Hulsen et al. –
Memory function 6.668584 × 10−7 Memory function 0.01634
Geometric progression 6.668584 × 10−7 Geometric progression 1.32904 × 10−6

It can be shown that the extra-stress components τ xx and τ yy are given by

τ xx(t) = a e

(−t(1− 2λε̇)

λ

) [
1− 1

1 − 2λε̇

]
+ a

1− 2λε̇
, (41)

τ yy(t) = a e

(
− t(1+ λε̇)

λ

) [
1− 1

1+ λε̇

]
+ a

1+ λε̇
. (42)

In equations (36)–(42), γ̇ and ε̇ denote constant shear and elongation rates while λ and a are the relaxation time of the 
fluid and the relaxation mode, respectively.

For negative values of t′ the Finger tensor is set to that at t′ = 0. The Finger tensor, for both shear and uniaxial flows, 
was numerically calculated by the explicit Euler method using the differential equations:

Shear flows Elongational flows⎧⎪⎪⎨⎪⎪⎩
∂
∂t B

yy
t′ = 0,

∂
∂t B

xy
t′ = γ̇ B yy

t′ ,

∂
∂t B

xx
t′ = 2γ̇ Bxy

t′ .

{
∂
∂t B

xx
t′ = 2ε̇Bxx

t′ ,

∂
∂t B

yy
t′ = −ε̇B yy

t′ .
(43)

In elongational flows, the component τ xx(t) exhibits a singularity at λε̇ = 1
2 so that, to keep it bounded, the values used for 

λε̇ are such that λε̇ < 1
2 .

To show the effects of the discretization of the interval 
{
0, tn+1

}
using the geometric progression, the solution of the 

integrals to calculate the stress tensor in shear and elongational flows was numerically obtained. The following input data 
were used: a = 100 Pa, λ = 1 s, tn+1 = 10 λ, γ̇ = 1 s−1, ε̇ = 0.3 s−1, δt = 10−6 s (used also to calculate the Finger tensor by 
equations (43)). The stress components were computed using both the inverse image of the memory function and the new 
scheme, the geometric progression technique to discretize the time interval 

{
0, tn+1

}
and the analytic values of the stress 

were used to compute the corresponding relative errors (|τ xx
exact − τ xx

num|/|τ xx
exact|). Table 1 lists those relative errors for τ xx

for both shear and uniaxial elongational flows for several values of N and they are also plotted in Fig. 5. For comparison, 
the results obtained by the method of Hulsen et al. [60] for N = 20, 40, 80 are also shown. It is seen in Fig. 5(a) that the 
relative errors for shear flows were the same for both the memory function and the geometric progression because the 
quadrature formula employed to solve the integrals is second order accurate and therefore, for this flow, it provides exact 
values. The error obtained, 6.668584 × 10−7, is due to the convection of the Finger tensor by the explicit Euler method 
that is first order. With regard to the numerical solution for the uniaxial elongational flow, Fig. 5(b) shows that the errors 
obtained with the geometric progression are much smaller than those obtained using the inverse image of the memory 
function technique and gives similar results to those obtained by Hulsen et al. [60].

To better illustrate the effects of the distribution of the integration nodes t′j in the computation of the stress tensor 
for uniaxial elongational flows, the component τ xx was again calculated by both techniques, the memory function and the 
geometric progression for the discretization of the interval 

{
0, 10

}
, and τ xx was calculated at tn+1 = 10 s using N = 30, 50

for ε̇ in the range 
{
0.1, 0.49 λ

}
. The relative errors against the analytic solution are plotted in Fig. 6, where it can be 

seen that for small values of ε̇ both techniques produce similar relative errors. However, as ε̇ increases and approaches 



124 M.F. Tomé et al. / Journal of Computational Physics 311 (2016) 114–141

Fig. 5. Relative errors in the computation of τ xx at t = 10λ as a function of N using γ̇ = 1 s−1 and ε̇ = 0.3 s−1 for shear (a) and elongational flows (b).

Fig. 6. Error in the calculation of τ xx for 0.1 ≤ ε̇ ≤ 0.49, λ = 1 s, a = 100 Pa using the memory function (circles) and the geometric progression (triangles) 
for N = 30, 50.

the singular value of 0.5 the errors obtained with the geometric progression are much smaller that those from the inverse 
image of the memory function. These results demonstrate that the geometric progression technique is superior to the inverse 
image of the memory function technique and therefore it will be adopted in this work to discretize the time range.

5. Verification and convergence results for K-BKZ fluids

In this section, the numerical method described in this work was applied to simulate channel flow and a jet flowing 
onto a rigid plate of K-BKZ fluids on several grids. The verification of the numerical technique is provided by comparing to 
predictions of channel flow with the analytic solution for a 1-mode K-BKZ fluid and the mesh independence is assessed by 
mesh refinement.

5.1. Mesh independence in channel flow

The numerical method described in Section 3 was applied to simulate the flow of a K-BKZ fluid in a channel of length 
10L and height L, where L = 1 cm. At the channel entrance, a nondimensional parabolic velocity profile given by

u(y/L) = −4(y/L − 0.5)2 + 1 (44)
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Table 2
Definition of the fluid used in the simulation of channel flow. Data taken from Quinzani et al. [63].
FLUID S1

ρ0 = 801.5 kg/m3, α = 10, β = 0.7, λref = 0.06 s, η0 = 1.424 Pa.s

k λk [s] ak [Pa] ηk [Pa.s]

1 0.6855 0.058352 0.0400
2 0.1396 1.664756 0.2324
3 0.0389 14.560411 0.5664
4 0.0059 99.152542 0.5850

Fig. 7. u-Velocity profiles obtained in the simulation of the channel flow at t = 100 s through the channel. Results shown at several values of x/L: 0.01
(black), 0.06 (red), 0.21 (green), 4.96 (violet (overwritten by the blue curve)), 9.99 (blue). (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.)

was employed. The scaling parameters were the centreline velocity, U = 0.167 ms−1 and the channel width L; the tolerance 
for the Poisson equation solver was EPS = 10−10. The fluid simulated was FLUID S1 which is defined in Table 2. In this flow 
we had Re = 0.93, Wi = 1 and the number of deformation fields was N = 100. To verify mesh convergence of the results, the 
flow was simulated using the meshes I (100 × 10), II (200 × 20) and III (400 × 40) until t = 100 s. It is expected that after 
t = 100 s from start-up, steady state has been reached and this is confirmed by the u-profiles displayed in Fig. 7 where we 
can see that the velocity in the channel quickly develops to the K-BKZ solution that is calculated at the end of the channel.

The computed transverse profile of the velocity and the extra-stress tensor are plotted in Fig. 8 and for the velocity plot 
a zoom in of the profiles in the vicinity of the centreline is displayed. It is clear that the fully developed K-BKZ profiles are 
not parabolic (for comparison, the Newtonian profile is shown in Fig. 8(a)).

5.2. Verification in channel flow for a 1-mode K-BKZ fluid

The authors have developed an analytic solution of a 1-mode K-BKZ model for fully developed channel flows which was 
employed to verify the numerical technique developed in this work. The construction of this analytic solution is detailed in 
Appendix A.

The channel flow was simulated using a 1-mode K-BKZ fluid with λ1 = λref = 0.1396 s, a1 = 1.6648 Pa, ρ0 =
801.5 kgm−3 and η0 = λ1 ∗ a1 = 0.2324 Pa s for a flow with a centreline velocity U = 0.025 ms−1 and L = 1 cm which 

gave Re = ρ0 U L

η0
= 0.8621 and Wi = λref

U

L
= 0.3490. This flow was simulated on meshes I (100 × 10), II (200 × 20), 

III (300 × 30) and IV (400 × 40) from start-up until t = 100 s. The results obtained for ∂u(y)/∂ y are plotted in Fig. 9 while 
the results for τ xx and τ yy are displayed in Fig. 10, where it can be seen that the agreement between the numerical and 
the analytic solutions is good. It is observed that the numerical solutions converge to the analytic solution when the mesh 
is refined.
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Fig. 8. Numerical solutions of fully developed channel flow of FLUID S1 using meshes I, II and III. (a) u(y)/U ; (b) τ xx(y)/(ρ0 U2); (c) τ xy(y)/(ρ0 U2); 
(d) τ yy(y)/(ρ0 U2). The yellow curve in (a) represents the Newtonian velocity profile. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.)

In addition, to quantify the convergence of the numerical method, the errors obtained on meshes Ml (where Ml denotes 
either I, II, III or IV) were computed by the grid function norm given by

E(•,Ml) =

√√√√√Hl

Jl∑
j=1

[
Solan(•,Ml) − Solnum(•,Ml)

]2
, (45)

where J l denotes the value of jmax and Hl is the spacing of mesh Ml . These errors were computed with equation (45) using 
the values on the transversal section of the channel before the channel exit and are displayed in Table 3. It is seen that 
the computed errors diminish as the mesh is refined, decaying to less than 1% in the finest mesh employed. Furthermore, 
the pressure gradient was calculated (see the last column of Table 3) which also displays convergence to the corresponding 
analytic value.

The calculated order of convergence between the meshes employed is given in Table 4 which shows values between 1.6 
and 1.8. These values are not exactly equal 2, but are close to the expected order of 2. These differences may be justified by 
the fact that the computation of the errors involved points lying in the vicinity of the boundaries where the equations were 
solved by first order approximations. Moreover, to compute the values of the analytic solution, on the required grid points, 
the Simpson 1/3 quadrature formula and linear interpolation were employed. This may have affected the accuracy of the 
numerical solutions justifying the values found between 1.6 and 1.8.
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Fig. 9. Numerical solution for the fully-developed channel flow of a 1-mode K-BKZ fluid with mesh refinement. Comparison of U
L ∂u(y)/∂ y obtained on 

meshes I, II, III, IV, with the analytic solution.

Fig. 10. Numerical solutions of 1-mode K-BKZ fully developed channel flow with mesh refinement. Comparison of τ xx(y)/(ρ0 U2) and τ yy(y)/(ρ0 U2)

obtained on meshes I, II, III, IV, with the analytic solution.

5.3. Verification of the method on moving free surface flows

The methodology presented in this paper has been verified on two free surface problems:

i) Time-dependent flow of a jet flowing down onto a rigid plate;
ii) Simulation of the extrudate swell of FLUID M1 and comparison with the results of Mitsoulis [44].

The results obtained are presented next.
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Table 3

Relative errors of ∂u(y)

∂ y
, τ xx , τ yy , obtained in the calculation of channel flow of a 1-mode K-BKZ 

fluid on meshes I, II, III, IV using equation (45). Last column displays the average value of px ≈(∑ Jl
j=1

piout , j − piout−1, j

δx

)
/ Jl , where iout denotes the i-index of the column before the channel exit.

Meshes Ml
∂u(y)

∂ y
τ xx(y) τ yy(y) Exact value 

px = −6.42226

I 0.2694407E−01 0.4184212E−01 0.480304E−02 −6.32040
II 0.871597E−02 0.1317354E−01 0.162794E−02 −6.37054
III 0.421417E−02 0.619823E−02 0.88220E−03 −6.39534
IV 0.264145E−02 0.378132E−02 0.63113E−03 −6.40965

Table 4
Order of convergence obtained on meshes I, II, III, IV using the results pre-
sented in Table 3.

Meshes Ml
∂u(y)

∂ y
τ xx(y) τ yy(y)

I – – –
II 1.628 1.667 1.561
III 1.792 1.859 1.511
IV 1.624 1.718 1.164

Fig. 11. Description of the domain used in the simulation of a jet impinging on a rigid plate.

Table 5
Data used in the simulation of a jet impinging on a rigid plate.

D U H H/D Re Wi Fr

1 cm 0.5 ms−1 15 cm 15 0.45 7 1.59

5.3.1. Numerical simulation of a jet impinging on a rigid plate
To show convergence of the numerical method in simulating time-dependent free surface flows, a jet of diameter 

D = 1 cm of a K-BKZ fluid impinging on a rigid surface was simulated and mesh refinement studies were performed. 
A computational domain of size 10 cm × 15 cm was employed, as illustrated in Fig. 11, and the meshes used in these sim-
ulations were M1: 40 × 60 (δx = D/4); M2: 80 × 120 (δx = D/8); M3: 100 × 150 (δx = D/10); M4: 200 × 300 (δx = D/20);
M5: 300 × 450 (δx = D/30) and M6: 400 × 600 (δx = D/40). The remaining data used are listed in Table 5. The fluid em-
ployed was FLUID B whose properties are displayed in Table 6 (data taken from [44]). In this study, the inlet conditions 
were: u(x) = 0, v(x) = U , τ xx(x) = τ xy(x) = τ yy(x) = 0.
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Table 6
K-BKZ fluid model parameters used in the jet impinging flow case. Data defining FLUID B (from Mitsoulis [44]).
FLUID B

ρ0 = 880 kg/m3, α = 25286, β = 0.1, λref = 0.14 s, η0 = 9.79 Pa s

k λk ak ηk = λk ∗ ak

1 1.12× 10−4 s 6.67× 104 Pa 7.470 Pa.s
2 4.12× 10−2 s 1.83× 101 Pa 0.754 Pa.s
3 8.64× 10−1 s 1.83× 100 Pa 1.581 Pa.s

Fig. 12. Simulation of a jet impinging onto a rigid surface. Fluid flow visualization at selected times on meshes M1, M2, M3, M4, M5 and M6.

The results obtained are displayed in Fig. 12, which shows several snapshots taken at selected times during the cal-
culations. Analyzing Fig. 12, one can see that the surface profiles obtained on the coarse meshes approximate the surface 
profile from mesh M6. In particular, the surface profiles of meshes M4, M5 and M6 are very near each other and from the 
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Table 7
Data defining FLUID M1 (from [44]).
FLUID M1

ρ0 = 868 kg/m3, η0 = 2.4 Pa s
α = 34214, β = 0.1, λref = 0.081 s

k λk ak

1 4.887× 10−4 s 3129.5 Pa
2 4.464× 10−2 s 5.0917 Pa
3 2.8384 × 10−1 s 2.2783 Pa

Fig. 13. Description of the computational domain. (For interpretation of the references to color in this figure, the reader is referred to the web version of 
this article.)

Table 8
Data employed in the simulation of the extrudate swell.

Re = 1.3 Wi = 0.32 gx = gy = 0

Mesh employed:
80× 192 (δx/L = δy/L = 0.0625)

results, it is difficult to distinguish each one. In our opinion, this demonstrates the convergence of the free surface with 
mesh refinement.

5.3.2. Simulation of the extrudate swell of FLUID M1
We performed a simulation of the extrudate swell of FLUID M1 [44] and compared the results obtained with those 

presented by Mitsoulis [44]. The data defining FLUID M1 are reproduced in Table 7.
In his paper, Mitsoulis carried out a number of simulations of the extrudate swell using this FLUID M1 by varying the 

values of the apparent shear rate, γ̇a , which is defined in terms of the volumetric flow rate Q and the width L of the channel, 
by (see [44]):

γ̇a = 3U

L
(46)

where U is a characteristic velocity. The viscoelasticity of the fluid was measured in terms of the stress ratio, SR , given 
by [64]

SR = N1,w

2τ xy
,w

=
(
τ xx − τ yy

)
,w

2τ xy
,w

, (47)

where N1,w and τ xy
,w are evaluated using the calculated stresses at the die wall. Results were reported for values of γ̇a =

9, 12, 15, 18, 21 (s−1). For each value of γ̇a , the calculated extrudate ratio χ and SR were presented.
To simulate this problem, the flow domain used is depicted in Fig. 13 in which the yellow and pink regions denote 

inflow and outflow boundaries, respectively.
At the fluid entrance (inflow), the velocity was given by a parabolic profile in equation (44) and the Finger tensor com-

ponents were defined as in equation (36) while at the outflow, both the velocity and the Finger tensor obeyed homogeneous 
Neumann conditions.

To verify our numerical method on this application, we used L = 2R = 3 cm; U = 12 cm/s and considered the case of 
γ̇ = 12 s−1, (U/L = 4) and performed a calculation until steady state flow was achieved. In this simulation we used the 
input data displayed in Table 8.
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Fig. 14. Numerical simulation of the extrudate swell: fluid flow visualization at different times.

The simulation started with an empty domain and the fluid was injected through the channel entrance until it flowed 
out through the channel exit and extruded into the air where the stresses were relaxed, making the fluid swell. Fig. 14
displays several snapshots of the fluid configuration at different times. By time t = 32.5 s (Fig. 14(f)), we expect that a 
steady state has been established.

A comparison with the free surface profile obtained by Mitsoulis [44] is displayed in Fig. 15, where it can be seen that 
the agreement between the two solutions is good. The values of the extrudate ratio (χ ) and the stress ratio (SR ) obtained 
in this simulation, together with the values found by Mitsoulis [44], are displayed in Table 9. We can see in Table 9 that the 
agreement between the two solutions is very good. This verifies the numerical method developed in this work on complex 
free surface problems.

6. Numerical simulation of jet buckling of K-BKZ fluids

The flow produced by a jet flowing onto a rigid plate has application in many industrial processes as for example 
container filling. This problem has been investigated by many researchers (e.g. [65–67]) and it is known that, after jet 
impingement, various phenomena can be observed, such as, for instance, the phenomenon known as jet buckling. This is a 
physical instability in which, due to viscous forces and compression waves, the jet is unable to flow radially and accumulates 
onto itself causing the occurrence of jet buckling (see Fig. 16(a)). This problem was experimentally and theoretically studied 
by Cruickshank and Munson [65] for Newtonian fluids, who derived conditions based on the jet width (D), height of the 
nozzle from which the jet is issued (H) and Reynolds number (Re), for predicting ‘jet buckling’. In their analyses, Cruickshank 
and Munson [65] found that a two-dimensional jet will undergo ‘jet buckling’ if conditions below are satisfied

Re < 0.56 and H/D > 10 . (48)

These conditions have been verified by many researchers who simulated this phenomenon in two and three dimensions 
employing Newtonian and non-Newtonian fluids governed by differential models (see [7,9,13,61,68,69]). Notwithstanding, 
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Fig. 15. Numerical simulation of extrudate swell. Comparison with the results of Mitsoulis [44]. Re = 1.3, Wi = 0.32.

Table 9
Values of χ and SR obtained in the simulations and 
comparison with the results of Mitsoulis [44].

χ SR

This work 1.72 0.978
Mitsoulis [44] 1.76 0.97

Fig. 16. (a) An example of jet buckling of a Newtonian fluid (from Tomé at al. [70]); (b) description of the domain used in the simulation of jet impingement.

the application of the integral K-BKZ constitutive equation to flows possessing moving free surfaces, as it happens in the 
problem of ‘jet buckling’, using the existing techniques has not yet been demonstrated.

In this section, it is demonstrated that the integral K-BKZ model can be employed to simulate time-dependent moving 
free surface flows. To this purpose, the numerical method presented in Section 3 was applied to simulate ‘jet buckling’ of 
fluids modeled by the K-BKZ integral constitutive equation. The fluid known as FLUID B, as it is described in Table 6, was 
employed in the simulations. A computational domain of 10 cm × 15 cm was considered and a mesh with grid spacing 
δx = δy = 1 mm was used. A nozzle of width D = 1 cm was positioned at a height H = 15 cm above the bottom of an 
empty rectangular open box of dimensions 10 cm × 5 cm (as illustrated in Fig. 16(b)), from which a jet was issued at 
various velocities. Gravity was acting downwards with gy = −9.81 ms−2.
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Table 10
Data employed in the simulation of an impinging jet of FLUID B.

D = 1 cm, H = 15 cm, H/D = 15, N = 100

U (m s−1) Re Wi Fr

0.2 0.17 2.8 0.60
0.4 0.35 5.6 1.27
0.6 0.53 8.4 1.91

Fig. 17. Numerical simulation of impinging Newtonian and FLUID B jets with U = 0.2 ms−1. Fluid flow visualization at selected times.

The values of the velocity U used and the nondimensional numbers, Re, Wi, Fr, involved in these simulations are dis-
played in Table 10 where it can be seen that, for the velocities U = 0.2, 0.4, 0.6 ms−1, the Cruickshank conditions (48) are 
satisfied and therefore, it is expected that the jet with Newtonian fluid undergoes buckling. With regard to the jet contain-
ing FLUID B, a similar analysis about the phenomenon of jet buckling has not yet been made. In these simulations we used 
a constant inlet velocity and the components of the stress tensor were set to zero. Naturally, in a real situation the flow 
and swell at the exit of the die will be different due to the flow pre-history, which can be minimized by a sufficiently long 
flow inlet channel, and the adaptation of the flow to the downstream outlet flow typical in low Reynolds number flows. 
However, we preferred not to show this effect on these simulations as the interest is focused on what happens after the jet 
flowed onto the bottom of the container.

The results of these simulations are shown in Figs. 17, 18 and 19 in which it can be seen that for the velocities 
U = 0.2, 0.4 ms−1 (Figs. 17 and 18), both Newtonian and K-BKZ jets present jet buckling. However, for the velocity 
U = 0.6 ms−1, Fig. 19 shows that only the jet with FLUID B undergoes buckling which we believe is due to the elastic-
ity of the fluid. The analysis of Cruickshank and Munson was based on experiments and therefore it may not be sufficiently 
accurate which may justify why the Newtonian jet with Re = 0.53 did not present buckling because Re = 0.53 is close to 
the value of 0.56 that limits the case of occurrence or not of jet buckling. To confirm that the results obtained with FLUID 
B for Re = 0.53 were due to elastic effects, an additional simulation was performed using FLUID S1 that is described in 
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Fig. 18. Numerical simulation of impinging Newtonian and FLUID B jets with U = 0.4 ms−1. Fluid flow visualization at selected times.

Table 2. In this simulation, the data employed were: computational domain of 5 cm × 7.2 cm, grid size δx = δy = 1 mm, 
N = 250, D = 0.6 cm, U = 0.28 ms−1, H/D = 12 which gave Re = 0.94, Wi = 2.8 and Fr = 1.15. The corresponding simula-
tion with a Newtonian jet was also performed. Now, the conditions presented by Cruickshank and Munson for jet buckling 
are not satisfied and it is expected that the Newtonian jet should not undergo buckling. Indeed, as can be seen in Fig. 20, 
the simulation with the Newtonian jet was stable without any buckling while in the simulation with FLUID S1 the jet was 
unstable and presented buckling. These results confirm that elasticity modeled by the K-BKZ integral equation can lead an 
impinging jet to experience buckling under conditions for which a Newtonian fluid exhibits no buckling. Nevertheless, this 
needs to be understood with caution for two sets of reasons: (1) the previously identified stress response limitations of 
the K-BKZ model when subjected to uniaxial followed by biaxial extensional flow; (2) the simplified boundary conditions, 
especially at the inlet, relative to those of a true experiment. In regard to the first point we plot in Fig. 21 the variation of 
the extensional strain rate (dv/dy) along the jet centre plane for several instants of �t∗ following impact of the jet on the 
plate. Although the extensional rates are not too high at the beginning of the flow, they become negative and very intense 
on approaching the plate, especially at the beginning of the experiment, with the problem becoming less severe as time 
goes by. Only experiments or computations with constitutive equations that behave under such kinematic conditions will 
clarify the issue.

We observe in Figs. 17–20 that interface particles have moved to the interior of the fluid. In this case, these trapped 
markers are not treated as interface markers any more and may remain inside the fluid. In addition, although the boundary 
conditions employed in these simulations may not be appropriate, and in view of the fact that the K-BKZ model may not 
cope well with this problem, it is fair to say that this modeling is only a numerical test case.

7. Concluding remarks

The aim of this work is the numerical simulation of free surface flows governed by the integral constitutive equa-
tion K-BKZ. Initially, the governing equations together with the corresponding boundary conditions were presented, then 
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Fig. 19. Numerical simulation of impinging Newtonian and FLUID B jets with U = 0.6 ms−1. Fluid flow visualization at selected times.

two-dimensional free surface flows were considered and a numerical method for solving the basic equations by the fi-
nite difference method was described in detail. The Finger tensor was dealt with using the ideas of the deformation fields 
method introduced by Hulsen et al. [60]. To enhance the convergence and accuracy of the numerical method the following 
techniques were analyzed and implemented into a computer code:

� A new and more efficient methodology for defining the integration nodes, t′j , was proposed;
� A second-order difference method for calculating the Finger tensor in time was employed;
� An implicit method for solving the momentum equation was introduced;
� An implicit formulation for computing the Poisson equation coupled with the corresponding equations for calculating 

the pressure on the moving free surface was used;
� A methodology for the treatment of the fluid free surface was employed.

The finite difference computer code containing the approximations to the equations presented in Section 3 was applied to 
simulate flows of K-BKZ fluids. By employing mesh refinement, verification and convergence results for channel and free 
surface flows were provided including the verification against an analytic solution for fully developed channel flow of a 
1-mode K-BKZ fluid. This analytic solution is presented in Appendix A. Furthermore, the extrudate swell of a FLUID M1 was 
simulated and the results were compared with those given by Mitsoulis [44]; good agreement between the two solutions 
was displayed.

The methodology adopted in this work was demonstrated to be capable of simulating free surface flows of fluids gov-
erned by the K-BKZ integral equation. The problem of a jet impinging on a rigid surface was simulated using fluids modeled 
by the K-BKZ integral constitutive equation. The fluids known as FLUID B and FLUID S1 were employed and the flows pro-
duced by the jet, for various values of the nozzle velocity, were simulated. The results showed the occurrence of the 
phenomenon of jet buckling over a range of conditions that were not covered by Newtonian fluids. This phenomenon is a 
fluid instability associated with viscous forces and compression waves and it is known that Newtonian fluids also present 
this kind of instability. The results obtained with Newtonian fluids are in accordance with the experimental and theoretical 
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Fig. 20. Numerical simulation of impinging Newtonian and FLUID S1 jets with U = 0.28 ms−1. Fluid flow visualization at selected times.

analyses of Cruickshank and Munson [65] that provide conditions for jet buckling when a Newtonian jet flow impacts onto 
a rigid surface. The simulations with the K-BKZ fluids showed that elasticity effects can also lead to jet buckling for flow 
conditions for which Newtonian fluid flows are stable.
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Appendix A. Analytic solution of fully developed flow of 1-mode K-BKZ fluids

We consider the fully-developed flow of a 1-mode K-BKZ fluid between parallel plates separated by a distance L. The 
origin of the coordinate system is at the lower plate, with x, y and z being the streamwise, transverse and spanwise 
coordinates, respectively. The transverse coordinate y was normalized by L. We seek solutions of type

u = u (y) , v = 0, p = p(x, y), τ xy = τ xy (y) , τ xx = τ xx (y) , τ yy = τ yy (y) , for y ∈ [0, 1]. (A.1)
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Fig. 21. Variation of extension rate along the jet centre plane. Simulation with FLUID B for Wi = 8.4 and Re = 0.53. �t∗ refers to the dimensionless time 
elapsed after the jet hit the impinging plate. Note that the abscissa (Y ∗ = y/D) is in log-scale.

The corresponding components of the Finger tensor are given in Eq. (36) leading to the following invariants I1 and I2 that 
are required in the Papanastasiou function H(I1, I2) in Eq. (6)

I1 = I2 = 3 + γ̇ 2(t − t′
)2

, (A.2)

which were normalized by U/L and γ̇ = du

dy
. With these assumptions, the momentum equations reduce to

−∂p

∂x
+ ∂τ xy

∂ y
= 0, (A.3)

−∂p

∂ y
+ ∂τ yy

∂ y
= 0, (A.4)

and the equations for the components of the extra-stress tensor become

τ xy = a1 α

Wi

t∫
−∞

e−(t−t′)/Wi γ̇ (t − t′)
α + γ̇ 2(t − t′)2

dt′, (A.5)

τ xx = a1 α

Wi

t∫
−∞

e−(t−t′)/Wi [1 + γ̇ 2(t − t′)2]
α + γ̇ 2(t − t′)2

dt′, (A.6)

τ yy = a1 α

Wi

t∫
−∞

e−(t−t′)/Wi 1

α + γ̇ 2(t − t′)2
dt′. (A.7)

Equations (A.3)–(A.7) are solved as follows. Equation (A.4) gives

p(x, y) = τ yy + F (x) (A.8)

which shows that p(x, y) is a function of x and y. Now, writing (A.3) as
∂τ xy

∂ y
= F ′(x), (A.9)

where the prime denotes differentiation with respect to x, we see that the right-hand-side of Eq. (A.9) is a function of y. 

Consequently, F ′ must be a constant which we denote by C = ∂p

∂x
, hence we have

τ xy(y) = C y + h(x) (A.10)
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and since τ xy(1/2) = 0 (by symmetry arguments) implies that h(x) = −1

2
C and therefore

τ xy(y) = C(y − 1/2). (A.11)

Thus, equation (A.5) can be written as

C
(
y − 1/2

)= a1 α

Wi

t∫
−∞

e−(t−t′)/Wi γ̇ (t − t′)
α + γ̇ 2(t − t′)2

dt′ (A.12)

and making the transformation s = t − t′ yields

C
(
y − 1/2

)= a1 α

Wi

∞∫
0

e−s/Wi γ̇ s

α + γ̇ 2s2
ds . (A.13)

Now, set s = (α1/2/γ̇
)
T to obtain

C
(
y − 1/2

)= K

∞∫
0

e−φ T T
1+ T 2

dT , (A.14)

where

φ = α1/2

γ̇Wi
, K = a1 α1/2

γ̇ Wi
. (A.15)

The integral in (A.14) can be solved by Mathematica which provides

T∞∫
0

e−φ T T
1+ T 2

dT = 1

2
e−iφ

(
−Ei[iφ] + Ei

[
iφ − T∞

Wi

]
+ e2iφ

(
−Ei[−iφ] + Ei

[
−iφ − T∞

Wi

]))
(A.16)

where i = √−1, and Ei(z) denotes the exponential integral given by

Ei(z) =
∞∫
1

s−1e−szds. (A.17)

In this case T∞ , is a value of T assumed to be large enough to be considered as infinity. Note that Ei(iφ) is the complex 
conjugate of Ei(−iφ), so that the result in (A.16) will be real, as is expected from (A.13). This integral can be easily solved 
by a high order quadrature formula.

The constant C is determined from the boundary condition at the channel entrance where a velocity uin(y) is prescribed 
by

uin(y) = 1− 4

(
y − 1

2

)2

, 0 ≤ y ≤ 1, (A.18)

from which we obtain
1∫

0

uin(y)dy = 2

3
(A.19)

and by conservation of mass u(y), the solution to (A.14), must also satisfy

1∫
0

u(y)dy = 2

3
. (A.20)

The constant C must be calculated so that this equation is satisfied. At first sight, it seems that to obtain u(y), equa-
tion (A.14) must be integrated with respect to y, subject to the boundary conditions

u(0) = u(1) = 0. (A.21)
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However, this calculation can be avoided because integration of (A.20) by parts yields
1∫

0

y γ̇ (y)dy + 2

3
= 0. (A.22)

Therefore, the function γ̇ and the unknown C can be obtained by the following procedure:

Procedure I

P1. Guess a value for C – an initial value can be set as the corresponding Newtonian value obtained from (A.18);

P2. Discretize the range 
( 1
2 , 1], corresponding to a half-channel, into N-points, y j = 1

2
+ j ∗ 1

2N
, j = 1, 2, · · · , N;

P3. Calculate a profile for the shear rate, γ̇ j , using (A.14), j = 1, 2, · · · , N;
P4. Verify if equation (A.22) is satisfied;
P5. If not, make a new guess for C and perform steps P3 and P4.

After obtaining C and γ̇ (y j) by using the Procedure I, the values of τ xx(y j) and τ yy(y j) are immediately obtained from 
equations (A.6) and (A.7) for which we make the change of variables s = t − t′ to get

τ xx(y j) = a1α

Wi

∞∫
0

e−s/Wi 1+ γ̇ (y j)
2s2

α + γ̇ (y j)
2s2

ds, (A.23)

τ yy(y j) = a1α

Wi

∞∫
0

e−s/Wi 1

α + γ̇ (y j)
2s2

ds, (A.24)

and setting s = α1/2T /γ̇ (y j), these integrals simplify to

τ xx(y j) = K

∞∫
0

e−φT 1+ α T 2

1+ T 2
dT , (A.25)

τ yy(y j) = K

∞∫
0

e−φT 1

1+ T 2
dT , (A.26)

where K and φ are given by equation (A.15). The integrals in (A.25) and (A.26) can be solved by Mathematica which gives
T∞∫
0

e−φT 1+ α T 2

1+ T 2
dT = −1

2
e−iφ−T∞

Wi

(
−

2eiφ
(
−1+ e

T∞
We

)
α

φ
+ ie

T∞
We (−1 + α)

×
(
Ei[iφ] − Ei

[
iφ − T∞

Wi

]
+ e2iφ

(
−Ei[−iφ] + Ei

[
−iφ − T∞

Wi

])))
, (A.27)

T∞∫
0

e−φT 1

1+ T 2
dT = −1

2
ie−iφ

(
Ei[iφ] − Ei

[
iφ − T∞

Wi

]
+ e2iφ

(
−Ei[−iφ] + Ei

[
−iφ − T∞

Wi

]))
. (A.28)
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