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A B S T R A C T

A stabilized finite element method is presented for scalar and linear second-order boundary value problems. The method is obtained by adding to the Galerkin formulation multiple projections of the residual of the differential equation at element level. These multiple projections allow the generation of appropriate number of free stabilization parameters in the element matrix depending on the local space of approximation and on the differential operator. The free parameters can be determined imposing some convergence and/or stability criteria or by postulating the element matrix with the desired stability properties. The element matrix of most stabilized methods (such as, GLS and GGLS methods) can be obtained using this new method with appropriate choices of the stabilization parameters. We applied this formulation to diffusion–reaction problems. Optimal rates of convergency are numerically observed for regular solutions.
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1. Introduction

Boundary value problems governed by scalar linear second-order partial differential equations model a great variety of physical phenomena. Usually, the Galerkin finite element method (FEM) is used to solve numerically these boundary value problems. For purely diffusion problems the Galerkin method provides the optimal solution. However, it is well known that most Galerkin finite element methods are unstable and inaccurate for some problems described by scalar and linear second-order partial differential equations, presenting spurious oscillations that do not correspond to the actual solution of the problem.

Advection–diffusion type equation \cite{2–30}, diffusion–reaction equation \cite{7,8,31–49} and Helmholtz equation \cite{50–64} are representative examples of the poor stability of the corresponding Galerkin finite element formulations. Stable and accurate numerical solution via finite element method for these problems has been a real challenge, and a great variety of finite element formulations have been developed aiming at stable and accurate approximations. The interested readers should look at \cite{2–64} and references therein. These attempts have used either continuous or discontinuous finite element spaces. The main challenge is to find a consistent formulation, in continuous or discontinuous finite dimensional spaces, such that its approximate solution is stable and the closest possible to the exact solution in infinite dimensional space ("best approximation"). In that respect, a judicious choice of the stabilization strategy is a decisive issue which has been addressed in most of the above cited papers. In some of them, success has been attained through clever strategies that rely upon automatic choices that explore the local characteristics of the problem. The drawbacks related above motivated us to pursue a new venue for building stable finite element formulations.

Here, we will consider only continuous finite element spaces. Stability and accuracy of finite element methods for these boundary value problems have been consistently improved through the so called stabilized finite element formulations. They are built by adding to the classical Galerkin method different residual terms at the element level which are multiplied by parameters to be tuned to improve stability and accuracy. This is the base of the GLS, GGLS methods \cite{10,31} and other stabilized methods \cite{38} as well. Thus, it seems to be desirable to seek for stabilized methods with a maximum number of free parameters. This method should be built in a such way that, if the criteria to determine the free parameters is the same as adopted, for example, in the GLS, GGLS methods or another linear stabilized method, then the element matrix of these methods can be obtained starting from this new formulation.

In this work, a general formulation is developed for a scalar and linear second-order boundary value problems by adding to the

\* Corresponding author.
E-mail addresses: carmo@con.ufrj.br (E.G. Dutra do Carmo), benitez.gustavo@gmail.com (G.B. Alvarez), rochinha@adc.coppe.ufrj.br (F.A. Rochinha), aloc@lncc.br (A.F.D. Loula).
Galerkin formulation appropriate multiple projections of residual of the differential equation at element level. These residual projections carry out explicitly the dependence on the differential operator and on the local finite element space. The resulting finite element method can be applied to any space dimension and contains the necessary number of free parameters, determined following some specific criteria to improve the stability and accuracy of the approximate solution. In [64] this method, which we will refer as Galerkin projected residual method (GPR), is applied to the Helmholtz equation with the free parameters of the formulation determined by minimizing the phase error of the approximate solution yielding a C^1 Lagrangian finite element formulation with minimal pollution.

The paper is organized as follows. The model problem, the associated variational formulation and the corresponding Galerkin finite element approximation are briefly presented in Section 2. In Section 3, we introduce the theoretical base for the GPR method. In Section 4 we applied the GPR method to diffusion–reaction equation. Some numerical experiments to evaluate the performance of the new formulation are presented in Section 5. Finally, Section 6 contains some conclusions and final remarks.

2. The model problem

Let \( \Omega \subset \mathbb{R}^n \) be an open bounded domain with a Lipschitz continuous smooth piecewise boundary \( \Gamma \). Let \( \Gamma_1, \Gamma_2 \) and \( \Gamma_i \) subsets of \( \Gamma \) satisfying \( \text{meas}(\Gamma_1 \cap \Gamma_2) = \text{meas}(\Gamma_2 \cap \Gamma_i) = \text{meas}(\Gamma_1 \cap \Gamma_i) = 0 \) and \( \Gamma = \Gamma_1 \cup \Gamma_2 \cup \Gamma_i \), where \( \text{meas}(\cdot) \) denotes Lebesgue measure. We denote by \( \mathcal{D}(\cdot) \) the scalar and linear second-order differential operator

\[
\mathcal{D}(\phi) = -V : (DV\phi) + u \cdot V\phi + \sigma\phi,
\]

where \( D \in H^1(\Omega) \cap C_0(\Omega \cup \Gamma) \), \( u = (u_1, \ldots, u_n) \in H^1(\Omega) \cap C_0(\Omega \cup \Gamma) \), \( V\phi \) denotes the gradient of \( \phi \), \( V : (DV\phi) \) denotes the divergent of \( DV\phi \) and \( \phi \in H^{k, \text{lin}}(D, \Omega) = \{ \eta \in H^k(\Omega); (V : (DV\phi)) \in L^2(\Omega) \} \), \( H^k(\Omega) \) and \( H^{k, \text{lin}}(D, \Omega) \) are Sobolev spaces, \( C_0(\Omega \cup \Gamma) \) is a Banach space, \( L^2(\Omega) \) is a Hilbert space as defined in Ref. [1]. The dot \( \cdot \) denotes the usual inner product in \( \mathbb{R}^n \) or in the linear space of matrices, and the derivatives are in the sense of the distributions.

The functions \( D \) ("diffusion"), \( u \) ("advection") and \( \sigma \) ("reaction") are assumed satisfy

\[
\nabla \cdot u \geq 0 \quad \text{in} \ \Omega \quad \text{and} \quad 0 < D_{0l} \leq D \leq D_B \quad \text{in} \ \Omega, \quad (2)
\]

\[
\sigma_0 \leq \sigma \leq \sigma_2 \quad \text{in} \ \Omega, \quad (3)
\]

where \( D_{0l}, D_B, \sigma_0, \sigma_2 \) and \( \sigma \) are positive real constants.

We consider as our model problem: Find \( \phi \in H^2(\Omega) \) such that

\[
\mathcal{D}(\phi) = f \quad \text{in} \ \Omega, \quad (4)
\]

\[
\phi = g \quad \text{on} \ \Gamma_1, \quad (5)
\]

\[
(DV\phi) \cdot n = q \quad \text{on} \ \Gamma_2, \quad (6)
\]

\[
(DV\phi) \cdot n + \alpha \phi = r \quad \text{on} \ \Gamma_i, \quad (7)
\]

where \( f \in L^2(\Omega), \ g \in H^{2}(\Gamma_1) \cap C_0(\Gamma_2), \ q \in L^2(\Gamma_2), \ r \in L^2(\Gamma_i), \ \alpha \in L^2(\Gamma_i) \) and the spaces \( H^{2}(\Gamma_1), \ C_0(\Gamma_2), \ L^2(\Gamma_2) \), \( L^2(\Gamma_i) \) and \( L^2(\Gamma_i) \) are defined as in [1]. The outward normal unit vector almost everywhere on \( \Gamma_1 \) is denoted by \( n \).

Defining \( S = \{ \eta \in H^2(\Omega); \eta = g \text{ on } \Gamma_1 \} \) and \( V = \{ \eta \in H^2(\Omega); \eta = 0 \text{ on } \Gamma_2 \} \), the weak form of the boundary value problem defined by (4)–(7) is introduced as: Find \( \phi \in S \) satisfying

\[
A(\phi, \eta) = F(\eta) \quad \forall \eta \in V, \quad (8)
\]

with

\[
A(\phi, \eta) = \int_D [D(V\phi) : (D\eta)] + (u \cdot V\phi)\eta + \sigma\phi\eta \, d\Omega + \int_{\Gamma_i} \alpha \phi\eta \, d\Gamma, \quad (9)
\]

\[
F(\eta) = \int_D f \eta \, d\Omega + \int_{\Gamma_2} q \eta \, d\Gamma + \int_{\Gamma_i} r \eta \, d\Gamma. \quad (10)
\]

The major challenges in constructing finite element approximations for this model problem is to find a consistent formulation in continuous finite dimensional spaces with a stable approximate solution as close as possible to the correspondent exact solution in infinite dimensional space given by (8)–(10). In the present article we pursue this goal for the reaction–diffusion problem. A similar effort was developed in [64] for the Helmholtz equation.

3. The GPR finite element framework

The present section is devoted to establish the theoretical grounds of the proposed methodology along with its characterization as a framework to develop stabilized finite element formulations. A crucial point to be highlighted consists in the way those formulations are designed, combining the choice of a criterium, encoded in a reference matrix, and the tuning of a set of free parameters. This last feature is frequently found in stabilized methods.

3.1. Theoretical background

In this section we briefly present the theoretical background for the GPR finite element formulation. For this, we consider \( \Omega = \{ \Omega_1, \ldots, \Omega_{m_p} \} \), a partition of \( \Omega \) into non degenerated finite elements \( \Omega_k \), such that \( \Omega_k \) can be mapped in standard elements by isoparametric mappings and \( \Omega_k \cap \Omega_{k'} = \emptyset \) if \( k \neq k' \). Moreover, \( \Omega \cup \Gamma = \bigcup_{k=1}^{m_p} (\Omega_k \cup \Gamma_k) \), where \( \Gamma_k \) denotes the boundary of \( \Omega_k \). We also assume that \( D_k, \sigma_k \) and \( f_k \), the corresponding restrictions of \( D, \sigma \) and \( f \), are continuous in \( \Omega_k \). Let \( k \geq 1 \) be an integer and consider \( \mathcal{P}_k(\Omega_k) \) the space of polynomials of degree less than or equal to \( k \) in the local coordinates.

Let \( H^{k, \text{lin}}(\Omega_k) = \{ \eta \in H^k(\Omega_k); \eta \in \mathcal{P}_k(\Omega_k) \} \), \( S^{k, \text{lin}} = \{ \eta \in H^{k, \text{lin}}(\Omega_k); \eta = g_k \text{ in } \Gamma_k \}, \ V_k^{\text{lin}} = \{ \eta \in H^{k, \text{lin}}; \eta = 0 \text{ in } \Gamma_k \} \) are the finite dimension spaces, and \( g_k \) the interpolate of \( g \).

As previously stated, the GPR formulation is constructed adding to the Galerkin formulation multiple projections of the residual at element level with a free parameter associated with each projection. The number of free parameters depends on the differential operator and the local approximation space. Thus, the maximum number of linearly independent residual projections will depend on properties of operator (such as symmetry, for example) and on the order of polynomial interpolation adopted. These free parameters would then be determined by appropriate criteria for each specific problem, to get more accuracy and stable approximate solutions. To this end, consider for each fixed element \( \Omega_k \) the space of methods \( E_{\text{GPR}}(\Omega_k) \) defined as

\[
E_{\text{GPR}}(\Omega_k) = \left\{ \phi \in \mathcal{D}(\Omega_k) \rightarrow \mathbb{R}; \ \varphi = \sum_{i=1}^{n_{\text{el}}} \sum_{j=1}^{n_{\text{n}}(i)} C_{ij} \mathcal{Z}(\eta_i) \mathcal{Z}(\eta_j), \ C_{ij} \in \mathbb{R} \right\}, \quad (11)
\]

where \( n_{\text{el}} \) denotes the number of nodal points of the element \( \Omega_k \), and \( \eta_i(i = 1, \ldots, n_{\text{el}}(i)) \) denotes the usual local shape function associated with the nodal point \( i \). \( \mathcal{D}(\Omega_k) \) denotes a special operator which is the core of the proposed formulation and do not necessarily have to be linear. The choice of the operator \( \mathcal{D} \) will depend on each specific problem. From (11) follows that, \( E_{\text{GPR}}(\Omega_k) \) is the space generated by \( \mathcal{D}(\eta_i) \mathcal{Z}(\eta_j), (i, j = 1, \ldots, n_{\text{el}}) \), which is supposed to satisfy the following condition.
3.2. An adequate space of matrices for the GPR method

The basis \( \phi_{i}^{GPR} \ldots \phi_{N}^{GPR} \) of the \( E_{GPR}^{0} (\Omega_{c}) \) space will play an important role on the construction of the GPR element matrix. By construction, the GPR method is obtained by adding multiple projections of the residual to the Galerkin formulation at element level. Thus, the element matrix of GPR method is formed by the sum of Galerkin matrix and linear combination of element matrices associated with these multiple residuals. The optimal or nearly optimal GPR matrix is determined by appropriate choice of the scalar parameters of this linear combination, aiming at obtaining more accurate and stable approximate solutions.

Consider \( \mathcal{M} \), the real linear space of all \( \text{npel} \times \text{npel} \) matrices in \( \Omega_{c} \) and denote by \( \mathcal{M}^{GPR} (l = 1, \ldots , s') \) the set of \( s' \) matrices belonging to \( \mathcal{M} \) with \( (i,j) \) entry defined as

\[
A_{y}^{GPR} (i,j) = (\mathcal{D} (\eta_{l}) \mathcal{L} (\eta_{l}), \phi_{i}^{GPR} \phi_{j}^{GPR} )_{l (\Omega_{c})}
\]

\[
(i,j) \in \{ 1, \ldots , \text{npel} \} \times \{ 1, \ldots , \text{npel} \},
\]

then the following property of finite dimensional space with inner product follows.

**Proposition 1.** The functions \( \phi_{1}^{GPR}, \ldots \phi_{N}^{GPR} \) are linearly independent if and only if the matrices \( A_{y}^{GPR} (l = 1, \ldots , s') \) are linearly independent.

**Proof.** (a) Assume \( \phi_{1}^{GPR}, \ldots \phi_{N}^{GPR} \) linearly independent.

Consider the linear combination

\[
\sum_{l=1}^{s'} \lambda_{l} A_{y}^{GPR} = 0 \quad \forall y 
\]

with \( \lambda_{l} \in \mathbb{R} (l = 1, \ldots , s') \) and \( 0_{\text{matrix}} \) denoting the \( \text{npel} \times \text{npel} \) null matrix. From (13) we have

\[
\sum_{l=1}^{s'} \lambda_{l} A_{y}^{GPR} = 0 \quad \forall (i,j) \in \{ 1, \ldots , \text{npel} \} \times \{ 1, \ldots , \text{npel} \}
\]

and from (12) and (14) we obtain

\[
\sum_{l=1}^{s'} \lambda_{l} (\mathcal{D} (\eta_{l}) \mathcal{L} (\eta_{l}), \phi_{i}^{GPR} \phi_{j}^{GPR} )_{l (\Omega_{c})} = 0
\]

or equivalently

\[
(\mathcal{D} (\eta_{l}) \mathcal{L} (\eta_{l}), \sum_{l=1}^{s'} \lambda_{l} \phi_{i}^{GPR} \phi_{j}^{GPR} )_{l (\Omega_{c})} = 0
\]

for all \( (i,j) \in \{ 1, \ldots , \text{npel} \} \times \{ 1, \ldots , \text{npel} \} \). From (11) and (16) follows

\[
\sum_{l=1}^{s'} \lambda_{l} \phi_{i}^{GPR} = 0 \quad \text{in } L^{2} (\Omega_{c}).
\]

Since \( \phi_{1}^{GPR}, \ldots \phi_{N}^{GPR} \) are linearly independent, from (17) follows

\[
\lambda_{i} = 0 \quad \forall i \in \{ 1, \ldots , s' \},
\]

proving that the matrices \( A_{y}^{GPR} (l = 1, \ldots , s') \) are linearly independent.

(b) Assume \( A_{y}^{GPR} (l = 1, \ldots , s') \) linearly independent. Consider the linear combination

\[
\sum_{l=1}^{s'} \lambda_{l} A_{y}^{GPR} = 0 \quad \text{in } \Omega_{c}
\]

with \( \lambda_{l} \in \mathbb{R} (l = 1, \ldots , s') \). Multiplying Eq. (19) by \( \mathcal{D} (\eta_{l}) \mathcal{L} (\eta_{l}) \), for each pair \((i,j) \in \{ 1, \ldots , \text{npel} \} \times \{ 1, \ldots , \text{npel} \}\), and integrating in \( \Omega_{c} \), from (12) yields

\[
\sum_{l=1}^{s'} \lambda_{l} (\mathcal{D} (\eta_{l}) \mathcal{L} (\eta_{l}), \phi_{i}^{GPR} \phi_{j}^{GPR} )_{l (\Omega_{c})} = \sum_{l=1}^{s'} \lambda_{l} \phi_{g}^{GPR} (l) = 0
\]

for all \((i,j) \in \{ 1, \ldots , \text{npel} \} \times \{ 1, \ldots , \text{npel} \}\), or

\[
\sum_{l=1}^{s'} \lambda_{l} A_{y}^{GPR} = 0_{\text{matrix}},
\]

which imply

\[
\lambda_{i} = 0 \quad \forall i \in \{ 1, \ldots , s' \}
\]

since \( A_{y}^{GPR} (l = 1, \ldots , s') \) are linearly independent. Consequently, the functions \( \phi_{1}^{GPR}, \ldots \phi_{N}^{GPR} \) are linearly independent. \( \square \)

The previous property allows to choose an appropriate base for the space of matrices \( \mathcal{M}^{GPR} \subset \mathcal{M} \) generated by the GPR method, that is

\[
\mathcal{M}^{GPR} = \left\{ M \in \mathcal{M} : M = \sum_{l=1}^{s'} \lambda_{l} A_{y}^{GPR}, \lambda_{l} \in \mathbb{R} \right\}.
\]

The above correspondence between the GPR functions and matrices shows to be very convenient from the computational implementation point of view.

3.3. The Galerkin projected residual method (GPR)

Consider the real parameters \( \tau^{0}, \tau^{1}, \ldots , \tau^{s} \), the vector \( \tau^{e} = (\tau^{1}, \ldots , \tau^{s}) \in \mathbb{R}^{s} \) and the function \( W^{e} \in C^{0} (\Omega_{e} \cup \Omega_{s}) \) and define the bilinear form

\[
A_{GPR} (\tau^{e}, \phi, \eta) = \sum_{l=1}^{s'} \tau_{l} (\mathcal{L} (\phi), \mathcal{D} (\eta) \phi_{l}^{GPR} )_{l (\Omega_{c})}
\]

on \( H^{1} \text{diff} (D_{e}, \Omega_{e}) \times H^{1} \text{diff} (D_{e}, \Omega_{e}) \) and the linear functional

\[
F_{GPR} (\tau^{e}, \eta) = \sum_{l=1}^{s'} \tau_{l} (f, \mathcal{D} (\eta) \phi_{l}^{GPR} )_{l (\Omega_{c})} \quad \forall \eta \in H^{1} \text{diff} (D_{e}, \Omega_{e}).
\]

The Galerkin projected residual method (GPR) consist of finding \( \phi^{h} \in S^{h,k} \) satisfying \( \eta^{h} \in S^{h,k} \)

\[
A_{GPR} (\phi^{h}, \eta^{h}) + \sum_{r=1}^{N} \zeta_{r}^{0} (\mathcal{L} (\phi_{r}^{h}), \mathcal{D} (\eta_{r}^{h}) | W^{e} | )_{l (\Omega_{c})} + A_{GPR} (\tau^{e}, \phi^{h}, \eta^{h})
\]

\[
= F (\eta^{h}) + \sum_{r=1}^{N} \zeta_{r}^{0} (f, \mathcal{D} (\eta_{r}^{h}) | W^{e} | )_{l (\Omega_{c})} + F_{GPR} (\tau^{e}, \eta^{h}).
\]

The function \( W^{e} \) and the parameter \( \tau^{e} \) will be determined after the parameters \( \tau^{1}, \ldots , \tau^{s} \). It is possible to consider the function \( W^{e} \) dependent on the parameters \( \tau^{1}, \ldots , \tau^{s} \) and on the base \( \phi_{1}^{GPR}, \ldots , \phi_{N}^{GPR} \).

To determine the vector \( \tau^{e} = (\tau^{1}, \ldots , \tau^{s}) \) via an appropriate criterion for each specific problem, we shall determine the element matrix of the GPR method as follows. Considering the restriction of \( \phi^{h} \) to \( \Omega_{c} \)

\[
\phi_{g}^{h} = \sum_{j=1}^{\text{npel}} \phi_{j}^{h} (j) \eta_{j}.
\]
where \( \phi_e^{ij}(j) \) denotes the value of \( \phi_e^i \) on the local node "j" of \( \Omega_e \) and \( \eta_j \) is the standard finite element polynomials restricted to the element \( e \) and denoting \( A_{ij}^{G} + \lambda \epsilon_i^0(\mathcal{P}(\eta_j), \mathcal{P}(\eta_j)) \) - entry of the element matrix for Galerkin and a weighted GLS methods, respectively, we have

\[
A_{ij}^{G} = \int_{\Omega_e} (\nabla \eta_j \cdot \nabla \eta_j + \mathbf{u} \cdot \nabla \eta_j + \sigma_j \eta_j \eta_j) d\Omega + \int_{\Gamma_{e(i)}}, \eta_j \eta_j d\Gamma.
\]

\[
A_{ij}^{GLS} = A_{ij}^{G} + \epsilon_i^0(\mathcal{P}(\eta_j), \mathcal{P}(\eta_j)) | W^e | _{l^2(\Omega_e)}.
\]  

and

\[
(L(\phi_e^i), \mathcal{P}(\eta_j))_{L^2(\Omega_e)} = \sum_{j=1}^{npel} \phi_e^{ij}(\mathcal{P}(\eta_j), \mathcal{P}(\eta_j))_{L^2(\Omega_e)}.
\]  

From (29), (12) follows and denoting \( \mathcal{P}(\phi_e^i) \) at the following minimization problem at element level including the GLS projection. Moreover, the linear variational formulation can be derived associated with any postulation of the differential equation at element level including the GLS projection. The set of parameters can also be determined using information on the solution of the homogeneous or non homogeneous problem like in optimal or nearly optimal Petrov–Galerkin formulations, multiscale or residual free bubble stabilizations.

\[ M^{GPR,e} = A^{GPR,e} + \sum_{j=1}^{d} \epsilon_j^0 A^{GPR,e}_j. \]  

Note that the GLS method can be considered as a first projection of the residual of the differential equation, while the element matrix of GPR method is formed by the usual part of Galerkin plus \( \mathcal{N} + 1 \) projections of residual of the differential equation at element level including the GLS projection. Moreover, the linear independence of the matrices \( A^{GPR,e}_j \) is crucial to add new stabilization terms different of GLS term. The vector \( \epsilon \) with each component corresponding to a residual projection can be determined through some criterion adopted to improve the accuracy and/or stability of the approximate solution for each specific problem.

In general, if we know an appropriate element matrix \( A^{GPR,e} + M^{GPR,e} \), generated by any stabilization criterion, then the components of the vector \( \epsilon \) in (31) can be determined, for example, by solving the following minimization problem at element level.

Find \( \epsilon_1, \ldots, \epsilon_d \) that minimize the least square functional

\[
\mathcal{F}(M^{gen,e}) = \sum_{i=1}^{npel} \sum_{j=1}^{d} \left( \left( \sum_{j=1}^{d} \epsilon_j^0 A^{GPR,e}_j \right) - M^{gen,e}_{ij} \right)^2,
\]

or, equivalently

\[
\frac{\partial \mathcal{F}(M^{gen,e})}{\partial \epsilon_k} = 0 \quad \forall k \in \{1, \ldots, d\}
\]

Remark 3. In [64] a stabilization matrix obtained via standard dispersion analysis for the homogeneous Helmholtz equation is adopted to develop a variationally consistent GPR formulation capable to deal with the non homogeneous equation.

4. A GPR method for diffusion reaction problems

From now on, we only consider \( \mathcal{F} = \mathcal{P} \) and also restrict our differential model problem to the diffusion–reaction equation, e.g.,

\[
\mathcal{P}(\phi) = - \nabla \cdot (\nabla \phi) + \sigma \phi = f
\]

with the reaction parameter bounded by

\[
(\sigma_0)^2 \leq \sigma \leq (\bar{\sigma})^2 \quad \text{in} \ \Omega,
\]

and the boundary conditions given in (5)–(7). As mesh parameter we adopt

\[
h_e = \left( \int_{\Omega_e} d\Omega \right)^{\frac{1}{2}}.
\]

Considering that successful stabilized finite element methods have been already applied to reaction diffusion problems, such as the gradient Galerkin least squares (GGLS) and the unusual stabilization (USFEM), we design our method departing from a nontrivial combination of both. Indeed, the possibility of directly combining two stabilizing formulations was explored in [64–66] aiming at obtaining their best features. The possibility of combining stabilization terms is also explored with success in the realm of fluid mechanics in [29]. Here we built the GPR matrix through the weighted stiffness matrix inspired on the GGLS method

\[
K^e_{ij} = \int_{\Omega_e} \chi^2 \sigma (\nabla \eta_j) \cdot (\nabla \eta_j) d\Omega
\]

and also using the stabilization matrix of the USFEM method to introduce the weighted mass matrix

\[
M^e_{ij} = \int_{\Omega_e} \chi^1 \eta_i \eta_j d\Omega,
\]

where \( \chi^1 \) and \( \chi^2 \) are dimensionless functions, understood as the weights of the nontrivial combination mentioned above, and \( j \) is the Jacobian matrix corresponding to the mapping between reference and actual elements. The resulting GPR-generating matrix was adopted to reproduce the ability of the GGLS method in capturing thin sharp layers along with the stable behavior obtained by the USFEM when applied to problems where those layers are no longer confined to thin regions. Indeed, as will be confirmed by the numerical experiments reported in the next section, by exploring this combination the GPR method developed here achieves optimal convergence even in the presence of sharp gradients. Fig. 1 presents numerical results illustrating typical instability of Galerkin approximations for a predominantly reactive diffusion–reaction problem. We clearly observe the spurious oscillations close to the boundary layers compared to the nodally exact solution presented in Fig. 2. The well known GGLS stabilization is capable of reducing these oscillations as shown in Figs. 3 and 4. We also observe the improved performance of GGLS method with bilinear elements (Fig. 3) compared to linear elements (Fig. 4).

It is also worth mentioning that the expression inspired on the GGLS method was used above as, indeed, (37) differs fundamentally from the original form of the stabilizing GGLS term due to the presence of the Jacobian \( J \) replacing the \( h^2 \) in order to handle distorted elements. This is also confirmed by the numerical tests. Considering the definition of the Jacobian matrix \( J \), we observe that \( K^e_{ij} \) can be equivalently given by
with

\[
\mathbf{V}_{\text{loc}} = \left( \frac{\partial \eta}{\partial x_1}, \ldots, \frac{\partial \eta}{\partial x_n} \right),
\]

for quadrilateral elements and hexahedron elements, and

\[
\mathbf{V}_{\text{loc}} = \left( \frac{\partial \eta}{\partial x_1}, \ldots, \frac{\partial \eta}{\partial x_n}, \frac{\partial \eta}{\partial x_{n+1}} \right) (n = n + 1),
\]

for triangular elements and tetrahedral elements.

We will consider the simple version (without the term GLS and with \(c_L = L\)) of the GPR method: Find \(\phi^h \in S_h^k\) satisfying

\[
A(\phi^h, \eta^h) + \sum_{\varepsilon=1}^{\mathcal{N}_\varepsilon} A_{\text{GPR},\varepsilon}(\mathbf{v}_\varepsilon^h, \phi^h, \eta^h) = F(\eta^h) + \sum_{\varepsilon=1}^{\mathcal{N}_\varepsilon} F_{\text{GPR},\varepsilon}(\mathbf{v}_\varepsilon^h, \eta^h) \tag{43}
\]

with the bilinear form \(A(\cdot, \cdot)\) and linear functional \(F(\cdot)\), corresponding to the Galerkin projection, as defined before and

\[
A_{\text{GPR},\varepsilon}(\mathbf{v}_\varepsilon^h, \phi^h, \eta^h) = \sum_{i=1}^{\mathcal{N}_\varepsilon} \mathbf{T}_i^\varepsilon \left( \mathcal{L}(\phi), \mathcal{L}(\eta) \right) (\mathbf{v}_\varepsilon^h)_{i(j)}^2(\Omega_j),
\]

\[
F_{\text{GPR},\varepsilon}(\mathbf{v}_\varepsilon^h, \eta^h) = \sum_{i=1}^{\mathcal{N}_\varepsilon} \mathbf{T}_i^\varepsilon \left( f, \mathcal{L}(\eta) \right) (\mathbf{v}_\varepsilon^h)_{i(j)}^2(\Omega_j). \tag{45}
\]

For the elements \(\Omega_j\), such that \(M_{\text{max},\varepsilon}^h \neq 0\) matrix the components of the vector \(\mathbf{v}_\varepsilon = (\mathbf{v}_1^\varepsilon, \ldots, \mathbf{v}_{\mathcal{N}_\varepsilon}^\varepsilon)\) are determined as being the solution of the minimization problem given by (32) and (33) considering the matrix \(M_{\text{max},\varepsilon}^h\) given by

\[
M_{\text{max},\varepsilon}^h = K\varepsilon + M^\varepsilon \tag{46}
\]

with

\[
\chi^1 = \frac{1}{\alpha^0} \left( 1 - \chi^2 \right), \tag{47}
\]

\[
\chi^2 = \left( \chi^2 \right) \frac{\alpha^2}{\alpha^0}, \tag{48}
\]

for

\[
\chi^\varepsilon = \frac{1}{\chi^0 h + h^2}. \tag{49}
\]
where
\[ P_{\text{rel}}^e = \frac{6D}{\sigma(h_e)^2} \]
and
\[ \chi^0(P_{\text{rel}}^e) = \begin{cases} 1 & \text{if } P_{\text{rel}}^e \leq 1, \\ P_{\text{rel}}^e & \text{if } P_{\text{rel}}^e > 1. \end{cases} \]

We still need to determine the real constant \( \varepsilon^0 \) and the dimensionless function \( \varepsilon^2 \). To this end, for each \( \Omega_e \) and for each \( \Omega_e \) we consider \( |\Psi|e \in L^2(\Omega) \) and \( |\Psi|e \in H^1(\Omega) \forall \Omega_e \) being defined as:
\[ |\varphi|e = \int_{\Gamma_e} \varphi_e \, d\Gamma, \]
which keeps track of possible discontinuities across element edges. We also introduce \( \Gamma_{\text{int}} \) defined as
\[ \Gamma_{\text{int}} = \bigcup_{e=1}^{n_e} \left( \bigcup_{i=1}^{n_e} \Gamma_{ee}^e \right), \]
where
\[ \Gamma_{ee}^e = \begin{cases} (\Gamma_e \cap \Gamma_e^e) & \text{if } (f|e)_e \neq 0 \text{ or } |\sigma|e \neq 0 \text{ or } |D|e \neq 0, \\ \emptyset & \text{if } (f|e)_e = 0 \text{ and } |\sigma|e = 0 \text{ and } |D|e = 0, \end{cases} \]
which is the union of the external boundary with the internal edges between two elements presenting discontinuous properties or sources. It should be observed that for diffusion–reaction problems, sharp layers will only occur inside an element \( \Omega_e \) if \( \Gamma_e \cap (\Gamma \cup \Gamma_{\text{int}}) \neq \emptyset \).

Based on this observation and inspired on Refs. [31,38], we accomplished a large number of computational experiments with bilinear rectangular elements and linear triangular elements and conclude that the following expressions for the real constant \( \varepsilon^0 \) and the dimensionless function \( \varepsilon^2 \) present very good stability and accuracy properties
\[ \varepsilon^0 = \begin{cases} 0 & \text{if } ((\Gamma \cup \Gamma_{\text{int}}) \cap \Gamma_e) = \emptyset, \\ 1 & \text{if } ((\Gamma \cup \Gamma_{\text{int}}) \cap \Gamma_e) \neq \emptyset, \end{cases} \]
\[ \varepsilon^2 = \begin{cases} \varepsilon^2 \text{ (if } \Omega_e \text{ is a quadrilateral element) } \\ \varepsilon^2 \text{ (if } \Omega_e \text{ is a hexahedron element) }, \\ \varepsilon^2 \text{ (if } \Omega_e \text{ is a triangular element) } \\ \varepsilon^2 \text{ (if } \Omega_e \text{ is a tetrahedral element) }, \end{cases} \]
where \( \varepsilon^2 \) for bilinear quadrilateral element and trilinear hexahedral element and \( \varepsilon^2 \) for linear triangular element and linear tetrahedral element are, respectively, data as follows:
\[ \varepsilon^2 = \begin{cases} 2/3 + (N_{\text{fac}}^e - 1)/6 & \text{if } \text{meas}(\Gamma_e \cap \Gamma_e^e) > 0, \\ 2/3 & \text{if } \text{meas}(\Gamma_e \cap \Gamma_e^e) = 0, \end{cases} \]
\[ \varepsilon^2 = \begin{cases} \varepsilon^q & \text{if } ((\Gamma \cup \Gamma_{\text{int}}) \cap \Gamma_e) = \emptyset, \\ (P_{\text{rel}}^e)^{(j+1)} & \text{if } ((\Gamma \cup \Gamma_{\text{int}}) \cap \Gamma_e) \neq \emptyset \end{cases} \]
with \( N_{\text{fac}}^e \) being the number of faces of \( \Omega_e \) contained in \( \Gamma_e \).

**Remark 4.** From (55) we observe that the extra computational effort demanded by the proposed GPR formulation compared to the Galerkin method is not significant as it corresponds basically to the calculations of the stabilization matrices and forcing vectors of the elements \( \Omega_e \) such that \( \Gamma_e \cap (\Gamma \cup \Gamma_{\text{int}}) \neq \emptyset \). It must be emphasized that those elements are mapped beforehand, which significantly reduces the computational burden.

**Remark 5.** For GPR finite element approximations with polynomials of degree bigger than 1, additional numeric experiments need to be accomplished to validate the proposed expressions for \( \varepsilon^2 \) and \( \varepsilon^q \).

## 5. Numerical results

To assess the overall performance of the proposed GPR method, a comprehensive number of numerical tests were carried out. Special emphasis was placed in sharp layers and distorted meshes, which often are present on real applications. We will only describe, along their corresponding results, the most significant numeric experiments.

The assessment of our method was accomplished through the use of examples with exact solutions, and comparisons with well-
known stabilized formulations were also considered here. Those comparisons are not intended to be exhaustive through encompassing all methods dealing with stabilized formulations. Only some amid those focused on the diffusion–reaction problem, which in their turn have been already compared to many others, were used to support the conclusions concerning the good performance of the method introduced here. We will denote by “EMM” (enriched multiscale method) the method presented in reference [46], “USFEM” (unusual stabilization) the method presented in [38] and “ASGS” (algebraic subgrid scales) the method introduced in [37,43].
5.1. Quadrilateral domain using non uniform meshes

This experiment demonstrates the performance of GPR method when applied to a reaction dominated problem defined over a quadrilateral domain of vertices (0.5, 0.0), (1.5, 0.0), (2.0, 2.0) and (0.0, 1.0) with \( D = 10^{-6} \), \( \sigma = 1 \), \( f = 1 \) and homogeneous Dirichlet boundary conditions.

Special emphasis is placed on the use of non uniform meshes. Results were obtained for the mesh of quadrilateral elements shown in the Fig. 5 and for the mesh of triangular elements shown in the Fig. 6. Results in 3D plots for “USFEM”, “ASGS”, “GPR” and nodally exact solutions are presented in Figs. 7–10, respectively, for the mesh of 20 \( \times \) 20 quadrilateral elements. As Ref. [46] does not present the corresponding formulation for distorted quadrilateral elements, we did not present results for the method denominated “EMM”. Clearly, we can observe the great performance of the “GPR” method, showing that the effects of the distortion on...
the elements do not cause loss of accuracy and stability, maintaining the accuracy and the stability observed with uniform meshes. However, the effect of the distortion on the elements is clearly observed for the methods “USFEM” and “ASGS”, with evident losses of accuracy and stability. Figs. 11 and 12 present 2D plots comparing these solutions in two sections.

Similar results in 3D plots are presented in Figs. 13–16 for the mesh of 800 triangular elements. Once more, we can observe the great accuracy and stability of the methods “GPR” and presenting equivalent performance, and indicating again that the effects of the distortion on the elements do not cause loss of accuracy and stability. Again, it is clear the effect of the distortion on the elements for the methods “USFEM” and “ASGS”, with remarkable losses of accuracy and stability. In this case the “EMM” method, not shown here, presents performance to the “GPR” method. Figs. 17 and 18 present 2D plots comparing these solutions in two sections.

5.2. Convergence study

The second numerical experiment consists of obtaining the convergence rates expressed in terms of \( L^2(\Omega) \) and \( H^1(\Omega) \) norms for the problem defined over the quadrilateral domain given in Section 5.1 above, with \( \sigma = 1.f = (2\pi^2 D + 1) \sin(\pi x) \sin(\pi y) \) and boundary conditions \( \phi = \sin(\pi x) \sin(\pi y) \) on \( \Gamma \). The results were obtained for quadrilateral meshes with partitions 10 \( \times \) 10, 20 \( \times \) 20, 40 \( \times \) 40.
40, 80 x 80 and 120 x 120 and for triangular meshes with 400, 1600, 3600, 6400 and 10,000 elements. The convergence results are presented in graphs -Log(Hmesh) x Log(\|Error\|) in the natural basis, where Hmesh = (ne)\(^{1/2}\), \|Error\| = \|\phi - \phi_h\|_{L^2(\Omega)} or \|Error\| = \|\phi - \phi_h\|_{H^1(\Omega)} with ne denoting the number of elements, n the dimension of the domain and \|\phi\|_{H^1(\Omega)} the H\(^1\)-semi-norm. The quadrilateral mesh 20 x 20 is shown in the Fig. 5 and the triangular mesh with 800 elements in the Fig. 6. The convergence study was performed for different values of the diffusion coefficient, e.g., D = 1, D = 10\(^{-3}\) and D = 10\(^{-6}\). Results for quadrilateral meshes are presented in Figs. 19, 21 and 23 and for triangular meshes are presented in the Figs. 20, 22 and 24, for different values of the diffusion coefficient D. Clearly, for all values of D tested, the GPR method presents optimum rates of convergence.

### 6. Conclusions

The inability of purely Galerkin formulations on generating robust and stable FEM’s capable of handling, for instance, sharp gradients, has pushed the design of the so called stabilized formulations. The present contribution fits within this context. It is devoted to introduce a new consistent FEM to be applied to diffusion–reaction boundary value problems. It is built upon a generic methodology, refereed to as GPR due its main characteristics, which permits to obtain a family of methods that depend on the choice of the GPR-generating matrix and on the \(c^L\) operator at element level. The GPR-generating matrix encodes information about features of the exact solution to be pursued. The formulation is valid for any space dimension and any order of local basis functions. For each operator and local approximation space the GPR method introduces a maximum number of free parameters via multiple projections of the residual at element level. These free parameters can be determined by appropriate criteria allowing to find the solution in the continuous finite dimensional space \(S_h\) that best approximates the exact solution. The element matrix of several stabilized methods (as, for example, the methods presented in Refs. [37,38,43]) can be obtained departing from GPR method taking into consideration appropriate choices of parameters.

Using the proposed methodology, a new stabilized method of the class GPR was developed for diffusion–reaction problems requiring extra computational effort when compared to typical Galerkin formulations. This extra effort is handled with a pre-processing, not representing a real burden, restricted to the elements \(\Omega_e\) such that \(\bar{\Omega}_e \cap (\bar{T} \cup T_{int}) = \emptyset\). The GPR framework is able to retrieve well explored stabilized finite element formulations like the GLS and these can be cast as derivations from the abstract multiscale approach (VMS) introduced in [15]. We believe that there is a connection between GPR and multiscale approaches that should be explored in the near future.

A comprehensive number of numerical experiments was undertaken in order to assess and analyze the proposed method. They clearly indicate that the new method possesses a great performance in terms of accuracy and of stability which compensates the extra computational effort. Moreover, it was possible to embed in generating matrix the mesh distortion what we are convinced
helped on reducing the sensitivity of the solution to mesh distortions frequently found in real applications.

The presented results are representative as they deal with both regular situations and some presenting sharp layers. A study with a typical regular problem indicates that the proposed method presents optimum convergence rates. Boundary layers were captured with high precision as well.

It should be observed, that the methodology GPR can be used to obtain different stabilized formulations with even better performance when compared to the one introduced here, once a more efficient GPR-generating matrix can be proposed. In [64] the GPR method was applied to Helmholtz equation and as result was obtained a finite element formulation with minimal pollution. The good performance of the proposed formulation obtained for diffusion–reaction problem and Helmholtz equation, stimulates to apply the GPR methodology to other problems in future works, for example, non linear problems, Helmholtz problems in non structured meshes, advection problems and vector systems.
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