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Preface

This book is based on the lecture notes for a graduate course taught at
the Institute of Mathematics of the Federal University of Rio de Janeiro
(IM-UFRJ) during the first semester of 2013. Its purpose is to present the
classical methods and results for second order monotone nonlinear elliptic
equations and for non monotone second order semilinear elliptic equations
on a bounded domain, with a special focus on the problem −∆u = λeu.

This domain has been extensively studied and there are many books
and articles treating different aspects of the problems, some of them are
mentioned in the references but this list is from far not exhaustive. The
methods and results presented here are not new, but this course gave me
the opportunity to put together some known and less known results in a
coherent text which is essentially self contained and with all the main proofs.
Only some basic results of integration, functional analysis and of spectral
decomposition are recalled without proof.

In Chapter 1, we give a quick review on distributions, Lp spaces, weak
and weak-∗ convergence, and the fundamental Sobolev spaces which will
constitute the functional framework in these notes.

In Chapter 2 we recall the classical treatment of second order linear elliptic
equations and some additional properties like the maximum principle, some
regularity results and the spectral properties in the symmetric case.

Chapter 3 is devoted to the study of the minimisation of convex func-
tionals and of second order semilinear and nonlinear monotone equations.
For semilinear monotone equations we give a very general result based on
integration techniques and for monotone operators we follow essentially the
lines of the pioneering book by J.-L. Lions [15].

In Chapter 4, we consider second order (a priori non monotone) semilinear
equations. In a first part we give a complete description of the methods based
on maximum principle. Some of the results are well known (see for example
[24]) but some additional properties are less known and will be of interest for
specific applications. Then we study the variational methods with two cases:
first of all we look for extrema of functionals on a manifold; then we prove
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and apply the celebrated Mountain Pass Theorem due to A. Ambrosetti and
P. Rabinowitz [2].

In Chapter 5, we focus on the problem −∆u = λeu with Dirichlet bound-
ary conditions. This is a rich problem for which we use almost all methods
described before successively. We give here all the results which are known
on this problem, including in the last section the study of radial symmetric
regular and singular solutions in a ball.

These notes have been written by Eleonora Moura and Rolci Cipolatti
and I would like to express my warmest thanks to them for their very nice
work and their constant tenacity.

I also want to thank all my colleagues from IM-UFRJ, in particular Flavio
Dickstein and Rolci Cipolatti, for their hospitality and their constant help
during my stay in Rio de Janeiro. We have made together a lot of mathe-
matical work and we have also had many very interesting non mathematical
discussions.

Acknowledgements

The author’s visit was supported by the program Ciência sem fonteiras of
the Brazilian government through CNPq.

Jean-Pierre Puel
Rio de Janeiro, 2018



Chapter 1

Preliminaries

In this chapter we recall some basic definitions and results concerning Distri-
butions, Lp spaces and Sobolev spaces, that will be essential to the subsequent
material.

We define the support of a function u ∈ C(RN) as the set

supp u := {x ∈ RN ; u(x) 6= 0}.

Notice that, since the support of u is a closed set, it may contain points
where u(x) = 0.

We denote by D(RN) the vector space of C∞(RN) with compact support,
i.e.,

D(RN) := {u ∈ C∞(RN) ; supp u is compact}
As an example of a function in D(RN), consider

ρ(x) :=





exp

(
1

|x|2 − 1

)
if |x| < 1

0 if |x| ≥ 1

(1.1)

x

y

ρ

Figure 1.1. Graphic of the function (1.1).

It is clear that ρ ∈ C∞(RN) and its support is the unit ball

B1(0) := {x ∈ RN : |x| ≤ 1}.

If Ω is an open subset of RN , we denote

D(Ω) := {u ∈ D(RN) ; supp u ⊂ Ω}.

D(Ω) is known as the space of test functions on Ω.
Note that supp u is a closed set contained in the open set Ω.
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Example 1.1. Let Ω be the open interval ]a, b[ and ψ1, ψ2 : Ω → R be the
functions whose graphs are given by the following pictures:

a b
x

y
ψ1

a b
x

y
ψ2

Figure 1.2. ψ1 /∈ D
(
]a.b[

)
but ψ2 ∈ D

(
]a.b[

)
.

Since suppψ1 = [a, b], it follows by definiton that ψ1 /∈ D(Ω). On the
other hand, suppψ2 ⊂ Ω and so ψ2 ∈ D(Ω).

Example 1.2. For any compact K ⊂ RN , there exists a test function ϕ ∈
D(RN) such that ϕ(x) = 1 for all x ∈ K. Indeed, let ε > 0 and consider the
sets

Kε :=
{
x ∈ RN ; dist(x,K) ≤ ε

}
, Fε :=

{
x ∈ RN ; dist(x,K) ≥ 2ε.

}
.

Then Kε is compact, Fε is closed and Kε ∩ Fε = ∅.
Let f : RN → R be the function defined by

f(x) :=
dist(x, Fε)

dist(x,Kε) + dist(x, Fε)
.

It is easy to check that f is continuous, 0 ≤ f ≤ 1 with support equals K2ε.
To define the desired test function, we take n ∈ N with nε > 1 and

ϕ(x) := (φn ∗ f)(x) =
∫

RN

φn(x− y)f(y) dy,

where

φn(x) :=
nN

ρ0
ρ(nx), ρ0 :=

(∫

RN

ρ(x) dx

)−1

,

with ρ the test function given in (1.1).
As the function ϕ inherits the regularity of φ, if follows that ϕ ∈ C∞(RN ).

To show that ϕ has compact support, note that the support of the mapping
y 7→ φ(y− x) is the closed ball B1/n(x). So, if dist(x,K) ≥ 3ε, B1/n(x) ⊂ Fε
and ϕ(x) = 0. Moreover, if x ∈ K, we have B1/n(x) ⊂ Kε and consequently
φ(x) = 1.
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Example 1.3. Given K compact and F closed, disjoint subsets of RN , we
can construct a test function ϕ such that ϕ|K ≡ 1 and ϕ|F ≡ 0. Indeed, it
suffices to consider ε < dist(K,F )/4, define

Kε :=
{
x ∈ RN ; dist(x,K) ≤ ε

}
, Fε :=

{
x ∈ RN ; dist(x, F ) ≥ ε.

}

and repeat the arguments of the above example.

1.1 Distributions

Rigorously speaking, a distribution T in Ω is a continuous functional defined
in D(Ω) which is endowed with a (complicated) topology. More precisely, let
α = (α1, . . . , αN) ∈ NN be a multi-index and |α| = α1 + . . .+ αN . For every
ϕ ∈ D(Ω), we denote the derivative of ϕ of order α by

Dαϕ :=
∂|α|ϕ

∂xα1
1 ∂x

α2
2 . . . ∂xαN

N

.

If K is a compact subset of Ω, we define

DK(Ω) :=
{
ψ ∈ D(Ω) ; suppψ ⊂ K

}
.

On DK(Ω) we have the following family of seminorms
{
Nα ; α ∈ NN

}
, where

Nα(ψ) := max
x∈Ω

|Dαψ(x)|.

Associated to this family we can introduce a topology on D(Ω), namely the
inductive limit of DK(Ω), K ⊂ Ω, K compact (cf. Schwartz [26]). It is well
known that this topology is not metrizable.

For our purposes, we can overcome these difficulties by introducing a
notion of convergence in D(Ω).

Definition 1.4. Let {ϕj}j∈N be a sequence in D(Ω). We say that ϕj → ϕ
in D(Ω) if:

(1) there exists a compact K ⊂ Ω such that suppϕj ⊂ K for every j ∈ N;

(2) for all α ∈ NN , Dαϕj → Dαϕ uniformly on K.
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1.1.1 The space D′(Ω) of distributions

The space of distributions, D′(Ω), is the topological dual of D(Ω), i.e., the
space of linear continuous functional on D(Ω) with values in R (or C). For
linear functionals on D(Ω), to be continuous is equivalent to the fact that its
restriction to DK(Ω) is continuous for the topology of DK(Ω). More precisely,
a mapping T ∈ D′(Ω) if, and only if,

(1) T is a linear mapping from D(Ω) to R (or C);

(2) T is continuous, i.e., if ϕj → ϕ in D(Ω), then 〈T, ϕj〉 → 〈T, ϕ〉 in R (or
C).

Example 1.5. Let f ∈ L1
loc(Ω), i.e., f is Lebesgue integrable on every com-

pact K ⊂ Ω. The mapping

ϕ ∈ D(Ω) 7→
∫

Ω

f(x)ϕ(x) dx

is well defined and linear. It is easy to see that it is continuous. In fact, if
ϕj → ϕ in D(Ω) with suppϕj ⊂ K for all j, K ⊂ Ω compact, then

∣∣∣∣
∫

Ω

f(x)
(
ϕj(x)− ϕ(x)

)
dx

∣∣∣∣ =
∣∣∣∣
∫

K

f(x)
(
ϕj(x)− ϕ(x)

)
dx

∣∣∣∣

≤ max
x∈Ω

∣∣ϕj(x)− ϕ(x)
∣∣
∫

K

|f(x)| dx.

This is the basic example and, in this sense, the distributions in D′(Ω)
generalize the notion of functions of L1

loc(Ω). So, it is usual to write Tf as
the distribution associated to f :

∀ϕ ∈ D(Ω), 〈Tf : ϕ〉 =
∫

Ω

f(x)ϕ(x) dx.

In the following we show an example of a distribution which is not an
element of L1

loc(Ω).

Example 1.6. Consider the mapping ϕ ∈ D(Ω) 7→ ϕ(x0) ∈ R, where x0 ∈ Ω.
Since it is linear and continuous, it defines a distribution δx0 (Dirac mass at
point x0):

〈δx0, ϕ〉 = ϕ(x0).

It is an exercise to show that there cannot exist f ∈ L1
loc(Ω) such that δx0

can be equal to Tf .

The following two properties are essential.
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Lemma 1.7. D(Ω) is dense in L1(Ω).

Proof. Let f ∈ L1(Ω) and ε > 0. Then, we can choose a compact K ⊂ Ω
such that its restriction fK to K extended to Ω by zero satisfies

∫

Ω

|f(x)− fK(x)| dx ≤ ε

2
.

Take a regularizing sequence {ρn}n∈N, i.e., ρn(x) = nNρ(nx), where

ρ ∈ C∞(RN), ρ ≥ 0, supp ρ ⊂ B1(0),

∫

RN

ρ(x) dx = 1.

It is clear that we can find n0 such that K + B1/n0(0) ⊂ Ω. By taking
the convolution un = fK ∗ ρn, n ≥ n0, it follows that un ∈ C∞(Rn) and
supp un ⊂ K +B1/n0

(0) ⊂ Ω, which implies that un ∈ D(Ω). Hence,

∫

Ω

|un(x)− fK(x)| dx =

∫

RN

|(fK ∗ ρn)(x)− fK(x)| dx→ 0, as n→ +∞.

So, we can find n1 ∈ N such that
∫

Ω

|un(x)− fK(x)| dx <
ε

2
, ∀n ≥ n1,

which implies that
∫

Ω

|un(x)− f(x)| dx < ε, ∀n ≥ max{n0, n1}

and the proof is complete.

Proposition 1.8. If f ∈ L1
loc(Ω) is such that Tf = 0 in D′(Ω), then f = 0

a.e. in Ω.

Proof. It suffices to prove that, for every open set Ω′ such that Ω′ compact
and Ω′ ⊂ Ω, we have f = 0 a.e. in Ω′.

Since D(Ω′) ⊂ D(Ω), it follows that

〈Tf , ϕ〉 =
∫

Ω′

f(x)ϕ(x) dx = 0, ∀ϕ ∈ D(Ω′). (1.2)

By Lemma 1.7, given ε > 0, there exists φ ∈ D(Ω′) such that

∫

Ω′

|f(x)− φ(x)| dx < ε. (1.3)



6 1. Preliminaries

Therefore, from (1.2) and (1.3), we have

∣∣∣∣
∫

Ω′

φ(x)ϕ(x) dx

∣∣∣∣ =
∣∣∣∣
∫

Ω′

(
φ(x)− f(x)

)
ϕ(x) dx

∣∣∣∣ ≤ εmax
x∈Ω′

|ϕ(x)|. (1.4)

Let K1 and K2 be the sets defined by

K1 :=
{
x ∈ Ω′ ; φ(x) ≥ ε

}
, K2 :=

{
x ∈ Ω′ ; φ(x) ≤ −ε

}
.

It is clear that they are disjoints compact subsets of Ω′.
Let ψi ∈ D(Ω′), 0 ≤ ψi ≤ 1, i = 1, 2, such that (see Example 1.3)

ψ1(x) =

{
1, if x ∈ K1,

0, if x ∈ K2,
ψ2(x) =

{
1, if x ∈ K2,

0, if x ∈ K1,

By considering ψ = ψ1 − ψ2, we have ψ ∈ D(Ω′) satisfying −1 ≤ ψ ≤ 1 and

ψ(x) =

{
1, if x ∈ K1,

−1, if x ∈ K2,

From (1.4), it follows that

∣∣∣∣
∫

Ω′

φ(x)ψ(x) dx

∣∣∣∣ ≤ ε,

and from the definition of Ki, i = 1, 2, we obtain
∣∣∣∣
∫

K

φ(x)ψ(x) dx

∣∣∣∣ ≤
∣∣∣∣
∫

Ω′

φ(x)ψ(x) dx

∣∣∣∣+
∣∣∣∣
∫

Ω′\K

φ(x)ψ(x) dx

∣∣∣∣ <
(
1+meas(Ω′)

)
ε,

where K := K1 ∪K2. Moreover, since |φ(x)| = ψ(x)φ(x) for all x ∈ K and
|φ(x)| ≤ ε for all x ∈ Ω′ \K, we have

∫

K

|φ(x)| dx =

∫

K

φ(x)ψ(x) dx <
(
1 + meas(Ω′)

)
ε

Therefore,
∫

Ω′

|f(x)| dx ≤
∫

Ω′

|f(x)− φ(x)| dx+
∫

K

|φ(x)| dx

+

∫

Ω′\K

|φ(x)| dx < 2
(
1 + meas(Ω′)

)
ε.

and the proof is complete.
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1.1.2 Derivation and convergence in D′(Ω)

Let T ∈ D′(Ω). The mapping ϕ ∈ D(Ω) 7→ −
〈
T, ∂ϕ

∂xi

〉
is well defined,

linear and continuous. It then defines a distribution denoted by ∂T
∂xi

. More

generally, for α ∈ NN , we have:

Definition 1.9. The mapping ϕ ∈ D(Ω) 7→ (−1)|α|〈T,Dαϕ〉 is a distribution
called distributional derivative of T of order α, denoted by DαT .

It is an elementary exercise to show that ϕ 7→ DαT is a distribution.

Remark 1.10. In this sense, we can define the derivative (of any order) of
any function in L1

loc(Ω); for f ∈ L1
loc(Ω),

〈D|α|f, ϕ〉 = (−1)|α|
∫

Ω

f(x)D|α|ϕ(x) dx.

Definition 1.11. A sequence {Tn}n∈N), Tn ∈ D′(Ω), converges to T inD′(Ω),
if

lim
n→∞

〈Tn, ϕ〉 = 〈T, ϕ〉, ∀ϕ ∈ D(Ω).

If the sequence {Tn}n∈N converges to T in D′(Ω), we write

Tn → T in D′(Ω).

Theorem 1.12. Let {Tn}n∈N be a sequence of distributions such that, for
all ϕ ∈ D(Ω), the sequence {〈Tn, ϕ〉}n∈N converges in R to some limit called
T (ϕ). Then, the mapping ϕ 7→ T (ϕ) defines a distribution T and Tn → T in
D′(Ω).

Corollary 1.13. If Tn → T in D′(Ω), then, for any α ∈ NN , D|α|Tn → D|α|T
in D′(Ω)

Example 1.14. Let us consider the Heaviside function on R, H : R → R

defined by

H(x) =

{
1 if x > 0,

0 if x ≤ 0,

Then H ∈ L1
loc(R) ⊂ D′(R). If ϕ ∈ D(R), then

〈
dH

dx
, ϕ

〉
= −

〈
H,

dϕ

dx

〉
= −

∫

R

H(x)
dϕ

dx
(x) dx

= −
∫ +∞

0

dϕ

dx
(x) dx = ϕ(0) = 〈δ0, ϕ〉
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Since 〈
dH

dx
, ϕ

〉
= 〈δ0, ϕ〉, ∀ϕ ∈ D(R),

we have
dH

dx
= δ0 in D′(R).

Example 1.15. Let f : R \ {x0} → R a C1 function such that

lim
x→x−0

f(x) = L1, lim
x→x+0

f(x) = L2,

where L1 6= L2. As in the above example, f ∈ L1
loc(R) ⊂ D′(R). Therefore,

〈
df

dx
, ϕ

〉
= −

〈
f,
dϕ

dx

〉
= −

∫ x0

−∞

f(x)
dϕ

dx
(x) dx−

∫ +∞

x0

f(x)
dϕ

dx
(x) dx

= −L1ϕ(x0) +

∫ x0

−∞

df

dx
(x)ϕ(x) dx+ L2ϕ(x0) +

∫ +∞

x0

df

dx
(x)ϕ(x) dx

If we denote g : R \ {x0} → R by

g(x) =





df

dx
(x) if x < x0,

df

dx
(x) if x > x0,

then g ∈ L1
loc(R) and

df

dx
= [L2 − L1]δx0 + g in D′(R).

1.2 Lp spaces

Let Ω be an open subset of RN . For 1 ≤ p < +∞, we define

Lp(Ω) :=
{
f : Ω → R ; f is measurable and

∫

Ω

|f(x)|p dx < +∞
}
,

and, for p = +∞,

L∞(Ω) :=
{
f : Ω → R ; f is measurable and essentially bounded

}
,

For essentially bounded we mean that there exists C > 0 such that |f(x)| ≤ C
for almost every x ∈ Ω.
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We set

‖f‖p :=
[ ∫

Ω

|f(x)|p dx
]1/p

and ‖f‖∞ := inf
{
C ≥ 0 ; |f(x)| ≤ C, a.e. in Ω

}
,

which are norms for Lp(Ω), 1 ≤ p < +∞ and L∞(Ω), respectively.
We can prove that with these norms, Lp(Ω) (1 ≤ p ≤ +∞) is a Banach

Space. Moreover, if p = 2, the space L2(Ω) is a Hilbert space for the inner
product

(f, g) =

∫

Ω

f(x)g(x) dx.

Note that, if f ∈ Lp(Ω) and g = f almost everywhere in Ω, they define
the same element in Lp(Ω).

We write p′ the conjugate exponent of 1 < p < +∞ by the relation
1/p+ 1/p′ = 1. Or, more generally,

p′ :=





p

p− 1
, if 1 < p < +∞,

+∞, if p = 1,

1, if p = +∞.

Theorem 1.16 (Hölder’s inequality). Let 1 ≤ p ≤ +∞ and p′ its conjugate
exponent. If f ∈ Lp(Ω) and g ∈ Lp

′

(Ω), then fg ∈ L1(Ω) and

∫

Ω

|f(x) g(x)| dx ≤ ‖f‖p‖g‖p′.

For p = 2, this inequality is called the Cauchy-Schwarz inequality.

Proof. The cases p = +∞ and p′ = +∞ are trivial. So, let 1 < p < +∞.
For all a, b ≥ 0, we have (the Young inequality)

ab ≤ ap

p
+
bp

′

p′
.

Indeed, since x 7→ log x is concave,

log

(
ap

p
+
bp

′

p′

)
≥ 1

p
log ap +

1

p′
log bp

′

= log a+ log b = log(ab).

Hence,

|f(x)g(x)| ≤ 1

p
|f(x)|p + 1

p′
|g(x)|p′,
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which implies that

∫

Ω

|f(x)g(x)| dx ≤ 1

p

∫
|f(x)|p dx+ 1

p′

∫
|g(x)|p′ dx =

1

p
‖f‖pp +

1

p′
‖g‖p′p′.

If we replace f by λf , with λ > 0, we get

λ

∫

Ω

|f(x) g(x)| dx ≤ 1

p
λp‖f‖pp +

1

p′
‖g‖p′p′.

So, ∫

Ω

|f(x) g(x)| dx ≤ 1

p
λp−1‖f‖pp +

1

p′λ
‖g‖p′p′, λ > 0,

which implies that

∫

Ω

|f(x) g(x)| dx ≤ inf
λ>0

{
1

p
λp−1‖f‖pp +

1

p′λ
‖g‖p′p′

}
.

We can see that the infimum is achieved when λ = ‖f‖−1
p ‖g‖p′/pp′ , and the

result follows.

Theorem 1.17 (Minkowski’s inequality). Suppose 1 ≤ p ≤ +∞. If f, g ∈
Lp(Ω), then f + g ∈ Lp(Ω) and

‖f + g‖p ≤ ‖f‖p + ‖g‖p. (1.5)

Proof. If f, g ∈ Lp(Ω), then, by convexity or s 7→ |s|p,

|f(x) + g(x)|p ≤ (|f(x)|+ |g(x)|)p ≤ 2p−1(|f(x)|p + |g(x)|p).

Consequently, f + g ∈ Lp(Ω).
Now, if p = 1 or p = ∞, the inequality is trivial. Otherwise, we have

‖f + g‖pp =
∫

Ω

|f + g||f + g|p−1 ≤
∫

Ω

|f ||f + g|p−1 +

∫

Ω

|g||f + g|p−1.

Since |f + g|p−1 ∈ Lp
′

(Ω), it follows from Hölder’s inequality that

‖f + g‖pp ≤ (‖f‖p + ‖g‖p)‖f + g‖p−1
p

and we obtain (1.5).

Remark 1.18. As a consequence, we have that f 7→ ‖f‖p is a norm.
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1.2.1 Essential convergence theorems

We present now three very important theorems and some additional proper-
ties without proof.

Theorem 1.19 (Beppo-Levi Monotone Convergence Theorem). Let {fn}n≥1

be an increasing sequence of non-negative functions in L1(Ω), such that

sup
n≥1

∫

Ω

fn(x) <∞.

Then, there exists f ∈ L1(Ω) such that

(1) fn → f a.e. in Ω;

(2) ‖fn − f‖1 → 0, as n→ ∞.

Theorem 1.20 (Lebesgue Dominated Convergence Theorem). Let {fn}n≥1

be a sequence of functions in L1(Ω), such that

(1) fn → f a.e. in Ω;

(2) there exists g ∈ L1(Ω) such that, for all n ∈ N, |fn(x)| ≤ g(x), a.e. in Ω.

Then, f ∈ L1(Ω) and fn → f in L1(Ω).

Theorem 1.21 (Vitali Theorem). Suppose that Ω is bounded. Let {fn}n≥1

be a sequence of functions in L1(Ω) such that

(1) fn → f a.e. in Ω;

(2) (fn) is equi-uniformly integrable, i.e. for all ε > 0, there exists δ > 0,
such that, for any A ⊂ Ω, with meas(A) ≤ δ, we have

∫

A

|fn(x)| dx ≤ ε, ∀n.

Then, f ∈ L1(Ω) and fn → f in L1(Ω).

Lemma 1.22 (Fatou Lemma). Let {fn}n≥1 be a sequence of functions in
L1(Ω) such that

(1) for each n ∈ N, fn ≥ 0 a.e. in Ω;

(2) sup
n∈N

∫

Ω

fn(x) dx < +∞.

Let f(x) := lim infn→∞ fn(x). Then, f ∈ L1(Ω) and
∫

Ω

f(x) dx ≤ lim inf
n→∞

∫

Ω

fn(x) dx.
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1.2.2 Additional properties:

In addition to the above results, it is worth mentioning the following.

Theorem 1.23 (Density). If 1 ≤ p <∞, D(Ω) is dense in Lp(Ω).

This result is not valid for L∞, because the uniform limit of continuous
functions are necessarily continuous.

Proposition 1.24 (Completeness). Lp(Ω) is a Banach space, for all 1 ≤ p ≤
+∞.

Theorem 1.25 (Topological Dual). For 1 < p < ∞, we have
(
Lp(Ω)

)′
=

Lp
′

(Ω) and
(
L1(Ω)

)′
= L∞(Ω). However, the topological dual of L∞(Ω) is

not L1(Ω).

Remark. As a consequence, for 1 < p < +∞, Lp(Ω) is reflexive, i.e., it is
isomorphic to its bidual. But L1(Ω) and L∞(Ω) are not reflexive.

If f ∈ L1(RN) and g ∈ Lp(RN), with 1 ≤ p ≤ ∞, we define the convolu-
tion of f and g by the function

(f ∗ g)(x) :=
∫

RN

f(x− y)g(y)dy =

∫

RN

f(y)g(x− y)dy.

Proposition 1.26. If f ∈ L1(RN ) and g ∈ Lp(RN), with 1 ≤ p ≤ ∞, then
f ∗ g ∈ Lp(RN) and

‖f ∗ g‖p ≤ ‖f‖1‖g‖p.
Moreover, supp (f ∗ g) ⊂ supp (f) + supp (g).

1.2.3 Weak and weak-∗ convergence

Definition 1.27. Let E be a Banach space and E ′ its topological dual. We
say that a sequence {fn}n∈N in E converges weakly to f ∈ E (and write
fn ⇀ f in E) if

∀L ∈ E ′, lim
n→∞

〈L, fn〉 = 〈L, f〉.

Remark. It is important to notice that strong convergence implies weak
convergence, since

∣∣〈L, fn − f〉
∣∣ ≤ ‖L‖E′‖fn − f‖E.

However, the converse is not true (in infinite dimension).
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Example 1.28. For 1 ≤ p <∞, fn ⇀ f in Lp(Ω) weakly if

lim
n→∞

∫

Ω

g(x)fn(x) dx =

∫

Ω

g(x)f(x) dx, ∀g ∈ Lp
′

(Ω).

Example 1.29. In a Hilbert space H , as H ′ is isomorphic to H , we have
fn ⇀ f weakly in H if, and only if,

lim
n→∞

(g, fn)H = (g, f)H, ∀g ∈ H.

As a consequence of Banach-Steinhaus Theorem, we have

Proposition 1.30. Every weakly convergent sequence in E is bounded in
E.

Theorem 1.31. Let E be a Banach space and K a closed (for the strong
topology) convex subset of E. Then K is closed for the weak topology of E.

Proof. Let K be a closed convex subset of E. We denote by HK the family
of closed half-spaces which contain K, i.e.,

H ∈ HK ⇔ ∃L ∈ E ′, α ∈ R such that H = {v ∈ E ; 〈L, v〉 ≥ α} ⊃ K.

We want to show that K =
⋂
H∈HK

H , i.e., K coincides with the inter-
section of all closed half-spaces containing K.

Of course, for all H ∈ HK , we have that K ⊂ H which implies K ⊂⋂
H∈HK

H .
Now, suppose that exists v0 ∈

⋂
H∈HK

H , such that v0 /∈ K. Then, from
Hahn-Banach Theorem, there exists a hyperplane H0 := {v ∈ E ; 〈L0, v〉 =
α0} separating K and v0, i.e.,

〈L0, v〉 > α0, ∀v ∈ K and 〈L0, v0〉 < α0.

Let H̃0 := {v ∈ E ; 〈L0, v〉 ≥ α0}. Then K ⊂ H̃0 so that H̃0 ∈ HK . Since

v0 /∈ H̃0, we have a contradiction.
Now, if L ∈ E ′, L is continuous for the weak topology, so that HK is

closed weakly. Since we proved that K = HK , the proof is complete.

Proposition 1.32. If fn ⇀ f in E and if L : E → F is a continuous linear
map, then

L(fn)⇀ L(f) in F.

Proof. If T ∈ F ′ and L ∈ L(E, F ), we have T ◦L ∈ E ′. Since 〈T, L(fn)〉F ′,F =
〈T ◦ L, fn〉E′,E, we have

lim
n→∞

〈T, L(fn)〉F ′,F = lim
n→∞

〈T ◦ L, fn〉E′,E = 〈T ◦ L, f〉E′,E = 〈T, L(f)〉F ′,F
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Remark 1.33. It is noteworthy that, as Lp(Ω) ⊂ L1
loc(Ω) ⊂ D′(Ω) and

D(Ω) ⊂ Lp
′

(Ω), if fn ⇀ f weakly in Lp(Ω), we have
∫

Ω

fn(x)ϕ(x) dx→
∫

Ω

f(x)ϕ(x) dx ∀ϕ ∈ D(Ω),

which means that Tfn → Tf in D′(Ω), i.e., weak convergence in Lp(Ω) implies
convergence in the sense of distributions.

In reflexive Banach spaces (in particular Hilbert spaces), weak conver-
gence play an important role because of the following.

Theorem 1.34. Let E be a reflexive Banach space. If {fn}n∈N is a bounded
sequence in E, then {fn}n∈N is weakly relatively compact, i.e. there exists a
subsequence {fnk

}k∈N and f ∈ E such that fnk
⇀ f weakly in E.

Notice that, if 1 < p < ∞ and if (fn) is bounded in Lp(Ω), then there
exists a subsequence {fnk

}k∈N and f ∈ Lp(Ω) such that fnk
⇀ f weakly in

Lp(Ω). This result is not valid in L1(Ω) and L∞(Ω)), because they are not
reflexive.

We know that convergence in norm imply weak convergence, but the
converse is not true, as we can see from the following examples.

Example 1.35 (Ω unbounded). Let Ω = R, 1 < p < +∞ and fn : R → R

defined by

fn(x) =

{
1 if n ≤ x < n + 1,

0 otherwise.

First of all, notice that ‖fn‖p = 1 and

lim
n→∞

∫

R

fn(x)ϕ(x) dx = lim
n→∞

∫ n+1

n

ϕ(x) dx = 0, ∀ϕ ∈ D(R)

Take g ∈ Lp
′

(R). Since D(R) is dense in Lp
′

(R) (see Thm 1.23), for
ε > 0 given, we can find ϕ ∈ D(R) such that ‖g − ϕ‖p′ < ε. Therefore, from
Hölder’s inequality,
∣∣∣∣
∫

R

g(x)fn(x) dx

∣∣∣∣ ≤ ‖fn‖p‖g − ϕ‖p′ +
∫ n+1

n

ϕ(x) dx ≤ ε+

∫ n+1

n

ϕ(x) dx,

which implies that fn ⇀ 0 in Lp(R) weakly. However, fn does not converge
strongly in Lp(R), because ‖fn‖p = 1 forall n ∈ N.

Example 1.36 (Ω bounded). Let Ω = ]0, 1[ and fn : ]0, 1[→ R defined by

fn(x) =





1 if
2k

2n
≤ x <

2k + 1

2n
, k = 0, . . . , n− 1.

−1 if
2k + 1

2n
≤ x <

2k + 2

2n
, k = 0, . . . , n− 1.
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x
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f2

Figure 1.3. The graphic of function fn.

To show that fn ⇀ 0 in L2(]0, 1[), we proceed in four steps.
Step 1: Notice that, by definition,

∫ (k′+1)/n

k/n

fn(x) dx = 0, 0 ≤ k ≤ k′ ≤ 1. (1.6)

Step 2: For any 0 < a < b < 1, we have

lim
n→∞

∫ b

a

fn(x) dx = 0.

Indeed, for n ∈ N such that 1/n < b− a, consider

k1(n) := max

{
k ∈ N ;

k

n
< a

}
, k2(n) := min

{
k′ ∈ N ;

k′ + 1

n
> b

}
.

Then, it is clear that k1(n) < k2(n) and following the previous step,

∣∣∣∣
∫ b

a

fn(x) dx

∣∣∣∣ ≤
∣∣∣∣
∫ a

k1(n)/n

fn(x) dx

∣∣∣∣ +
∣∣∣∣∣

∫ (k2(n)+1)/n

b

fn(x) dx

∣∣∣∣∣

≤
∣∣∣∣a−

k1(n)

n

∣∣∣∣ +
∣∣∣∣b−

(k2(n) + 1)

n

∣∣∣∣ < 2ε

if we choose n ∈ N such that 1/n < ε.
Step 3: As an immediate consequence of (1.6), we have

lim
n→∞

∫ 1

0

fn(x)ψ(x) dx = 0, for all step function ψ. (1.7)

Step 4: Let ε > 0 and g ∈ L2(]0, 1[). From density of D(]0, 1[) ⊂ L2(]0, 1[),
we can choose a function ϕ ∈ D(]0, 1[) such that ‖g − ϕ‖2 < ε. Hence,

∣∣∣∣
∫ 1

0

g(x)fn(x) dx

∣∣∣∣ ≤
∣∣∣∣
∫ 1

0

[g(x)− ϕ(x)]fn(x) dx

∣∣∣∣+
∣∣∣∣
∫ 1

0

fn(x)ϕ(x) dx

∣∣∣∣

≤ ε‖fn‖2 +
∣∣∣∣
∫ 1

0

fn(x)ϕ(x) dx

∣∣∣∣
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Since the space of step functions is dense in L1(]0, 1[), there exists a step
function ψ such that ‖ϕ− ψ‖1 < ε. Therefore, from Hölder’s inequality and
the fact that ‖fn‖∞ = 1 for all n ∈ N, we have

∣∣∣∣
∫ 1

0

g(x)fn(x) dx

∣∣∣∣ < 2ε+

∣∣∣∣
∫ 1

0

fn(x)ψ(x) dx

∣∣∣∣

from which we conclude that fn ⇀ 0 weakly in L2(]0, 1[).

However, fn does not converge strongly in L2(R), because ‖fn‖2 = 1 for
all n ∈ N.

Remark 1.37. A natural question is what happens concerning bounded
sequences in non reflexive Banach spaces. Two cases must be considered,
depending wether E is the dual of another Banach spaces F or not.

Let us consider the first case where F is a Banach space and E = F ′.

Definition 1.38. We say that {gn}n∈N converges weakly-∗ to g in F ′ (and

we write gn
∗
⇀ f in F ′), if

∀f ∈ F, 〈gn, f〉F ′,F → 〈g, f〉F ′,F , as n→ ∞.

Example 1.39. Let E = L∞(Ω) = (L1(Ω))′. Then gn
∗
⇀ g weak-∗ in L∞(Ω),

if

∀f ∈ L1(Ω),

∫

Ω

gn(x)f(x) dx→
∫

Ω

g(x)f(x) dx.

In this case, we have a positive answer to our question, namely:

Theorem 1.40. Let E be the dual space of a Banach space F (E = F ′). If
{gn}n∈N is a bounded sequence in E, then there exists a subsequence {gnk

}k∈N
and g ∈ E such that gnk

∗
⇀ g weak-∗ in E.

Remark 1.41. If gnk

∗
⇀ g weak-∗ in L∞(Ω), then gnk

→ g in D′(Ω).

Unfortunately, in the other case (for example, in L1(Ω)), we don’t have
analogous property and we cannot say anything important for bounded se-
quences.
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1.3 Sobolev spaces

In this section we introduce the Sobolev spaces and we present their principal
properties. As before, Ω will denote an open subset of Rn.

For m ∈ N, we define

Hm(Ω) :=
{
v ∈ L2(Ω) ; Dαv ∈ L2(Ω), ∀α ∈ NN , |α| ≤ m

}
,

where the derivative Dα is in the sense of distribution. We endow Hm(Ω)
with the norm

‖v‖2Hm(Ω) := ‖v‖2L2(Ω) +
∑

1≤|α|≤m

‖Dαv‖2L2(Ω)

For example,

H1(Ω) =
{
v ∈ L2(Ω) ;

∂v

∂xi
∈ L2(Ω), ∀i = 1, . . . , N

}
,

‖v‖2H1(Ω) = ‖v‖2L2(Ω) +

N∑

i=1

∥∥∥∥
∂v

∂xi

∥∥∥∥
2

L2(Ω)

.

Proposition 1.42. Hm(Ω) is a Hilbert space for the scalar product

(v, w)Hm(Ω) := (v, w)L2(Ω) +
∑

1≤|α|≤m

(Dαv,Dαw)L2(Ω).

Proof. The only thing that is not evident is that it is complete. To prove
this fact, let {vn}n∈N be a Cauchy sequence in Hm(Ω). Then, it is a Cauchy
sequence in L2(Ω) and the same is true for the sequence {Dαvn}n∈N, for all
α ∈ NN with |α| ≤ m.
As L2(Ω) is complete, there exist v and vα in L2(Ω) such that

{
vn → v in L2(Ω),

Dαvn → vα in L2(Ω).

Then, {
vn → v in D′(Ω),

Dαvn → vα in D′(Ω).

But we know from Corollary 1.13 that vn → v in D′(Ω) implies that Dαvn →
Dαv in D′(Ω). So, we have Dαv = vα. This shows that v and Dαv belong to
L2(Ω) for 1 ≤ |α| ≤ m, so that v ∈ Hm(Ω).
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Now, for a given ε > 0, there exist n0 ∈ N such that, for n ≥ n0,

‖vn − v‖2L2(Ω) < ε2/C,

‖Dαvn −Dαv‖2L2(Ω) < ε2/C,

where C = ♯{α ∈ NN ; 1 ≤ |α| ≤ m}, from which we conclude that

‖vn − v‖2Hm(Ω) < ε2, ∀n ≥ n0,

and vn converges to v in Hm(Ω),

Definition 1.43. For m ∈ N we define Hm
0 (Ω) as the closure of D(Ω) in

Hm(Ω), i.e., Hm
0 (Ω) := D(Ω)

Hm(Ω)
.

Hm
0 (Ω) is a closed subspace of Hm(Ω) and therefore is a Hilbert space

(for the same scalar product as for Hm(Ω)).

Proposition 1.44. The map v 7→ ṽ defined by

ṽ(x) :=

{
v(x) if x ∈ Ω,

0 if x /∈ Ω,

(called extension by zero) is a linear continuous operator from Hm
0 (Ω) to

Hm(RN). In particular, it is continuous from H1
0 (Ω) to L

2(RN).

Proof. It is clear that if ϕ ∈ D(Ω), then ϕ̃ ∈ D(Rn), Dαϕ̃ = D̃αϕ for all
α ∈ NN and ‖ϕ̃‖H1(RN ) = ‖ϕ‖H1

0 (Ω). So, the conclusion follows by continuity,

since D(Ω) is dense in H1
0 (Ω).

Remark 1.45. The extension by zero is not a continuous linear operator
from H1(Ω) to L2(RN). Indeed, let Ω = (0, 1) and f : ]0, 1[→ R defined by
f(x) = 1 for all x ∈ ]0, 1[. Then

f̃(x) =

{
1 if 0 < x < 1,

0 if |x| ≥ 1.

Since
df̃

dx
= δ1 − δ0 /∈ L2(]0, 1[).

Theorem 1.46 (Poincaré’s inequality). If Ω is an open set bounded in one
direction, there exists a constant C > 0 depending only on Ω such that

‖u‖L2(Ω) ≤ C‖∇u‖L2(Ω), ∀u ∈ H1
0 (Ω).
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Proof. We can assume without lost of generality that Ω be bounded in the
x1-direction, i.e., Ω ⊂ [a, b]×RN−1. By denoting x = (x1, x

′), x′ ∈ RN−1, we
have for every ϕ ∈ D(Ω),

ϕ(x1, x
′)2 =

∫ x1

a

∂

∂s
ϕ(s, x′)2 ds = 2

∫ x1

a

ϕ(s, x′)
∂ϕ

∂s
(s, x′) ds.

Now, by the Cauchy-Schwarz inequality, we obtain

∫

Ω

ϕ(x1, x
′)2 dx1dx

′ =

∫ b

a

dx1

∫

RN−1

ϕ(x1, x
′)2 dx′

= 2

∫ b

a

dx1

∫

RN−1

[ ∫ x1

a

ϕ(s, x′)
∂ϕ

∂s
(s, x′)ds

]
dx′

≤ 2

∫ b

a

dx1

[ ∫

Ω

∣∣ϕ(s, x′)
∣∣
∣∣∣∣
∂ϕ

∂s
(s, x′)

∣∣∣∣ dx′ds
]

≤ 2(b− a)‖ϕ‖L2(Ω)

∥∥∥∥
∂ϕ

∂x1

∥∥∥∥
L2(Ω)

.

Hence, for every ϕ ∈ D(Ω),

‖ϕ‖L2(Ω) ≤ 2(b− a)

∥∥∥∥
∂ϕ

∂x1

∥∥∥∥
L2(Ω)

≤ 2(b− a)‖∇ϕ‖L2(Ω).

Therefore, by density, for every u ∈ H1
0 (Ω),

‖u‖L2(Ω) ≤ 2(b− a)‖∇u‖L2(Ω),

which implies that

‖u‖2H1(Ω) = ‖u‖2L2(Ω) +

N∑

i=1

∥∥∥∥
∂u

∂xi

∥∥∥∥
2

L2(Ω)

≤ (1 + C2)‖∇u‖2L2(Ω) ≤ (1 + C2) ‖u‖2H1(Ω)

and the proof is complete.

As an immediate consequence of the Poincaré inequality, we obtain.

Corollary 1.47. If Ω is an open set bounded in one direction, then, the map

u 7→ ‖∇u‖L2(Ω)

is a norm on H1
0 (Ω) equivalent to the H1(Ω)-norm.
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It is important to characterize the topological dual of H1
0 (Ω), which is

denoted by H−1(Ω). This is done by the following result.

Theorem 1.48. The space H−1(Ω) consists of all distributions T ∈ D′(Ω)
of the form

T = f0 +
N∑

i=1

∂fi
∂xi

, where f0, . . . , fN ∈ L2(Ω).

Moreover,

inf





(
‖f0‖2L2 +

n∑

i=1

‖fi‖2L2

)1/2

; T = f0 +

n∑

i=1

∂fi
∂xi



 .

is a norm on H−1(Ω),

Proof. The Sobolev space H1
0 (Ω) can be viewed as a closed subspace of

L2(Ω)N+1. Indeed, the maping

H1
0 (Ω) →

(
L2(Ω)

)N+1
, v 7→

(
v,

∂v

∂x1
, . . . ,

∂v

∂xN

)

is linear and continuous. We know that every linear continuous form T on
H1

0 (Ω) can be extended to a linear continuous form T̃ on L2(Ω)N+1. So, by
identifying L2(Ω)N+1 with its dual, it follows that there exist f0, f1, . . . , fN ∈
L2(Ω) such that

〈T̃ , v〉 = (f0, v)L2(Ω)N+1 −
N∑

i=1

(
fi,

∂v

∂xi

)

L2(Ω)N+1

, ∀v ∈ H1
0 (Ω).

In particular, for every ϕ ∈ D(Ω),

〈T̃ , ϕ〉 = (f0, ϕ)L2(Ω) −
N∑

i=1

(
fi,

∂ϕ

∂xi

)

L2(Ω)

= (f0, ϕ)L2(Ω)N+1 +
N∑

i=1

〈
∂fi
∂xi

, ϕ

〉

which means that T̃ = f0 +
∑n

i=1
∂fi
∂xi
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1.3.1 Additional results

We can extend the definition of Sobolev spaces of order m based on the Lp

spaces, for 1 ≤ p ≤ +∞.

Definition 1.49. Let m ∈ N and p such that 1 ≤ p ≤ ∞. We call

Wm,p(Ω) =
{
v ∈ Lp(Ω) : Dαv ∈ Lp(Ω), 1 ≤ |α| ≤ m

}
,

which is endowed with the norm

‖v‖Wm,p(Ω) =


|v|pLp(Ω) +

∑

1≤|α|≤m

|Dαv|pLp(Ω)




1/p

,

By adapting the same arguments in the the proof of Propositions 1.42
and 1.44, we have:

Proposition 1.50. Wm,p(Ω) is a Banach space. Moreover, Wm,p
0 (Ω) defined

as the closure of D(Ω) in Wm,p(Ω), i.e.,

Wm,p
0 (Ω) := D(Ω)

Wm,p
0 (Ω)

,

is a closed subspace of Wm,p(Ω) and, therefore, is also a Banach space.

Proposition 1.51. The extension by zero v 7→ ṽ is a linear continuous
operator from Wm,p

0 (Ω) to Wm,p(RN)

The case of Ω = RN deserves more details, because some important
consequences can be obtained.

Theorem 1.52 (Density of D(RN) in Hm(RN)). For every v ∈ Hm(RN),
there exists {ϕn}n∈N in D(RN) such that ϕn → v in Hm(RN), as n→ ∞.

Proof. Let ψ be a regular cutoff function, i.e., ψ(x) = θ(|x|), where θ ∈
C∞(R) is such that





0 ≤ θ(s) ≤ 1, for all s ∈ R,
|θ′(s)| ≤ 2 for all s ∈ R,
θ(s) ≡ 1, for all |s| < 1,
θ(s) ≡ 0, for all |s| ≥ 2.

Then, ψ ∈ D(RN). For each R > 0, denote φR(x) = ψ(x/R).
Given v ∈ Hm(RN), we consider vR(x) := ψR(x)v(x). So, it is easy to

show that
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(1) vR ∈ Hm(RN),

(2) supp vR is compact and contained in B2R(0),

(3) vR → v strongly in Hm(RN) as R → ∞.

Let {φn}n∈N be a regularizing sequence. For every n ∈ N, define ϕn = φn∗vR.
Since ϕn ∈ C∞(RN) and suppϕn ⊂ B2R(0) + suppφn, we have that ϕn ∈
D(RN).

For every w ∈ L2(RN), ρn ∗ w → w in L2(RN). Hence, for fixed R,

‖ϕn − vR‖2Hm(RN ) =
∑

|α|≤m

‖Dα(ρn ∗ vR)−DαvR‖2L2(RN )

=
∑

|α|≤m

‖ρn ∗ (DαvR)−DαvR‖2L2(RN ) → 0,

as n→ ∞.
Therefore, the sequence {φn ∗ ψnv}n∈N has the desired properties.

It is known from the classical theory of Fourier transform that the map-
ping u 7→ û given by

û(ξ) :=

∫

RN

exp(−2 iπx · ξ)u(x) dx (1.8)

is well defined for u ∈ L1(RN ,C) (which, for simplicity, we write L1(RN))
It can be shown that it is an isometry on S(RN ) with the L2 scalar

product, where

S(RN ) :=
{
u ∈ C∞(RN) ; |x|βDαu ∈ L∞(RN), ∀α, β ∈ NN

}

is the usual Schwartz space, where the Parserval-Plancherel Formula hold,
i.e., ∫

RN

u(x)v(x) dx =

∫

RN

û(ξ)v̂(ξ) dξ, ∀u, v ∈ S(RN ). (1.9)

Since D(RN) ⊂ S(RN ) ⊂ L2(RN), it follows from density that (1.8) can
be extended by continuity on L2(RN ) conserving the same properties, i.e.,
the mapping u ∈ L2(RN) 7→ û ∈ L2(RN) satisfies

∫

RN

u(x)v(x) dx =

∫

RN

û(ξ)v̂(ξ)dξ

and, in particular,
∫

RN

|u(x)|2 dx =

∫

RN

|û(ξ)|2 dξ.
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On the other hand, it can be shown that

∂̂u

∂xj
(ξ) = −2 iπξjû(ξ),

from what we can deduce that

H1(RN) =
{
u ∈ L2(RN) ;

(
1 + |ξ|2

)1/2
û ∈ L2(RN)

}
.

and

‖u‖2H1(RN ) ∼
∫

RN

(
1 + |ξ|2

)1/2|û(ξ)|2dξ.

This suggests a natural extension for “fractional Sobolev spaces” on RN .
More precisely, for s ∈ R, s ≥ 0, se define

Hs(RN) :=
{
u ∈ L2(RN) ;

(
1 + |ξ|2

)s/2
û ∈ L2(RN)

}
,

‖u‖2Hs(RN ) :=
∥∥(1 + |ξ|2

)s/2|û|
∥∥2
L2(RN )

.

It can be shown that D(RN) is dense in Hs(RN).
For the case Ω 6= RN , we define

Hs(Ω) :=
{
u|Ω ; u ∈ Hs(RN)

}
.

For s ∈ N and Ω sufficiently regular, all definitions are equivalent.

Theorem 1.53. If Ω is bounded, the embeddingH1
0 (Ω) ⊂> L2(Ω) is compact.

Moreover, if Ω is regular, also the embedding H1(Ω) ⊂> L2(Ω) is compact.

Proof. Let u ∈ H1
0 (Ω) and ũ ∈ H1(RN) its extension by zero. Since Ω

is bounded, we can choose R > 0 such that supp ũ ⊂ Ω ⊂ BR(0). Let
{un}n∈N be a sequence in H1

0 (Ω) such that un ⇀ u in H1
0(Ω) weakly. So,

vn := un − u ⇀ 0 in H1
0 (Ω) weakly and is bounded in H1

0 (Ω). Therefore,
ṽn ∈ H1(RN) with supp ṽn ⊂ BR(0) and

‖ṽn‖L2(RN ) = ‖ ̂̃vn‖L2(RN ) =

∫

BM (0)

∣∣ ̂̃vn(ξ)
∣∣2 dξ +

∫

RN\BM (0)

∣∣ ̂̃vn(ξ)
∣∣2 dξ

≤
∫

BM (0)

∣∣ ̂̃vn(ξ)
∣∣2 dξ +

∫

RN\BM (0)

(
1 + |ξ|2
1 +M2

) ∣∣ ̂̃vn(ξ)
∣∣2 dξ

≤
∫

BM (0)

∣∣ ̂̃vn(ξ)
∣∣2 dξ + 1

1 +M2
‖ṽn‖2H1(RN ).

Let ε > 0. As ‖ṽn‖2H1(RN ) = ‖vn‖2H1
0 (Ω)

≤ C, there exists M0 > 0 such that

1

1 +M2
0

‖ṽn‖2H1(RN ) <
ε

2
.
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Now,

̂̃vn(ξ) =
∫

RN

e−2 iπx·ξvn(x) dx =

∫

BR(0)

e−2 iπx·ξvn(x) dx

=

∫

RN

vn(x)
(
e−2 iπx·ξχ

BR(0)(x)
)
dx

Note that, for ξ given, the map x 7→ e−2 iπx·ξχ
BR(0)(x) is a function of L2(RN ).

As ṽn ⇀ 0 in L2(RN) weakly, we have, for n→ +∞,

̂̃vn(ξ) =
∫

RN

vn(x)
(
e−2 iπx·ξχ

BR(0)(x)
)
dx→ 0.

On the other hand,

| ̂̃vn(ξ)| ≤
∫

BR(0)

|vn(x)| dx ≤ C(R)‖vn‖L2(Ω) ≤ C ′(R).

From Lebesgue’s Theorem 1.20,
∫

BM(0)

| ̂̃vn(ξ)|2 dξ → 0 as n→ ∞.

Therefore, ‖ṽn‖L2(RN ) → 0, which proves the compactness of the injection
H1

0 (Ω) ⊂> L2(Ω).
If Ω is bounded and regular, it is possible to define an extension (but not

by zero) from H1(Ω) to H1
0 (Ω

′), where Ω′ is bounded such that Ω′ ⊃ Ω and
the previous argument can be applied.

Proposition 1.54. Let Cb(R
N) the space of bounded continuous functions.

If s > N/2, we have Hs(RN) ⊂> Cb(RN).

Proof. Let u ∈ Hs(Rn). By the inverse Fourier transform F−1, we have

u(x) =

∫

RN

e2 iπx·ξû(ξ) dξ =

∫

RN

e2 iπx·ξ

(1 + |ξ|2)s/2
(
1 + |ξ|2

)s/2
û(ξ) dξ. (1.10)

We know that g(ξ) :=
(
1 + |ξ|2

)s/2
û(ξ) is a function of L2(RN ). If the

map ξ 7→
(
1 + |ξ|2

)−s/2
also belongs to L2(RN), Eq. (1.10) shows that u is

the inverse Fourier transform of the function ξ 7→ g(ξ)
(
1 + |ξ|2

)−s/2
which

belongs to L1(RN). Hence, the conclusion follows, because the inverse Fourier
transform maps L1(Rn) into Cb(R

N).

Note that ξ 7→
(
1 + |ξ|2

)−s/2
belongs to L2(RN) if, and only if ξ 7→(

1 + |ξ|2
)−s

belongs to L1(RN), which is equivalent to r 7→ rN−1(1 + r2)−s

be integrable on (0,+∞). It is easy to see that this conditions is satisfied if,
and only if, 2s− (N − 1) > 1, i.e., s > N/2.
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Corollary 1.55. If s > N/2, we have Hs
0(Ω) ⊂> Cb(Ω). Moreover, if Ω is

regular enough, Hs(Ω) ⊂> Cb(Ω).
We can also prove the following embedding theorem.

Theorem 1.56. (1) If p < N ,W 1,p(Rn) ⊂> Lp∗(RN), where p∗ = Np/(N−p)
and ‖u‖Lp∗(RN ) ≤ C‖∇u‖Lp(RN ), ∀u ∈ W 1,p(Rn).

(2) Moreover, W 1,N(Rn) ⊂> Lq(RN), ∀q ∈ [N,+∞ [ and

(3) if p > N , W 1,p(Rn) ⊂> L∞(RN).

By iteration we obtain

Theorem 1.57.

(1) If
1

p
− m

N
> 0, Wm,p(Rn) ⊂> Lq(RN). for

1

q
=

1

p
− m

N
.

(2) If
1

p
− m

N
= 0, Wm,p(Rn) ⊂> Lq(RN). for q ∈ [p,+∞ [.

(2) If
1

p
− m

N
< 0, Wm,p(Rn) ⊂> L∞(RN).

1.3.2 The Trace Operator on H1(Ω)

Let Ω be an open subset of RN , whose boundary will be denoted by Γ. We
assume that Ω be regular in the following sense: for each point σ ∈ Γ there
exist R > 0 and a diffeomorphism h : BR(σ)∩Ω → B+, where B+ is the half
unit ball of RN , i.e.,

B+ :=
{
x = (x′, xN) ; x

′ ∈ RN−1, |x| < 1 and xN ≥ 0
}
.

With this assumption, we can proceed as a first step by considering Ω =
RN

+ .

Theorem 1.58. The classical trace defined on D
(
RN

+

)
by γ0ϕ(x

′) = ϕ(x′, 0)

∀ x′ ∈ RN−1 and ∀ϕ ∈ D
(
RN

+

)
can be extended by continuity to a continuous

linear map from H1(RN
+ ) to L

2(RN−1).

Proof. For each ϕ ∈ D
(
RN

+

)
, we have

γ0ϕ(x
′)2 = −

∫ +∞

0

∂

∂xN

(
ϕ(x′, s)

)2
ds = −2

∫ +∞

0

ϕ(x′, s)
∂ϕ

∂xN
(x′, s) ds.

Hence,

‖γ0ϕ‖2L2(RN−1) ≤ 2‖ϕ‖L2(RN
+ )

∥∥∥∥
∂ϕ

∂xN

∥∥∥∥
L2(RN

+ )

and the conclusion follows by continuity.
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Remark 1.59. In fact, we can prove that γ0u ∈ H1/2(RN−1) for all u ∈
H1(RN

+ ) and the mapping u 7→ γ0u is linear continuous and surjective from
H1(RN

+ ) to H1/2(RN−1). Conversely, it can be proved that there exists a
linear continuous lifting R : H1/2(RN−1) → H1(RN

+ ) such that γ0 ◦ R is the
identity operator on H1/2(RN−1).

Using local charts, these results can be extended to the case of Ω regular,
i.e., there exist γ0 : H

1(Ω) → H1/2(Γ) linear continuous that generalizes the
usual traces for ϕ ∈ D(Ω), and we also have

‖γ0v‖2L2(Γ) ≤ C‖v‖L2(Ω)‖v‖H1(Ω), ∀v ∈ H1(Ω)

and it can also be proved that there exists a linear and continuous lifting
from H1/2(Γ) to H1(Ω)

Remark 1.60. Also noteworthy is the fact that

H1
0 (Ω) =

{
v ∈ H1(Ω) ; γ0v = 0}.

Indeed, it is clear that H1
0 (Ω) ⊂>

{
v ∈ H1(Ω) ; γ0v = 0}, as we can approxi-

mate v ∈ H1
0 (Ω) by functions in D(Ω), which have a zero trace. The reverse

inclusion is more complicate (for details, see [8]).
It is also important to take in account the following properties:

• D(RN
+) is not dense inH

m(RN
+ ), (m ≥ 1), but it can proved that D(RN

+ )

is dense in Hm(RN
+ ), where D(RN

+ ) is the space of restrictions to RN
+ of

functions of D(RN).

• If Ω is regular enough, this implies that D(Ω) is dense in Hm(Ω).



Chapter 2

Second order variational problems

In this chapter we consider boundary value problems for linear elliptic partial
differential equations of divergent form

N∑

i,j=1

− ∂

∂xi

(
aij

∂u

∂xj

)
+ cu = f, in Ω,

where c and aij , i, j = 1, . . . , N are given functions defined on Ω.
Note that we can write this equation in the following concise form

− div(A∇u) + cu = f,

where div is the divergent operator and A is the matrix with entries aij.

2.1 Lax-Milgram Theorem

Concerning the existence and uniqueness of solutions, the following result is
fundamental.

Theorem 2.1 (Lax-Milgram). Let V be a Hilbert space for the scalar prod-
uct ((·, ·)) associated with the norm ‖.‖ and let a(·, ·) be a bilinear form on
V × V such that:

(1) a(·, ·) is continuous, i.e., there exists M > 0 such that

|a(v, w)| ≤M‖v‖‖w‖, ∀v, w ∈ V,

(2) a(·, ·) is coercive, i.e., there exists α > 0 such that

a(v, v) ≥ α‖v‖2, ∀v ∈ V. (2.1)

Then, for every L ∈ V ′, there exists a unique u ∈ V satisfying
{
a(u, v) = 〈L, v〉, ∀v ∈ V,
u ∈ V.

(2.2)

Moreover, the mapping L ∈ V ′ 7→ u ∈ V is linear and continuous with

‖u‖ ≤ 1

α
‖L‖V ′.
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Proof. Let L ∈ V ′. For each fixed v ∈ V , the mapping w 7→ a(v, w) is a
continuous linear form on V . Therefore, there exists an element Av ∈ V ′

such that

a(v, w) = 〈Av, w〉V ′,V , ∀w ∈ V.

Then, the problem (2.2) is equivalent to determine the unique solution u ∈ V
of the equation

Au = L in V ′, u ∈ V.

From Riesz Theorem, V ′ is isomorphic to V , so that if J : V → V ′ is this
isomorphism, we define A : V → V , Av := J−1Av ∈ V .

It is clear that the map v 7→ Av is linear from V to V ′, so that A : V → V
is also linear. Let us show that A is continuous. In fact, for all v, w ∈ V we
have ∣∣((Av, w))

∣∣ =
∣∣〈Av, w〉V ′,V

∣∣ = |a(v, w)| ≤M‖v‖‖w‖.

which implies ‖Av‖2 ≤ M‖Av‖‖v‖ for all v ∈ V . Consequently, ‖Av‖ ≤
M‖v‖ for all v ∈ V , which means that A is continuous.

Let us call F = J−1L ∈ V , so that the problem (2.2) is equivalent to

Au = F ∈ V, u ∈ V. (2.3)

For a given ρ > 0, the problem (2.3) is equivalent to determine a solution
u ∈ V of u − ρ(Au − F ) = u, or equivalently, a fixed point u ∈ V of
S : V → V , S(v) = v − ρ(Av − F ).

If we take ρ := α/M2, we obtain

‖S(v)− S(w)‖2 = ‖v − w‖2 − 2ρ
((
A(v − w), v − w

))
+ ρ2‖A(v − w)‖2

= ‖v − w‖2 − 2ρa(v − w, v − w) + ρ2‖A(v − w)‖2

≤
[
1− 2ρα + ρ2M2

]
‖v − w‖2 =

[
1− α2

M2

]
‖v − w‖2.

Since we can assume (without loss the generality) that α < M , it follows
that 0 < 1 − α2/M2 < 1, so that S is a strict contraction and therefore has
a (unique) fixed point. So, we have a unique solution of (2.3) or (2.2).

Moreover, α‖u‖2 ≤ a(u, u) and 〈L, u〉V ′,V ≤ ‖L‖V ′‖u‖, from which we
have ‖u‖ ≤ 1

α
‖L‖V ′ and the proof is complete.
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2.2 Applications

2.2.1 The Dirichlet problem

Consider an open subset Ω ⊂ RN and let V = H1
0 (Ω). We define

a(u, v) :=

∫

Ω

A(x)∇u(x) · ∇v(x) dx+
∫

Ω

c(x)u(x)v(x) dx

=

N∑

i,j=1

∫

Ω

aij(x)
∂u

∂xj
(x)

∂v

∂xi
(x) dx+

∫

Ω

c(x)u(x)v(x) dx, ∀u, v ∈ V,

where aij , c ∈ L∞(Ω), (i, j = 1, N), and we assume that

(1) there exists α > 0 such that, for every ξ ∈ RN ,

A(x)ξ · ξ =
N∑

i,j=1

aij(x)ξjξi ≥ α|ξ|2, a.e. in Ω. (2.4)

(2) there exists β > 0 such that c(x) ≥ β, a.e. in Ω.

Then, a(·, ·) is a continuous and coercive bilinear form in H1
0 (Ω).

Given f0 ∈ L2(Ω), f1, . . . , fN ∈ L2(Ω), the mapping

v ∈ H1
0 (Ω) 7→

∫

Ω

f0(x)v(x) dx−
N∑

j=1

∫

Ω

fj(x)
∂v

∂xj
(x) dx

is obviously a continuous linear form on H1
0(Ω). Therefore, by Theorem 2.1,

there exists a unique u ∈ H1
0 (Ω) such that (omitting the variable x if there

is no risk of confusion)

a(u, v) =

∫

Ω

f0v dx−
N∑

j=1

∫

Ω

fj
∂v

∂xj
dx, ∀v ∈ H1

0 (Ω). (2.5)

In particular, for any ϕ ∈ D(Ω), we have

∫

Ω

A∇u · ∇ϕdx+
∫

Ω

cuϕ dx =

∫

Ω

f0ϕdx−
N∑

j=1

∫

Ω

fj
∂ϕ

∂xj
dx (2.6)

and this is equivalent to (2.5) by density of D(Ω) in H1
0 (Ω). Since all the

functions aij
∂u
∂xj

, cu, f0 and fi belongs to L2(Ω) ⊂ D′(Ω), Eq. (2.6) can be

regarded in the sense of distributions, i.e.,
〈
−

N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu, ϕ

〉
= 〈f0, ϕ〉+

〈
N∑

i=1

∂fi
∂xi

, ϕ

〉
, ∀ϕ ∈ D(Ω),
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which means that u ∈ H1
0 (Ω) is a unique function that satisfies the equation

−
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu = f0 +

N∑

i=1

∂fi
∂xi

in D′(Ω).

Moreover, from Theorem 1.48, it follows that the above equations is in the
sense of H−1(Ω).

Remark 2.2. Also important is the particular case where aij = δij (the
Kronecker’s symbol). In this case, we have a unique solution u ∈ H1

0 (Ω) such
that

−∆u + cu = f0 +

N∑

i=1

∂fi
∂xi

.

Remark 2.3. It follows from Poincaré inequality that the result is true for
β = 0 or c ≥ 0 if Ω is bounded.

2.3 Case of a(·, ·) symmetric

We go back to Lax-Milgram Theorem in the case where a(·, ·) is symmetric,
i.e.,

a(v, w) = a(w, v), ∀v, w ∈ V.

Let us define the functional J : V → R by

J(v) =
1

2
a(v, v)− 〈L, v〉V ′,V .

Lemma 2.4. J is Fréchet-differentiable and, with the hypothesis (1) and (2)
in Theorem 2.1, J is convex, continuous and coercive, i.e.,

lim
‖v‖V →∞

J(v) = +∞.

Proof. To see that J is differentiable, we remark that for v, w ∈ V ,

J(v + w) =
1

2

(
a(v, v) + 2a(v, w) + a(w,w)

)
− 〈L, v〉V ′,V − 〈L,w〉V ′,V

= J(v) + a(v, w)− 〈L,w〉V ′,V +
1

2
a(w,w).

(2.7)
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Since that, for any v ∈ V , the mapping w 7→ a(v, w) − 〈L,w〉V ′,V is linear
and continuous and

0 ≤ α‖w‖ ≤ a(w,w)

‖w‖ ≤M‖w‖, ∀w ∈ V,

it follows that J is differentiable in V and

〈J ′(v), w〉 = a(v, w)− 〈L,w〉V ′,V .

In particular, J is continuous.
Since J is differentiable in V , we know that it is convex if, and only if,

its differential J ′ : V → V ′ is monotone (semipositive definite in the context
of matrix), i.e.,

〈
J ′(v)− J ′(w), v − w

〉
V ′,V

≥ 0, ∀v, w ∈ V.

Indeed,

〈
J ′(v)−J ′(w), v−w

〉
V ′,V

= a(v, v−w)− a(w, v−w) = a(v−w, v−w) ≥ 0.

Moreover, it is coercive because

J(v) ≥ α

2
‖v‖2 − ‖L‖V ′‖v‖ ⇒ J(v) → +∞ as ‖v‖ → +∞

and the proof is complete.

Remark 2.5. In the present case, as J has a particular form (quadratic plus
linear), the Eq. (2.7) can be written as

J(v)− J(u) = a(u, v − u)− 〈L, v − u〉V ′,V +
1

2
a(v − u, v − u)

Therefore, we see that u is a solution of (2.2) if, and only if, J(u) =
minv∈V J(v). Moreover, J ′ is strictly monotone, since for u 6= w,

〈
J ′(v)− J ′(w), v − w

〉
V ′,V

= a(v − w, v − w) ≥ α‖v − w‖2 > 0.

The previous situation is a particular case of a general result.

Theorem 2.6. Let E be a reflexive Banach space and J : E → R be a
convex, continuous and coercive functional. Then, there exists u ∈ E such
that

J(u) = min
v∈E

J(v).
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(1) If J is strictly convex, then u is unique.

(2) If J is Gâteaux-differentiable at u, i.e. there exists DGJ(u) ∈ V ′ such
that, for all v ∈ V ,

lim
t→0

J(u+ tv)− J(u)

t

exists and is equal to 〈DGJ(u), v〉E′,E, then u ∈ E is characterized by
the equation

〈DGJ(u), v〉 = 0, v ∈ E.

To prove the above theorem, we need the following result.

Lemma 2.7. Let E be a Banach space and J : E → R be a convex func-
tional and continuous for the strong topology of E. Then, J is lower semi-
continuous for the weak topology of E, i.e.,

vn ⇀ v weakly in E ⇒ J(v) ≤ lim inf
n→+∞

J(vn).

Proof of Lemma 2.7. If the mapping J : E → R is convex and continuous,
then for every λ ∈ R, the set {v ∈ E ; J(v) ≤ λ} is closed and convex.
Therefore, it follows from Theorem 1.31 that it is also closed for the weak
topology.

Let {vn}n∈N be a sequence in E such that vn ⇀ v weakly in E and suppose
(by contradiction) that J(v) > lim infn→+∞ J(vn). Then, there exist ε > 0,
k0 ∈ N and a subsequence {vnk

}k∈N such that J(vnk
) < J(v)− ε, ∀k ≥ k0.

Now take λ = J(v)− ε/2. For k ≥ k0,

vnk
∈ {w ∈ E, J(w) ≤ λ}.

Since this set is weakly closed and vnk
⇀ v weakly in E, we have necessarily

v ∈ {w ∈ E, J(w) ≤ λ}, which is a contradiction.

Proof of Theorem 2.6. Let us define β := infv∈E J(v), (−∞ ≤ β < +∞) and
let {vn}n∈N be a sequence in E such that J(vn) → β, as n → +∞. The
sequence {vn}n∈N is bounded because, otherwise there exists a subsequence
{vnk

}k∈N such that ‖vnk
‖ → +∞. But J is coercive, so that J(vnk

) → +∞,
which is in contradiction with the fact that J(vnk

) → β.
Since E is reflexive, there exists a subsequence {vnk

}k∈N and u ∈ E
such that vnk

⇀ u weakly in E. Now, since J is a convex and continuous
functional, it follows from Lemma 2.7 that J is lower semi-continuous for the
weak topology of E, and then

lim inf
n→+∞

J(vnk
) ≥ J(u), as vnk

⇀ u weakly in E.
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However, J(vnk
) → β implies that J(u) ≤ β. So β > −∞ and J(u) = β.

Therefore,
J(u) = min

v∈E
J(v).

(1) If J is strictly convex and we assume that there exist two solutions ū and
û, ū 6= û, then for 0 < t < 1,

J
(
(1− t)ū+ tû

)
< (1− t)J(ū) + tJ(û) = (1− t)β + tβ = β

and we have a contradiction. Hence, the minimum is unique.
(2) If J is Gateaux-differentiable at u, then, for all v ∈ E, u + tv ∈ E and
J(u+ tv) ≥ J(u). Hence,

lim
t→0
t>0

J(u+ tv)− J(u)

t
= 〈DGJ(u), v〉 ≥ 0, ∀ v ∈ E,

which implies that 〈DGJ(u), v〉 = 0 for all v ∈ E.
Conversely, if 〈DGJ(u), v〉 = 0 for all v ∈ E, as J is convex, it follows

that J(v)− J(u) ≥ 〈DGJ(u), v − u〉 = 0 and we conclude that J(u) ≤ J(v)
for all v ∈ E.

Remark 2.8. The boundary value problem treated in subsection 2.2.1 was
homogenous on the boundary. The question now is how to solve the problem
in the case of a non homogenous boundary condition. More precisely, with
the same conditions as before for c, aij and f ∈ L2(Ω), we want to solve the
problem 




−
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu = f in Ω,

γ0u = g on Γ,

(2.8)

where g : Γ → R is a given function.
Assuming Ω regular, we know that the trace γ0 mapsH1(Ω) ontoH1/2(Γ).

Hence, if g ∈ H1/2(Γ), there exist G ∈ H1(Ω) such that γ0G = g. So, by
considering u = ũ+G, and substituting in (2.8), we have formally





−
N∑

i,j=1

∂

∂xi

(
aij

∂ũ

∂xj

)
+ cũ = f +

N∑

i,j=1

∂

∂xi

(
aij

∂G

∂xj

)
− cG in Ω,

γ0ũ = 0 on Γ.

This is a homogeneous Dirichlet problem and if we denote f0 = f − cG and
fi =

∑N
j=1 aij

∂G
∂xj

, i = 1, . . . , N , it follows that f0 and fi are in L2(Ω) and we

can find a solution ũ ∈ H1
0 (Ω). Therefore u := ũ + G ∈ H1(Ω) is a solution

of (2.8)
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2.4 Regularity and the Maximum Principle

In the previous section, we gave sufficient conditions for the existence of solu-
tions u ∈ H1(Ω) of the Dirichlet problem for second order elliptic equations.
In this section we focus on the question of regularity and we establish the
(weak and strong) maximum principle.

2.4.1 Regularity

Let Ω be an open subset of RN and consider the Dirichlet problem



−
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu = f in Ω,

u ∈ H1
0 (Ω),

(2.9)

where aij , c satisfy the conditions assumed in subsection 2.2.1.

Theorem 2.9. If Ω is of class C2,α(Ω), α > 0, aij ∈ C1
b (Ω) and f ∈ L2(Ω),

then the solution u of (2.9) satisfies u ∈ H2(Ω) ∩ H1
0 (Ω) and there exists

C > 0 such that
‖u‖H2(Ω) ≤ C ‖f‖L2(Ω).

Remark 2.10. Once we have the existence of a (unique) solution u ∈ H1
0 (Ω),

the term cu can be incorporated as part of the right hand side of the equation,
so that, for the analysis of regularity, we can suppose that c = 0.

Proof. Let us restrict to the case Ω = RN
+ , since the general situation can be

proved by local charts. So, let u ∈ H1
0 (R

N
+ ) satisfying the equation

−
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
= f in RN

+ . (2.10)

If we derive both sides of the above equation in the direction xk, for
k ∈ {1, . . . , N − 1}, we have formally the following equation.

−
N∑

i,j=1

∂

∂xi

(
aij
∂vk
∂xj

)
=

∂f

∂xk
+

N∑

i,j=1

∂

∂xi

(
∂aij
∂xk

∂u

∂xj

)
in RN

+ , (2.11)

where vk =
∂u

∂xk
∈ L2(RN

+ ). This suggests us to consider look for the solution

of the following Dirichlet problem.



−
N∑

i,j=1

∂

∂xi

(
aij
∂vk
∂xj

)
=

∂f

∂xk
+

N∑

i,j=1

∂

∂xi

(
∂aij
∂xk

∂u

∂xj

)
in RN

+ ,

vk ∈ H1
0 (R

N
+ ).

(2.12)
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Since
∂aij
∂xk

∈ L∞ and
∂u

∂xk
∈ L2, it follows that

N∑

i,j=1

∂

∂xi

(
∂aij
∂xk

∂u

∂xj

)
∈ H−1(RN

+ ).

Hence, by Lax-Milgram Theorem 2.1, vk ∈ H1
0 (Ω), which implies that

∂2u

∂xi∂xk
∈ L2(Ω), i = 1, . . . N, k = 1, . . . , N − 1.

For the missing term
∂2u

∂x2N
, we get from the equation,

∂

∂xN

(
aNN

∂u

∂xN

)
= −

∑

i,j=1
i or j 6=N

∂

∂xi

(
aij

∂u

∂xj

)
− f

= −
∑

i,j=1
i or j 6=N

(
aij

∂2u

∂xi∂xj
+
∂aij
∂xi

∂u

∂xj

)
− f.

(2.13)

Since the right hand side of (2.13) is a function of L2(RN
+ ), we obtain (for-

mally)

aNN
∂2u

∂x2N
+
∂aNN
∂xN

∂u

∂xN
∈ L2(RN

+ ), (2.14)

which implies that

aNN
∂2u

∂x2N
∈ L2(RN

+ ).

But we know that aNN ≥ α > 0 a.e. in RN
+ , so that

∂2u

∂x2N
∈ L2(RN

+ ). There-

fore, u ∈ H2(RN
+ ) and the proof is complete.

Remark 2.11. There are two formal steps in the above proof, namely, in
the expressions (2.11) and (2.14); a more rigorous argument (see [11]) is by
employing the finite difference operators Dk

h defined by

Dk
hv(x) =

v(x+ hek)− v(x)

h
.

We have a more general result due to Agmon-Douglis-Nirenberg [1] using
Calderon-Zygmund’s singular integrals.

Theorem 2.12. Let us assume that aij ∈ C1
b (Ω) and satisfy the coercivity

hypothesis (2.1) and that Ω is of class C2,α, α > 0. Then, if f ∈ Lp(Ω),
1 < p < +∞, we have u ∈ W 2,p(Ω) ∩W 1,p

0 (Ω).
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2.4.2 Maximum principle

If u ∈ L2(Ω), we define respectively the positive part and the negative part
of u by

u+(x) := ess sup
x∈Ω

{u(x), 0}, u−(x) := ess sup
x∈Ω

{−u(x), 0}.

It is easy to see that u = u+ − u− and |u| = u+ + u−.

Theorem 2.13. The mapping u 7→ u+ maps H1
0 (Ω) (respectively H

1(Ω)) to
H1

0 (Ω) (respectively H
1(Ω)) and is continuous. Moreover, if u ∈ H1(Ω), we

have
∂u+

∂xi
=

∂u

∂xi
χ

{u>0}.

An analogous result for u− is also valid.

Proof. For ε > 0, we define

ϕε(s) :=

{
(s2 + ε2)1/2 − ε if s > 0,

0 if s ≤ 0,

It is clear that ϕε ∈ C1(R), |ϕε(s)| ≤ |s| and ϕε(s) → s+, as ε → 0. By
classical density arguments, we can show that, if u ∈ H1(Ω), then ϕε ◦ u ∈
H1(Ω) and

∂

∂xi
(ϕε ◦ u) = ϕ′

ε(u)
∂u

∂xi
=

u

(u2 + ε2)1/2
∂u

∂xi
, if u > 0.

So, for u ∈ H1(Ω) fixed, we pass to the limit when ε → 0 to obtain, by appli-
cation of the Lebesgue’s theorem, ϕε(u) → u+ in L2(Ω), because ϕε(u) → u+

a.e. and |ϕε(u)| ≤ |u|.
Again, since

∂

∂xi
ϕε(u) →





u

|u|
∂u

∂xi
if u > 0,

0 if u ≤ 0
and

∣∣∣∣
∂

∂xi
ϕε(u)

∣∣∣∣ ≤
∣∣∣∣
∂u

∂xi

∣∣∣∣

a.e. in Ω, we have also by the Lebesgue’s theorem,

∂

∂xi
ϕε(u) →

∂u

∂xi
χ

{u>0} in L2(Ω).

Hence, u+ ∈ H1(Ω) and
∂u+

∂xi
=

∂u

∂xi
χ

{u>0}. (2.15)
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In the same way, we have u− ∈ H1(Ω) and

∂u−

∂xi
= − ∂u

∂xi
χ

{u<0}. (2.16)

Moreover, since u = u+ − u−, we have

∂u

∂xi
=
∂u+

∂xi
− ∂u−

∂xi
=

∂u

∂xi

[χ
{u>0} + χ{u<0}

]
=

∂u

∂xi
χ

{u 6=0}.

from where we deduce that

∂u

∂xi
χ

{u=0} = 0. (2.17)

To show that the mapping u 7→ u+ is continuous on H1(Ω), let {un}n∈N
be a sequence in H1(Ω) such that un → u in H1(Ω) and (after extracting a
subsequence if necessary)

un → u and
∂un
∂xi

→ ∂u

∂xi
a.e. in Ω, i = 1, . . . , N.

We know that u+n → u+ in L2(Ω), because the mapping u 7→ u+ is Lipschitz
in L2(Ω). On the other hand, we have from (2.15),

∂u+n
∂xi

=
∂un
∂xi

χ
{un>0} =

∂un
∂xi

χ
{un>0}

[χ
{u>0} + χ{u<0} + χ{u=0}

]
.

It is clear that, almost everywhere in Ω, we have

∂un
∂xi

χ
{un>0}

χ
{u>0} →

∂u

∂xi
χ2

{u>0} =
∂u

∂xi
χ

{u>0},

∂un
∂xi

χ
{un>0}

χ
{u<0} →

∂u

∂xi
χ

{u>0}
χ

{u<0} = 0,

∂un
∂xi

χ
{un>0}

χ
{u=0} →

∂u

∂xi
χ

{u>0}
χ

{u=0} = 0,

the last one following from (2.17). Then

∂u+n
∂xi

→ ∂u

∂xi
χ

{u>0} =
∂u+

∂xi
a.e. in Ω.

Since ∣∣∣∣
∂u+n
∂xi

∣∣∣∣ ≤
∣∣∣∣
∂un
∂xi

∣∣∣∣
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and as we are assuming that
∂un
∂xi

converges strongly in L2(Ω), it follows from

Lebesgue Theorem that

∂u+n
∂xi

→ ∂u+

∂xi
in L2(Ω)

and u+n → u in H1(Ω).

We are now in condition to prove the weak maximum principle. Let aij ∈
L∞(Ω) satisfying the coercivity condition (2.4) and c ∈ L∞(Ω) c ≥ β > 0
a.e. Let us denote

Au := −
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu.

Theorem 2.14 (Weak maximum principle). If u ∈ H1(Ω) is a solution of

Au ≥ 0 in H−1(Ω) and γ0u ≥ 0 a.e. on Γ,

then u ≥ 0 almost everywhere in Ω.

We recall that L ≥ 0 in H−1(Ω) means that 〈L, v〉 ≥ 0 for every v ∈ H1
0 (Ω)

such that v ≥ 0 a.e. in Ω.

Proof. Let

a(u, v) :=

∫

Ω

A∇u · ∇v dx+
∫

Ω

cu · v dx,

where A is the matrix with entries aij . From (2.15) and (2.16), it follows
that

a(u, u+) = a(u+, u+) and a(u, u−) = −a(u−, u−).
Let u ∈ H1(Ω) such that Au ≥ 0 and γ0u ≥ 0. Then, u− ∈ H1

0 (Ω) and
u− ≥ 0, So,

0 ≤ 〈Au, u−〉 = a(u, u−) = −a(u−, u−),
which implies that a(u−, u−) ≤ 0 and consequently u− = 0 and we conclude
that u ≥ 0 a.e. in Ω.

Corollary 2.15. Let u, v ∈ H1(Ω) such that

Au ≤ Av in H−1(Ω) and γ0u ≤ γ0v a.e. on Γ.

Then, u ≤ v a.e. in Ω.
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Theorem 2.16 (Strong maximum principle). Let u ∈ C1(Ω) ∩ C0(Ω) such
that ∆u ∈ L1

loc(Ω) and

−∆u ≥ 0 in Ω, and u|Γ ≥ 0.

If u is not identically zero and Ω is connex, then u(x) > 0, ∀x ∈ Ω.

The proof of Theorem 2.16 is a consequence of the mean value property
of subharmonic functions.

Lemma 2.17. Let u be a function satisfying the hypothesis of Theorem 2.16.
Then, for any ball B = BR(y) ⊂ Ω, we have

u(y) ≥ −
∫

∂B

u(σ) dSR = −
∫

B

u(x) dx.

Proof of Lemma 2.17. Let BR(y) ⊂ Ω a ball of radius R > 0 centered at y.
For each 0 < ρ < R, we have from Gauss’ Theorem,

∫

∂Bρ(y)

∇u(σ) · ν(σ) dSρ =
∫

Bρ(y)

∆u(x) dx ≤ 0. (2.18)

If we denote σ = y + ρω with ω ∈ SN−1, it follows that dSρ = ρN−1dS1 and
∫

∂Bρ(y)

∇u(σ) · ν(σ) dSρ = ρN−1

∫

∂B1(0)

∇u(y + ρω) · ω dS1

= ρN−1 ∂

∂ρ

∫

∂B1(0)

u(y + ρω) dS1

= ρN−1 ∂

∂ρ

[
ρ1−N

∫

∂Bρ(y)

u(σ) dSρ

]

So, by (2.18) we see that the mapping

ρ 7→ ρ1−N
∫

∂Bρ(y)

u(σ) dSρ

is not increasing and

ρ1−N
∫

∂Bρ(y)

u(σ) dSρ ≥ R1−N

∫

∂BR(y)

u(σ) dSR.

But u being continuous in Ω, we know that

lim
ρ→0+

ρ1−N
∫

∂Bρ(y)

u(σ) dSρ = NωNu(y),
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where ωN =
2πN/2

Γ(N/2)
is the superficial measure of the unit sphere in RN . So,

we conclude that

u(y) ≥ 1

NωNRN−1

∫

∂BR(y)

u(σ) dSR = −
∫

∂BR(y)

u(σ) dSR.

Now, we can write

NωNρ
N−1u(y) ≥

∫

∂Bρ(y)

u(σ) dSρ.

Then, by integration in ρ from 0 to R, we get

u(y) ≥ 1

ωNRN

∫

BR(y)

u(x) dx = −
∫

BR(y)

u(x) dx.

Proof of Theorem 2.16. Let Ω0 := {x ∈ Ω, u(x) = 0}. Since u is continuous,
Ω0 is closed (in Ω). For every y ∈ Ω0, we have from Lemma 2.14,

0 = u(y) ≥ −
∫

BR(y)

u(x) dx,

for R such that BR ⊂ Ω. Since u ≥ 0, it follows that u = 0 on BR, which
implies that Ω0 is open in Ω. Therefore, Ω0 = Ω and u ≡ 0. Hence, if u is
not identically zero, we have necessarily Ω0 = Ω and u > 0.

Lemma 2.18 (Hopf’s Lemma). Let Ω ⊂ RN be of class C2 and a function
u ∈ C1(Ω), u 6≡ 0, satisfying

−∆u ≥ 0 in Ω and u|Γ ≥ 0.

If u(x0) = 0 for some x0 ∈ Γ, then

∂u

∂ν
(x0) < 0,

where ν is the normal exterior to Ω at x0.

Proof. From Theorem 2.16, we know that u(x) > 0 for all x ∈ Ω. Let x0 ∈ Γ
such that u(x0) = 0. Since Γ ∈ C2, there exist y ∈ Ω and ρ > 0 such that
Bρ(y) ⊂ Ω with x0 ∈ ∂Bρ. Without loss of generality we can assume that
y = 0. Let us consider the (barrier) function

w(x) = e−α|x|
2 − e−αρ

2

, x ∈ Bρ(0),
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for some α > 0 to be chosen later. Since w is radial, we have

−∆w = −
(
∂2w

∂r2
+
N − 1

r

∂w

∂r

)
= 2αe−αr

2

(N − 2αr2).

In the open annular region Bρ \Bρ/2, we have

−∆w ≤ 2αe−αr
2

(
N − αρ2

2

)
,

since ρ2/4 < r2 < ρ2.
By choosing α > 0 large enough, we obtain





−∆w ≤ 0 in Bρ \Bρ/2,

w = 0 on ∂Bρ,

w = e−αρ
2/4 − e−αρ

2

> 0 on ∂Bρ/2,

Since u(x) > 0 on ∂Bρ/2, there exists ε > 0 such that





−∆(u − εw) ≥ 0 in Bρ \Bρ/2,

u− εw = 0 on ∂Bρ,

u− εw ≥ 0 on ∂Bρ/2,

From Theorem 2.14 it follows that u−εw ≥ 0 in Bρ\Bρ/2 and (u−εw)(x0) =
0. Therefore

∂u

∂ν
(x0) ≤ ε

∂w

∂ν
(x0) = −2εαρe−αρ

2

< 0

and the proof is complete.

2.5 Eigenvalues and eigenfunctions

In view of the next applications, we recall some important facts from Func-
tional Analysis.1 Let H be an infinite-dimensional Hilbert space equipped
with the scalar product (·, ·) and T : H → H be a continuous linear operator.

Definition 2.19. The spectrum of T is the set σ(T ) of all scalars µ such
that (µI − T ) is not invertible.

It follows that (µI − T )−1 is a continuous linear operator, if µ /∈ σ(T ).

1A good reference for all these results is the Brezis’ book on Function Analysis (see
[4]).
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Definition 2.20. A linear operator T : H → H is compact if it maps
bounded sets into relatively compact sets.

Clearly, every compact operator is bounded.

Lemma 2.21. If T : H → H is a compact linear operator, then 0 ∈ σ(T ).

Proof. If 0 /∈ σ(T ), then T−1 is continuous. Since T−1 sends bounded sets in
bounded sets, T ◦ T−1 = I should be compact, which is a contradiction if H
is infinite-dimensional.

Theorem 2.22. Let T : H → H be a compact linear operator.

(1) If µ ∈ σ(T ), µ 6= 0, then µ is an eigenvalue of T , i.e., there exists
w ∈ H , w 6= 0, such that Tw = µw, in which case w is called an
eigenvector of T .

(2) Each eigenvalue µ 6= 0 is associated to a finite-dimensional subspace of
H called eigenspace.

(3) Each eigenvalue µ 6= 0 is isolated and 0 is an accumulation point of the
spectrum.

Let T : H → H be a continuous linear operator. Given v ∈ H , the linear
mapping u ∈ H 7→ (Tu, v) ∈ R is obviously linear and continuous. So, it
defines an element T ∗v ∈ H such that (Tu, v) = (u, T ∗v).

Definition 2.23. The mapping v ∈ H 7→ T ∗v ∈ H is linear and continuous.
We call T ∗ the adjoint operator of T . We say T is self-adjoint if T ∗ = T , i.e.,

(Tu, v) = (u, Tv), ∀u, v ∈ H.

Theorem 2.24. Let T : H → H be a compact self-adjoint linear operator.
If H is separable (i.e. contains a countable dense set), then σ(T ) \ {0} is a
sequence {µn}n∈N satisfying µn → 0 Each µn is associated to an eigenvector
wn which can be chosen such that {wn}n∈N is a Hilbert basis of H , i.e.,

(1) (wn, wm) = δnm for all n,m ∈ N;

(2) the linear space spanned by (wn)n∈N is dense in H .
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• Applications.

Let Ω be a bounded open set of RN . Consider the operator

Au := −
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu, (2.19)

where aij ∈ L∞(Ω), aij = aji, ∀i, j = 1, . . . , N, c ∈ L∞(Ω), c ≥ 0 and assume
that there exists α > 0 such that

N∑

i,j=1

aij(x)ξjξi ≥ α|ξ|2, (2.20)

for a.e. x ∈ Ω and for all ξ ∈ RN .
Associated to this operator, we consider the bilinear form: for every u, v ∈

H1
0 (Ω),

a(u, v) :=

N∑

i,j=1

∫

Ω

aij
∂u

∂xj

∂v

∂xi
dx+

∫

Ω

cu · v dx,

Since aij = aji, it is clear that a is symmetric: a(u, v) = a(v, u).
As we have seen, for any L ∈ H−1(Ω), there exists a unique function

u ∈ H1
0 (Ω) such that

a(u, v) = 〈L, v〉, for all v ∈ H1
0 (Ω),

and we can write {
Au = L in H−1(Ω),

u ∈ H1
0 (Ω).

The operator A : H1
0 (Ω) → H−1(Ω) is an isomorphism, so that we can

consider the continuous linear operator

v ∈ L2(Ω) 7→ Tv := A−1(v) = u ∈ H1
0 (Ω).

In view of the fact that the embedding of H1
0 (Ω) into L2(Ω) is compact, it

follows that T : L2(Ω) → L2(Ω) is a compact operator.
In order to show that T is self-adjoint, take u, v ∈ L2(Ω) and let Tv = v

and Tu = u. Then u, v ∈ H1
0 (Ω) and

(Tu, v)L2(Ω) = (u, v)L2(Ω) = a(v, u) = a(u, v) = (u, v)L2(Ω) = (u, Tv).

It follows form the uniqueness of solution that Ker (T ) = {0}. Moreover,
T has a countable set of eigenfunctions wn ∈ H1

0 (Ω) which is a Hilbert basis
for L2(Ω), where the corresponding eigenvalues satisfy µn → 0 as n→ ∞,
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Let µ 6= 0 be an eigenvalue of T and λ = µ−1. If w is a corresponding
eigenvector, then λTw = w, which implies that

{
Aw = λw,

w ∈ H1
0 (Ω),

i.e., λ is an eigenvalue of A.
Since

α‖∇w‖2L2(Ω) ≤ 〈Aw,w〉 = a(w,w) = λ‖w‖2L2,

it follows from Poincaré’s inequality (see Theorem 1.46) that

α‖∇w‖2L2(Ω) ≤ λ‖w‖2L2 ≤ Cλ‖∇w‖2L2(Ω),

which implies that λ > 0. Thus, the eigenvalues of A are a sequence of
positive numbers {λn}n∈N that can be ordered,

0 < λ1 ≤ λ2 ≤ . . . ≤ λn ≤ . . . ,

with λn → +∞, and the corresponding eigenfunctions {wn}n∈N can be chosen
to be a Hilbert basis of L2(Ω).

So, as (wn, wm)L2(Ω) = δnm, it follows that, for every v ∈ L2(Ω),

v =

∞∑

i=1

aiwi,

where

an = (v, wn)L2(Ω), and
∞∑

n=1

a2n < +∞.

Now, as in the present situation the bilinear form a defines a scalar prod-
uct in H1

0 (Ω) and a(wn, wm) = (Awn, wm)L2(Ω) = λnδnm, it follows that the
sequence {wn/

√
λn}n∈N is orthonormal in H1

0 (Ω) for this scalar product. So,
if v ∈ H1

0 (Ω) ⊂ L2(Ω), we have

v =
∞∑

n=1

(v, wn)L2(Ω) =
∞∑

n=1

√
λn(v, wn)L2(Ω)

wn
λn

=
∞∑

n=1

bn
wn
λn

and we conclude that

∞∑

n=1

λn
∣∣(v, wn)L2(Ω)

∣∣2 < +∞.
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This way we have the following characterisation of H1
0 (Ω) as

H1
0 (Ω) =

{
v ∈ L2(Ω) ;

∞∑

n=1

λn
∣∣(v, wn)L2(Ω)

∣∣2 < +∞
}

=

{
v =

∞∑

i=1

αiwi;

∞∑

i=1

λi|αi|2 < +∞
} .

By the same way, we can characterize

D(A) :=
{
v ∈ H1

0 (Ω), Av ∈ L2(Ω)
}
=

{
v =

∞∑

i=1

αiwi,

∞∑

i=1

λ2i |αi|2 < +∞
}
.

as well as D(A2), D(A3), etc.
It is noteworthy that if v ∈ H1

0 (Ω),

a(v, v) =

∞∑

i=1

λi‖(v, wi)L2‖2 ≥ λ1‖v‖2L2(Ω).

which implies that

λ1 ≤
a(v, v)

‖v‖2L2

, ∀v ∈ H1
0 (Ω), v 6= 0.

Since a(w1, w1) = λ1‖w1‖2, the lower bound is attained at v = w1, and we
have the following variational characterization

λ1 = min
v∈H1

0 (Ω)
v 6=0

a(v, v)

‖v‖2L2(Ω)

.

This ratio is called the Rayleigh quotient of A.

Proposition 2.25. The first eigenvalue λ1 is simple. It is associated with
an eigenfunction w1 that does not change sign in Ω (and therefore can be
taken positive in Ω).

Proof. Let w1 be the eigenfunction associated to λ1. We have

λ1 =
a(w1, w1)

‖w1‖2L2(Ω)

= min
v∈H1

0 (Ω)
v 6=0

a(v, v)

‖v‖2L2(Ω)

,

As we know that |w1| = |w+
1 | + |w−

1 | ∈ H1
0 (Ω), a(|w1|, |w1|) = a(w1, w1) and∥∥|w1|

∥∥
L2(Ω)

= ‖w1‖L2(Ω), it follows that |w1| also realizes the minimum and

is an eigenfunction corresponding to λ1.
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This is clear because, for u and v two linearly independent functions of
H1

0 (Ω), the mapping

s ∈ R 7→ f(s) :=
a(u+ sv, u+ sv)

‖u+ sv‖2L2(Ω)

is well defined and differentiable, satisfying f ′(0) = 0 if u realizes the mini-
mum. The fact that ‖u‖4L2(Ω)f

′(0) = 2a(u, v)‖u‖2L2(Ω)−2a(u, u)(u, v)L2(Ω) and

a(u, u) = λ1‖u‖2L2(Ω) implies that a(u, v) = λ1(u, v)L2(Ω) for all v ∈ H1
0 (Ω),

since this is obvious if u and v are linearly dependent.
So, as we stated before, |w1| is an eigenfunction corresponding to λ1.

Moreover, as w+
1 = (|w1|+w1)/2, it follows that w

+
1 is also an eigenfunction

corresponding to λ1, i.e., {
Aw+ = λ1w

+,

w+ ∈ H1
0 (Ω),

Since λ1w
+ ≥ 0 and we may assume that w+ 6≡ 0 (otherwise w = −w−), the

strong maximum principle imply that w+ > 0 in Ω. So, w− = 0 and w = w+.
In order to conclude the proof, suppose that we had two linearly in-

dependent eigenfunctions corresponding to λ1. Since we can assume them
orthogonal, we have a contradiction with the fact that they have constant
sign. So, λ1 is a simple eigenvalue and the proof is complete.

Note: If the operator A is no more of order 2, the former result is false.

As the last result of this chapter, we present (without proof) the Fredholm
alternative, which comes from the following general statement: If T is a
compact operator, then

R(µI − T ) = Ker (µI − T ∗)⊥.

Theorem 2.26 (Fredholm alternative). Let λi be an eigenvalue of A defined
in (2.19) and Ei the corresponding eigenspace. If w1

i , . . . , w
k
i are linearly

independent eigenfunctions corresponding to λi which generate Ei, then the
equation

Au− λiu = f

has a solution if, and only if, (f, wji )L2(Ω) = 0, ∀j = 1, . . . , k.



Chapter 3

Second-order monotone nonlinear equa-
tions

In this chapter we are interested on boundary value problems for nonlinear
partial differential equations. In the first section, we consider semilinear
partial differential equations of the form

− div(A∇u) + f(u) = g,

where A(x) is the matrix with entries aij(x) and f : R → R.
In Section 3.2 we deal with nonlinear problems involving minimisation of

convex functionals and in Section 3.3 we present some important properties
of monotone operators.

3.1 Semilinear monotone equations

Let f : R → R be continuous and non decreasing function, i.e., . s, s′ ∈ R,
s ≤ s′ implies that f(s) ≤ f(s′). For simplicity and without loss of generality,
we can assume f(0) = 0.

Let Ω ⊂ RN be a bounded domain and g ∈ H−1(Ω). We are interested
in the following boundary value problem

{
−∆u+ f(u) = g,

u ∈ H1
0 (Ω).

(3.1)

Theorem 3.1. There exists a unique solution u of (3.1) such that

∫

Ω

f
(
u(x)

)
u(x) dx < +∞.

Proof. We define the truncation operator: for k ∈ R+, Tk : R → R,

Tk(s) =





−k, if s ≤ −k,
s, if − k ≤ s ≤ k,

k, if s ≥ k,
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x

y

k

−k

Tk

Figure 3.1. The truncation function Tk.

In order to prove the existence of solution of (3.1), let us consider the
approximate problem

{
−∆w + (f ◦ Tk)(w) = g,

w ∈ H1
0 (Ω).

It is clear that, for every v ∈ L2(Ω), −k ≤ Tk(v) ≤ k a.e. in Ω and as f is
continuous,

∣∣f
(
Tk(v)

)∣∣ ≤Mk, for some Mk > 0.
Since Ω is bounded, for every v ∈ L2(Ω), the boundary value problem

{
−∆wk + (f ◦ Tk)(v) = g,

wk ∈ H1
0 (Ω).

has a unique solution wk = Sk(v) ∈ H1
0 (Ω), and we have from the Hölder

and Poincaré inequalities,

∫

Ω

|∇wk(x)|2 dx ≤
∣∣〈g, wk〉

∣∣+
∫

Ω

Mk|wk(x)| dx

≤
(
‖g‖H−1 +Mkmeas(Ω)1/2

)
‖wk‖L2(Ω)

≤ C‖wk‖H1
0 (Ω)

which implies ‖wk‖H1
0 (Ω) ≤ C.

If we denote by BC(0) the ball of radius C and center at the origin in the
space H1

0 (Ω), the former inequality says that

Sk : L
2(Ω) → BC(0). (3.2)

But we know that H1
0 (Ω) is compactly embedded in L2(Ω). Hence,

Sk : L
2(Ω) → L2(Ω) and Sk

(
L2(Ω)

)
is compact in L2(Ω).
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Moreover, Sk is continuous. Indeed, if vn → v in L2(Ω) as n → +∞, we
can find a subsequence such that vni

→ v a.e. in Ω. So,

f
(
Tk(vni

)
)
→ f

(
Tk(v)

)
a.e. in Ω and

∣∣f
(
Tk(vni

)
)∣∣ ≤ Mk a.e.

From the Lebesgue Convergence Theorem,

f
(
Tk(vni

)
)
→ f

(
Tk(v)

)
in L2(Ω),

which implies that Sk(vni
) → Sk(v) in H

1
0 (Ω).

Since the limit point Sk(v) is unique, the whole sequence {Sk(vn)}n∈N
converges to Sk(v). So, Sk is continuous from L2(Ω) to L2(Ω) and Sk

(
L2(Ω)

)

is compact. From Schauder Fixed Point Theorem, it follows that Sk has a
fixed point uk, i.e., uk = Sk(uk) ∈ H1

0 (Ω). Hence, from (3.2), ‖uk‖H1
0 (Ω) ≤ C.

Since ∫

Ω

|∇uk(x)|2 dx+
∫

Ω

f
(
Tk(uk)

)
uk dx = 〈g, uk〉

and ∫

Ω

f
(
Tk(uk)

)
uk dx ≥ 0,

it follows that ‖uk‖H1
0 (Ω) ≤ ‖g‖H−1(Ω), from which we get

∫

Ω

f
(
Tk(uk)

)
uk dx ≤ ‖g‖H−1(Ω)‖uk‖H1

0 (Ω) ≤ ‖g‖2H−1(Ω).

Therefore, we can extract a subsequence (still called {uk}k∈N) such that





uk ⇀ u weakly in H1
0 (Ω),

uk → u strongly in L2(Ω),
uk → u a.e. in Ω,

from which we also get f
(
Tk(uk)

)
→ f(u) a.e. in Ω.

Let A be a measurable subset of Ω and let ε > 0. Then, because
∫

Ω

f
(
Tk(uk)

)
uk dx =

∫

Ω

∣∣f
(
Tk(uk)

)∣∣ |uk| dx

we have for M := ‖g‖2H−1(Ω),

∫

A

∣∣∣f
(
Tk(uk)

)∣∣∣ dx ≤
∫

A∩{|uk|≥R}

∣∣∣f
(
Tk(uk)

)∣∣∣ |uk|
R

dx+

∫

A∩{|uk|≤R}

∣∣∣f
(
Tk(uk)

)∣∣∣ dx

≤ M

R
+

∫

A

max
{
|f(R)|, |f(−R)|

}
dx.



50 3. Second-order monotone nonlinear equations

Take R > 0 such thatM/R < ε/2 and δ > 0 satisfying max
{
|f(R)|, |f(−R)|

}
δ <

ε/2. With these choices, if meas(A) ≤ δ, we have
∫

A

∣∣∣f
(
Tk(uk)

)∣∣∣ dx < ε.

Therefore, from Vitali’s Theorem 1.21, we conclude that

f
(
Tk(uk)

)
→ f(u) in L1(Ω)

and we have {
−∆u+ f(u) = g in D′(Ω),

u ∈ H1
0 (Ω).

On the other hand, as we have




f
(
Tk(uk)

)
uk ≥ 0 in Ω,

f
(
Tk(uk)

)
uk → f(u)u a.e. in Ω,∫

Ω

f
(
Tk(uk)

)
uk dx ≤M,

it follows from Fatou’s Lemma 1.22 that∫

Ω

f
(
u(x)

)
u(x) dx ≤ M.

For the uniqueness, if u and u are solutions, we have

−∆(u − u) + f(u)− f(u) = 0.

Multiplying this equation by u− u, we obtain
∫

Ω

|∇(u− u)|2 dx+
∫

Ω

(
f(u)− f(u)

)
(u− u) dx = 0.

and we have the conclusion, because f is monotone.

It is noteworthy that, in this proof and except for uniqueness, the only
requirements on f for the existence are the continuity and the property
f(s)s ≥ 0, which means that f(s) has the same sign of s.

Remark 3.2. The same arguments applied in the previous proof can be used
to solve the problem {

Au+ f(u) = g,

u ∈ H1
0 (Ω).

where A is the operator defined in (2.19) under the condition (2.20), but not
necessarily symmetric.
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3.2 Minimisation of convex functional

Let E be a reflexive Banach space, and let J : E → R be a functional which
is convex, coercive and lower semi continuous for the weak topology of E.
As stated in Theorem 2.6, the minimization problem

J(u) = min
v∈E

J(v).

has a solution u ∈ E, which is unique if J is strictly convex and is solution
of the equation

DGJ(u) = 0 in E ′,

if J is Gateaux-differentiable.

Example 3.3. Let Ω be a bounded subset of RN , E = W 1,p
0 (Ω), 1 < p < +∞

and f ∈ Lp
′

(Ω), 1/p+ 1/p′ = 1. We define

J(v) :=
1

p

∫

Ω

|∇v(x)|p dx−
∫

Ω

f(x)v(x) dx.

So, it is clear that J is a continuous and strictly convex functional. Moreover,
from Poincaré Inequality (see Theorem 1.46),

J(v) ≥ 1

p
‖v‖p

W 1,p
0 (Ω)

− ‖f‖Lp′(Ω)‖v‖Lp(Ω)

≥ 1

p
‖v‖p

W 1,p
0 (Ω)

− C‖f‖Lp′(Ω)‖v‖W 1,p
0 (Ω) → +∞,

if ‖v‖W 1,p
0 (Ω) → +∞, which means that J is coercive in W 1,p

0 (Ω). Hence,

there exists a unique u ∈ W 1,p
0 (Ω) such that

J(u) = min
v∈W 1,p

0 (Ω)
J(v).

Moreover, J is Gateaux-differentiable in W p
0 (Ω) and

〈
DG(u), v

〉
=

∫

Ω

|∇u(x)|p−2∇u(x) · ∇v(x) dx−
∫

Ω

f(x)v(x) dx.

Note that |∇u|p−2∇u ∈ Lp
′

(Ω) if u ∈ W 1,p
0 (Ω). In fact, since the mapping

s 7→ |s|p is of classe C1 for p > 1, it is easy to show that J is Fréchet-
differentiable in W 1,p

0 (Ω).
Therefore, as a consequence of Theorem 2.6, we have

{
− div

(
|∇u|p−2∇u

)
= f in D′(Ω),

u ∈ W 1,p
0 (Ω).
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As a usual notation in the world of nonlinear partial differential equations,
we have the p-laplacian operator ∆p defined by ∆pu := div

(
|∇u|p−2∇u

)
.

With this notation, the former boundary value problem is usually written as
{

−∆pu = f in D′(Ω),

u ∈ W 1,p
0 (Ω).

Example 3.4. Consider the reflexive Banach space E = H1
0 (Ω)∩Lp(Ω) with

1 < p < +∞ endowed with the norm ‖ · ‖E = ‖ · ‖H1
0
+ ‖ · ‖Lp . Let f ∈ L2(Ω)

(or f ∈ H−1(Ω) ∩ Lp′(Ω)). The functional

J(v) :=
1

2

∫

Ω

|∇v(x)|2 dx+ 1

p

∫

Ω

|v(x)|p dx−
∫

Ω

f(x)v(x) dx

is strictly convex and continuous. As before, applying Poincaré’s inequality,
we see that J is coercive in E. Hence, there exists a unique u ∈ E such that

J(u) = min
v∈E

J(v).

Moreover, J is Gateaux-differentiable in E (in fact, Fréchet-differentiable)
and

〈
DG(v), w

〉
=

∫

Ω

∇v(x)·∇w(x) dx+
∫

Ω

|v(x)|p−2v(x)w(x) dx−
∫

Ω

f(x)w(x) dx

for all v and w ∈ E. So, the minimizing function u ∈ E is solution of
{

−∆u+ |u|p−2u = f in D′(Ω),

u ∈ H1
0 (Ω) ∩ Lp(Ω).

Example 3.5. The following is an important example related to the problem
of minimal surfaces, but it is out of range of this notes and cannot be treated
here.

Let Ω ⊂ RN be a bounded domain and E = W 1,1
0 (Ω). We consider the

functional J : E → R defined by

J(v) =

∫

Ω

√
1 + |∇v(x)|2 dx−

∫

Ω

f(x)v(x) dx,

where f ∈ L∞(Ω).
It is clear that J is strictly convex and we can prove that J is Fréchet-

differentiable in E with

J ′(v) = − div
(
(1 + |∇v|2)−1/2∇v

)
, ∀v ∈ W 1,1

0 (Ω).
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If u is the solution of the variational problem

J(u) = min
v∈E

J(v),

then u satisfies the equation of minimal surfaces





− div

(
1√

1 + |∇v|2
∇v
)

= f in D′(Ω),

u ∈ W 1,1
0 (Ω).

In this example we have some difficulties related to the fact that W 1,1
0 (Ω)

is not reflexive. Moreover, Poincaré’s inequality does not hold in this space.
However, if f = 0, it is clear that J is coercive in W 1,1

0 (Ω).

3.3 Monotone operators

Let E be a real Banach space and E ′ its topological dual space.

Definition 3.6. An operator A : E → E ′ is called monotone if

〈A(u)− A(v), u− v〉 ≥ 0, ∀u, v ∈ E.

One says that A is strictly monotone if

〈A(u)− A(v), u− v〉 > 0, ∀u, v ∈ E, u 6= v.

As simple examples of strictly monotone operators, we have A = −∆p

and E = W 1,p
0 (Ω), for 1 < p < +∞ and Ω a bounded domain of RN .

Proposition 3.7. If J : E → R is a convex functional which is Gâteaux
differentiable, then its derivative u 7→ DGJ(u) is a monotone operator from
E to E ′.

Proof. For every v, w ∈ E and for every t ∈ [0, 1], we have from convexity

J
(
v + t(w − v)

)
≤ J(v) + t

[
J(w)− J(v)

]

which implies that

J
(
v + t(w − v)

)
− J(v)

t
≤ J(w)− J(v).



54 3. Second-order monotone nonlinear equations

Passing to the limit as t→ 0, we obtain that

〈DGJ(v), w − v〉 ≤ J(w)− J(v).

By the same way, we obtain

〈DGJ(w), v − w〉 ≤ J(v)− J(w),

and we get by addition

〈DGJ(v)−DGJ(w), v − w〉 ≥ 0

as we wanted to prove.

The former result enables us to solve equations of the form
{
A(u) = 0,

u ∈ E,

if A is the Gateaux-derivative of a coercive convex functional and E is a
reflexive Banach space.

Unfortunately, there exist monotone operators which are not derivative
of convex functionals. As examples, we can mention the following defined in
H1

0 (Ω), where Ω is a bounded domain of RN :

Au = − div(M∇u), M is a non symmetric positive matrix,

and also
Au = −∆u+ b · ∇u, b ∈ RN .

Definition 3.8. Let A : E → E ′ be an operator.

(1) We say that A is bounded if it maps bounded sets of E into bounded
sets of E ′.

(2) It is said to be hemicontinuous if, for every u, v, w ∈ E, the real-valued
function t ∈ R 7→ 〈A(u+ tv), w〉 ∈ R is continuous on R.

Theorem 3.9 (Main Theorem on Monotone Operators). Let E be a reflexive
and separable Banach space and let A : E → E ′ be a monotone, bounded
and hemicontinuous operator which is coercive in the following sense

lim
‖v‖E→∞

〈A(v), v〉
‖v‖ = +∞.

Then A is surjective, i.e., for every f ∈ E ′, there exists u ∈ E such that
A(u) = f . Moreover, if A is strictly monotone, the solution u is unique.
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For the proof of Theorem 3.9, we need to use the following lemma.

Lemma 3.10. Let P : Rm → Rm be a continuous mapping satisfying the
following property: there exists ρ > 0 such that, for every ξ ∈ Rm with
|ξ| = ρ, P (ξ) · ξ ≥ 0. Then there exists ξ0 ∈ Rm, |ξ0| ≤ ρ, such that
P (ξ0) = 0.

Proof of Lemma 3.10. Let Bρ =
{
ξ ∈ Rm, |ξ| ≤ ρ

}
. Suppose that P (ξ) = 0

has no solution in Bρ. Then,

ξ ∈ Bρ 7→ − P (ξ)

|P (ξ)|ρ

maps Bρ into Bρ and it is continuous.
From Brouwer’s fixed point theorem, this mapping has a fixed point ξ∗ ∈

Bρ, i.e.,

ξ∗ = − P (ξ∗)

|P (ξ∗)|ρ.

Therefore, |ξ∗| = ρ and P (ξ∗) · ξ∗ = −ρ|P (ξ∗)| < 0, which is a contradiction.

Proof of Theorem 3.9. Since E is separable, there exists a countable set of
linearly independent functions {wn}n∈N such that

Em := span{w1, . . . , wm} and E =
⋃

m

Em.

We proceed in two steps.

Step 1 - Approximation: For each m ∈ N, we look for a solution u ∈ Em of
the following system of m nonlinear equations in m unknowns,

〈A(u), wj〉 = 〈f, wj〉, j = 1, . . . , m. (3.3)

For each v ∈ Em, there exists ξ = (ξ1, . . . , ξm) ∈ Rm such that v =
∑m

i=1 ξiwi.
So, we can consider the mapping P : Rm → Rm, P (ξ) =

(
P (ξ)1, . . . , P (ξ)m

)
,

defined as
P (ξ)j :=

〈
A(v), wj

〉
− 〈f, wj〉, j = 1, . . . , m.

Then, from coercivity we have

P (ξ) · ξ =
〈
A(v), v

〉
− 〈f, v〉 ≥ ‖v‖E

[〈
A(v), v

〉

‖v‖ − ‖f‖E′

]
> 0,

if ‖v‖E is large enough.
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Moreover, the mapping P is continuous in Rm. Indeed, it suffices to show
that v ∈ Em 7→

〈
A(v), wj

〉
is continuous in Em for each j = 1, . . . , m.

Let {vn}n∈N be a sequence in Em such that vn converges to v ∈ Em.
Then, {vn}n∈N is bounded and therefore {A(vn)}n∈N is bounded in E ′, which
implies that

{〈
A(vn), wj

〉}
n∈N

is bounded in R.

So, we can extract a subsequence still denoted by
{〈
A(vn), wj

〉}
n∈N

such
that 〈

A(vn), wj
〉

−→
n→+∞

χ
j, ∀j = 1, . . . , m

and to prove the continuity, we just have to show that χj =
〈
A(v), wj

〉
.

By hypothesis, vn =
∑m

j=1 ξ
n
j wj and v =

∑m
j=1 νjwj, where ξ

n
j → νj as

n→ +∞, for all j = 1, . . . , m. Then,

〈
A(vn), vn

〉
=

m∑

j=1

ξnj
〈
A(vn), wj

〉
−→
n→+∞

m∑

j=1

νjχj .

Now, if w ∈ Em, w :=
∑m

j=1 αjwj, we also have

〈
A(vn), w

〉
=

m∑

j=1

αj
〈
A(vn), wj

〉
−→
n→+∞

m∑

j=1

αjχj.

As we are assuming that A is monotone, we have

0 ≤
〈
A(vn)− A(w), vn − w

〉
=

m∑

j=1

(ξnj − αj)
〈
A(vn), wj

〉
−
〈
A(w), vn − w

〉

−→
n→+∞

m∑

j=1

(νj − αj)χj −
〈
A(w), v − w

〉
,

so that
m∑

j=1

(νj − αj)χj −
〈
A(w), v − w

〉
≥ 0.

Let us consider w := v + tu, with t > 0 and u ∈ Em, u :=
∑m

j=1 δjwj. Then,

−t
m∑

j=1

δjχj + t
〈
A(v + tu)), u

〉
≥ 0.

Dividing by t and letting t → 0+, we obtain from the fact that A is hemi-
continuous,

m∑

j=1

(χ
j −

〈
A(v), wj

〉)
δj ≤ 0.
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Since the choice of δj, j = 1, . . . , m is arbitrary, we conclude that χj =〈
A(v), wj

〉
, which proves that v ∈ Em 7→

〈
A(v), wj

〉
is continuous.

As consequence of Lemma 3.10, there exists ξ∗ ∈ Rm such that P (ξ∗) = 0.
This means that, if we define um ∈ Em by um :=

∑m
j=1 ξ

∗
jwj, we have

〈
A(um), wj

〉
− 〈f, wj〉 = 0, j = 1, . . . , m.

which means that um is a required solution of (3.3).

Step 2 - Passage to the limit: Since we have

〈
A(um), um

〉
= 〈f, um〉 ≤ ‖f‖E′‖um‖E,

it follows from the coercivity of A that there exist C > 0 such that ‖um‖E ≤
C. Hence, ‖A(um)‖E′ ≤ C ′ for some C ′ > 0.

Therefore, we can extract a subsequence (still denoted with m as index)
such that

um ⇀ u in E weakly,

A(um)⇀ χ in E ′ weakly,

For any j ∈ N and for m ≥ j we have
〈
A(um), wj

〉
= 〈f, wj〉. Letting

m→ +∞, we have
〈χ, wj

〉
= 〈f, wj〉, for all j ∈ N, from which we conclude

that χ = f in E ′, because E =
⋃
mEm.

To finish the proof, we have to show that χ = A(u). We know that

{〈
A(um), um

〉
= 〈f, um〉 →

m→+∞
〈f, u〉 = 〈χ, u〉,

〈
A(um)− A(v), um − v

〉
≥ 0 ⇒

〈χ− A(v), u− v
〉
≥ 0, ∀v ∈ E.

So, by taking v := u− tw, with t > 0 and w ∈ E, we get

t
〈χ− A(u− tw), w

〉
≥ 0, ∀w ∈ E, ∀t > 0.

Dividing by t and letting t→ 0+, we obtain

〈χ−A(u), w
〉
≥ 0, ∀w ∈ E,

which means that χ = A(u) and the proof is finished.

Remark 3.11. If A is strictly monotone, we have uniqueness of the solution
A(u) = f in the previous result.

Exercise 3.1. Show that the proof of Theorem 3.9 works if we replace mono-
tonicity by the following property: if um ⇀ u weakly in E and A(um) ⇀ χ
weakly in E ′ with lim sup

m→+∞
〈A(um), um〉 ≤ 〈χ, u〉, then χ = A(u) in E ′.
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Remark 3.12. There are a lot of generalizations of the previous result for
nondifferentiable convex functionals, subdifferentiable functionals, maximal
monotone operators , etc., that will not be considered in these notes. But,
as an example, we only mention the case of pseudomonotone operators.

Definition 3.13. An operator A : E → E ′ is said to be pseudomonotone if
A is bounded and satisfies the following property: if um ⇀ u in E weakly
and

lim sup
m→+∞

〈A(um), um − u〉 ≤ 0,

then
〈A(u), u− v〉 ≤ lim inf

m→+∞
〈A(um), um − v〉, ∀v ∈ E.

We can show that if A is pseudomonotone and E is reflexive, then A is
continuous from E with the strong topology into E ′ endowed with the weak
topology. Moreover, we can also prove the following result.

Theorem 3.14 (Main Theorem on Pseudomonotone Operators). Let E be
a reflexive Banach space and A : E → E ′ be a pseudomonotone coercive
operator. Then A is surjective, i.e., for every f ∈ E ′, there exists u ∈ E such
that A(u) = f .



Chapter 4

Some semilinear non monotone equa-
tions

In this case of non monotone equations, there is no general theory, but we
have some methods to solve a few examples of semilinear equations, as we
will see in this chapter.

4.1 Methods based on maximum principle

Let Ω ⊂ RN be a bounded domain with boundary Γ and consider the bilinear
form on H1

0 (Ω),

a(u, v) =
N∑

i,j=1

∫

Ω

aij(x)
∂u

∂xj
(x)

∂v

∂xi
(x) dx+

∫

Ω

c(x)u(x)v(x) dx,

where aij ∈ L∞(Ω), c ∈ L∞(Ω) and

N∑

i,j=1

aij(x)ξjξi ≥ α|ξ|2, α > 0, ∀ξ ∈ RN , a.e. in Ω.

Then, for c0 > ‖c‖L∞ we have, for every v ∈ H1
0 (Ω),

a(v, v) + c0‖v‖2L2(Ω) ≥ α‖v‖2H1
0 (Ω).

As usual, we denote by A the corresponding differential operator

A := −
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu.

Let f : Ω×R → R be a Caratheodory function, i.e., a function satisfying
the following properties:

{
for a.e. x ∈ Ω, the mapping s 7→ f(x, s) is continuous;

∀s ∈ R, the mapping x 7→ f(x, s) is measurable.
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We are interested in the following boundary value problem

{
Au+ f(·, u) = 0 in Ω,

u ∈ H1
0 (Ω).

(4.1)

To simplify the notation, we will write in the sequel f(u) instead of f(·, u),
or to be more precise, f(u)(x) := f

(
x, u(x)

)
.

It is noteworthy to remark that the former problem in not necessarily
homogeneous as f may depend explicitly on x. For exemple, f(u)(x) :=
|u(x)|2u(x) + g(x).

Definition 4.1. We say that ϕ is a subsolution of problem (4.1) if ϕ ∈
H1(Ω), f(ϕ) ∈ L2(Ω) and

{
Aϕ + f(ϕ) ≤ 0 in H−1(Ω),

ϕ ≤ 0 on Γ.

Definition 4.2. We say that ψ is a supersolution of problem (4.1) if ψ ∈
H1(Ω), f(ψ) ∈ L2(Ω) and

{
Aψ + f(ψ) ≥ 0 in H−1(Ω),

ψ ≥ 0 on Γ.

It is clear that ϕ ∈ H1(Ω) is a subsolution of the problem (4.1) if ϕ|Γ ≤ 0
and

a(ϕ, v) +

∫

Ω

f(ϕ)(x)v(x) dx ≤ 0, ∀v ∈ H1
0 (Ω), v ≥ 0.

and the analogous if ψ is a supersolution.

4.1.1 Existence Result

Sub and supersolutions, together with the classical maximum principle, are
powerful tools to prove existence results for semilinear non monotone bound-
ary value problems. This is that asserts the following theorem that we will
prove now.

Theorem 4.3. Let ϕ and ψ be respectively a subsolution and a supersolution
of (4.1) with ϕ ≤ ψ a.e. in Ω, and f be a Caratheodory function. Let
m0 = ess inf ϕ and m1 = ess supψ (not necessarily finite). We assume that
there exists µ ≥ c0 such that the mapping s 7→ f(·, s)− µs is decreasing for
m0 < s < m1, a.e. in Ω. Then there exists a solution u of (4.1) with

ϕ ≤ u ≤ ψ a.e. in Ω.
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Moreover, there exist a minimal solution u and a maximal solution u,
u ≤ u, such that

ϕ ≤ u ≤ ū ≤ ψ a.e. in Ω,

i.e., if u is a solution of (4.1) with ϕ ≤ u ≤ ψ, a.e. in Ω, then we have

ϕ ≤ u ≤ u ≤ u ≤ ψ a.e. in Ω.

Proof. If µ ≥ c0, we know that A + µI is coercive. Then, let us consider
the following iterative scheme: we take u0 = ϕ, v0 = ψ and define sequences
{un}n≥0 and {vn}n≥0 in H1

0 (Ω) by




Aun+1 + µun+1 + f(un)− µun = 0,

Avn+1 + µvn+1 + f(vn)− µvn = 0,

un+1, vn+1 ∈ H1
0 (Ω).

(4.2)

Then, we have the following properties.





Au1 + µu1 + f(ϕ)− µϕ = 0,

Aϕ+ µϕ+ f(ϕ)− µϕ ≤ 0,

u1|Γ = 0, ϕ|Γ ≤ 0.





Av1 + µv1 + f(ψ)− µψ = 0,

Aψ + µψ + f(ψ)− µψ ≥ 0,

v1|Γ = 0, ψ|Γ ≥ 0,

From the weak maximum principle, we have u1 ≥ ϕ and v1 ≤ ψ a.e. in Ω.
Notice that we have ϕ ≤ ψ, from which we can write

f(ϕ)− µϕ ≥ f(ψ)− µψ ⇒
{
Au1 + µu1 ≤ Av1 + µv1,

u1|Γ = 0, v1|Γ = 0.

and we obtain u1 ≤ v1 a.e. in Ω.
Arguing by induction, let us assume that we have constructed u1, . . . , un

and v1, . . . , vn such that

ϕ ≤ u1 ≤ · · · ≤ un ≤ vn ≤ · · · ≤ v1 ≤ ψ, a.e. in Ω.

Since un−1 ≤ un implies that f(un)− µun ≤ f(un−1)− µun−1 and since




Aun+1 + µun+1 + f(un)− µun = 0,

Aun + µun + f(un−1)− µun−1 = 0,

un+1, un ∈ H1
0 (Ω).

we obtain as before, un+1 ≥ un a.e. in Ω. By the same way we get vn+1 ≤ vn
and the same arguments give

un ≤ vn ⇒ f(vn)− µvn ≤ f(un)− µun ⇒ un+1 ≤ vn+1.
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So, by induction, we have constructed an increasing sequence {un}n∈N
and a decreasing sequence {vn}n∈N such that

ϕ ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ ψ, a.e. in Ω.

Claim 1 : There exist u and u in L2(Ω) such that ϕ ≤ u ≤ u ≤ ψ a.e., in Ω
and

un −→
n→+∞

u, vn −→
n→+∞

u in L2(Ω). (4.3)

In fact, there exists Z ⊂ Ω with meas(Z) = 0 such that, for x ∈ Ω \ Z,
ϕ(x) ≤ u1(x) ≤ · · · ≤ un(x) ≤ · · · ≤ vn(x) ≤ · · · ≤ v1(x) ≤ ψ(x).

Therefore, u(x) := limn→+∞ un(x) and u(x) := limn→+∞ vn(x) satisfy ϕ(x) ≤
u(x) ≤ u(x) ≤ ψ(x). This means that we can define the functions u, u : Ω →
R, which are the pointwise limits of the respective sequences. In order to
prove (4.3), it suffices to notice that we have ϕ, ψ ∈ L2(Ω) and ϕ ≤ un ≤
vn ≤ ψ a.e. Therefore, the result follows from Lebesgue Theorem. Moreover,
because un ≤ vn for all n ∈ N, we have that u ≤ u and the Claim 1 is proved.

Now, we consider the operator F : X → L2(Ω), where X =
{
w ∈

L2(Ω) ; ϕ ≤ w ≤ ψ
}
, defined by F = f − µI, or more precisely, F (w) =

f(w)− µw for all w ∈ X . Then, we have,

Claim 2 : F is continuous.
Let {wn}n∈N be a sequence of X such that wn → w in L2(Ω). Passing to

a subsequence if necessary, we have
{
wn → w a.e. in Ω,

F (wn) → F (w) a.e. in Ω,

But F (ψ) ≤ F (wn) ≤ F (ϕ) and the Lebesgue Theorem implies that F (wn) →
F (w) in L2(Ω). So, the proof of Claim 2 is finished.

Since f = F + µI, f is continuous as an operator from X into L2(Ω). In
particular, we have {

f(un) → f(u)

f(vn) → f(u)
in L2(Ω). (4.4)

From (4.4) and (4.2), we have
{
un → u

vn → u
in H1

0 (Ω). (4.5)

So, passing to the limit as n→ +∞ in (4.2), we get

Au+ f(u) = 0, and Au+ f(u) = 0.
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Finally, let u be a solution of (4.1) such that ϕ ≤ u ≤ ψ. Then, by the
maximum principle, u ≥ u1 (respectively u ≤ v1) and, by the same argument,
u ≥ u2 (respectively u ≤ v2), and so on. Hence, u ≤ u ≤ u.

The fact that avery solution u belonging to X satisfies necessarily the
condition u ≤ u ≤ u means that u and u are the “minimal” and “maximal”
solutions, respectively; or more exactly, the smallest and largest solutions in
X .

We may have u = u and, in that case, there is uniqueness of solution in
X . We note also that the argument in the proof is constructive (and could
be implemented in numerical calculations).

Remark 4.4. Let us mention a very general result which includes the pre-
vious theorem. First of all, notice that in Theorem 4.3, if we define

T (v) := (A+ µI)−1
[
µv − f(v)

]
,

then T is increasing in the sense that v ≤ w implies that T (v) ≤ T (w) and

ϕ ≤ T (ϕ), ψ ≥ T (ψ), ϕ ≤ ψ.

We consider H an ordered space in which the order has the following
property P : every non empty family that is totally ordered and bounded
from above (respectively bounded from below) admits a least upper bound
(respectively a largest lower bound).

Theorem 4.5. Let T : H → H be an increasing mapping, where H is an
ordered space satisfying the property P . Assume that T has a lower fixed
point ϕ, i.e., ϕ ≤ T (ϕ), and an upper fixed point ψ, i.e., ψ ≥ T (ψ) such that
ϕ ≤ ψ. Then T has a minimal fixed point u and a maximal fixed point u in
the set X :=

{
w ∈ H ; ϕ ≤ w ≤ ψ

}
.

Before proceeding with the proof, it is interesting to remark that no
continuity and no topology is assumed in Theorem 4.5. Moreover, concerning
the Remark 4.4, we notice that the usual order in the space H = L2(Ω) has
the mentioned property P .

Proof of Theorem 4.5. Let U and V be the following sets:

U :=
{
u ∈ H ; ϕ ≤ u ≤ ψ, u ≤ T (u)

}

V :=
{
v ∈ H ; ϕ ≤ v ≤ ψ, T (v) ≤ v

}
.

Note that U 6= ∅ and V 6= ∅, because ϕ ∈ U and ψ ∈ V.
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Now, let W be the following set

W :=
{
v ∈ V ; v ≥ u, ∀u ∈ U

}
.

Again, W 6= ∅, because ψ ∈ W.
We claim that W is inductive, i.e., each non empty totally ordered set

B ⊂ W has a largest lower bound which belongs to W.
Let {wα} be a non empty family of W which is totally ordered. Of course,

this family is bounded from below by ϕ and then, it possesses a larger lower
bound w ∈ H , i.e.,

w ≤ wα, ∀α. (4.6)

As W ⊂ V, we have
T (wα) ≤ wα, ∀α. (4.7)

From the fact that T is increasing, it follows from (4.6) that T (w) ≤ T (wα)
for all α. So, T (w) is a lower bound of {wα} and we have T (w) ≤ w. This
means that w ∈ V.

On the other hand, we know that if u ∈ U , then u ≤ wα for every α,
which implies that u ≤ w. So, we have shown that

w ∈ V and u ≤ w, ∀u ∈ U .

i.e., w ∈ W and so W is inductive.
Hence, from Zorn’s Lemma, W possesses a minimal element w0.
As W ⊂ V and T is increasing, we have
{
w0 ∈ V ⇒ T (w0) ≤ w0,

w0 ≥ ϕ ⇒ T (w0) ≥ T (ϕ) ≥ ϕ,
=⇒ ϕ ≤ T (w0) ≤ w0 ≤ ψ.

Since T 2(w0) ≤ T (w0), we have

T (w0) ∈ V. (4.8)

On the other hand, as w0 ≥ u for all u ∈ U , it follows from the definition
of U that T (w0) ≥ T (u) ≥ u. So,

T (w0) ≥ u, ∀u ∈ U . (4.9)

From (4.8) (4.9), we have T (w0) ∈ W. As w0 is the largest lower bound of
W, we have necessarily w0 ≤ T (w0). So, we conclude that T (w0) = w0.

Moreover, if u is a fixed point of T , i.e., u = T (u), then u ∈ U and so
u ≤ w0. This means that w0 is the largest fixed point of T .

With the same arguments we can prove that T possesses a smallest fixed
point, and the proof is finished.
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Remark 4.6. In the last two results, the subsolution (or the lower fixed
point) ϕ must be smaller then the supersolution (or the upper fixed point)
ψ. This is essential, as we can see by the following counter example.

We consider the spectral problem
{

− φ′′ − λφ = 0 in ]0, 1[,

φ(0) = φ(1) = 0.

It is well known that all eigenvalues are positive and simple, i.e., 0 < λ1 <
λ2 < . . . < λk < . . ., where λk = k2π2 with the corresponding eigenfunctions
given by φk(x) = sin(kπx).

Let us consider the problem
{

− u′′ − λ2u = f in ]0, 1[,

u(0) = u(1) = 0,
(4.10)

where f ∈ C1
(
[0, 1]

)
with f(0) = f(1) = 0. It is clear that there exists α > 0

such that
−α(λ2 − λ1)φ1 ≤ f ≤ α(λ2 − λ1)φ1.

So, by considering ϕα := αφ1 and ψα := −ϕα, we see that
{

− ϕ′′
α − λ2ϕαf = −α(λ2 − λ1)φ1 − f ≤ 0 in ]0, 1[,

ϕα(0) = ϕα(1) = 0,

which says that ϕα is a subsolution for the problem (4.10). By the same way
we can see that ψα is a supersolution for (4.10).

Moreover, it is clear that

ψα(x) ≤ 0 ≤ ϕα(x), ∀x ∈ [0, 1]

and if we take f such that
∫ 1

0

f(x)φ2(x) dx 6= 0,

the problem does not have solution, as we can see by multiplying both sides
of (4.10) by φ2 and taking the integral on [0, 1].

4.1.2 Example

As an application of the Theorem 4.3, let us consider the following example.
Let Ω ⊂ RN be a bounded domain and consider the (semilinear) boundary
value problem.
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{
−∆u+ u3 − λu = 0 in Ω, λ > 0,

u ∈ H1
0 (Ω).

(4.11)

It is clear that, for all λ ∈ R the null function is a solution. But for λ ≤ λ1,
where λ1 is the first eigenfuncion of −∆ in Ω, the null function is the unique
solution. Indeed,

〈−∆u− λu, u〉+
∫

Ω

u4(x) dx =

∫

Ω

(
|∇u(x)|2 − λ|u(x)|2 + |u(x)|4

)
dx = 0.

But if λ ≤ λ1, it follows from the variational characterization of λ1 that∫

Ω

(
|∇u(x)|2 − λ|u(x)|2

)
dx ≥ 0,

which implies that ‖u‖4L(Ω) = 0 and u = 0.
For λ > λ1, let φ1 be the (positive) eigenfunction associated to λ1, i.e.,{

−∆φ1 = λ1φ1 in Ω,

φ1 ∈ H1
0 (Ω), φ1 > 0 in Ω.

We assume that sup{φ1(x) ; x ∈ Ω} = 1 and we define ϕα := αφ1, α > 0.
Then,

−∆ϕα + ϕ3
α − λϕα = αλ1φ1 − αλφ1 + α3φ3

1 = αφ1

[
(λ1 − λ) + α2φ2

1

]
.

If α ≤ √
λ− λ1, we have that ϕα is a subsolution. On the other hand,

ψ :=
√
λ is a supersolution and

ϕα(x) = αφ1(x) ≤
√
λ− λ1 ≤

√
λ = ψ(x), ∀x ∈ Ω.

From Theorem 4.3, there exists a solution u of (4.11) such that
√
λ− λ1φ1 ≤

u ≤
√
λ. So, this problem admits also a positive solution u.

Remark 4.7. In the former example, we have m0 = 0 and m1 =
√
λ.

Therefore, to have s 7→ s3 − λs− µs decreasing in [0,
√
λ], it suffices to take

0 < µ < 2λ.

Ω
RN

α

√
λ ψ

ϕα

Ω
RN

α

√
λ

u

Figure 4.1. At left, the graphics of subsolution ψ and supersolution
ϕα; at right, a solution u such that ψ ≤ u ≤ ϕα.
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4.1.3 The symmetric case; more properties

We return to the problem (4.1) assuming the hypothesis of Theorem 4.3, but
now with A a symmetric operator, i.e.,

Au = −
N∑

i,j=1

∂

∂xi

(
aij

∂u

∂xj

)
+ cu,

where aij = aji. In this case, the associated bilinear form a(u, v) is also
symmetric. By introducing the parameter µ if necessary, we can assume that
A is coercive and s 7→ f(·, s) is decreasing in [m0, m1] .

We define

G(x, s) :=

∫ s

0

f(x, τ) dτ, K :=
{
v ∈ L2(Ω) ; ϕ ≤ v ≤ ψ a.e. in Ω

}
.

Note that
∣∣G(·, s)

∣∣ ≤ max
[
f(ϕ), f(ψ)

]
s, ∀s ∈ [m0, m1], a.e. in Ω.

So, with the notation G(v)(x) := G
(
x, v(x)

)
, we have

∣∣G(v)
∣∣ ≤ max

[
f(ϕ), f(ψ)

]
|v| a.e. in Ω,

which implies thatG(v) ∈ L1(Ω) if v ∈ L2(Ω), because the function max
[
f(ϕ), f(ψ)

]
∈

L2(Ω).
Let us consider the functional

J(v) :=
1

2
a(v, v) +

∫

Ω

G(v)(x) dx,

which is well defined for v ∈ H1
0 (Ω) ∩K.

We claim that J is Gateaux-differentable in K ∩ H1
0 (Ω). Indeed, since

the mapping s 7→ f(x, s) is continuous for almost x ∈ Ω, then s 7→ G(x, s) is
differentiable and

lim
t↓0

0<t<1

G
(
u+ tw

)
(x)−G(u)(x)

t
= f

(
x, u(x)

)
, a.e. x ∈ Ω.

Since K is convex, u+ t(v−u) ∈ K if u, v ∈ K and 0 ≤ t ≤ 1. So, for almost
every x ∈ Ω,
∣∣∣∣∣
G
(
u+ t(v − u)

)
(x)−G(u)(x)

t

∣∣∣∣∣ ≤
1

t

∣∣∣∣∣

∫ u(x)+t(v(x)−u(x))

u(x)

f(x, s) ds

∣∣∣∣∣

≤ 1

t

∫ u(x)+t(v(x)−u(x))

u(x)

∣∣f(x, s)
∣∣ ds

≤ max
[
|f(x, ϕ(x)|, |f(x, ψ(x)|

]
|v(x)− u(x)|.
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Hence, from the Lebesgue Theorem, we obtain, for all u, v ∈ H1
0 (Ω) ∩K,

〈
J ′(u), v − u

〉
= a(u, v − u)−

〈
f(u), v − u

〉
. (4.12)

Let us consider the set

Ku :=
{
v ∈ L2(Ω) ; ϕ ≤ v ≤ u

}
,

where u is the minimal solution of (4.1). Then we have the following char-
acterization.

Lemma 4.8. J(u) = min
v∈Ku∩H1

0 (Ω)
J(v).

Proof. Firstly we notice that v 7→
∫
Ω
G(v)(x) dx is bounded on K, because

∣∣∣∣
∫

Ω

G(v) dx

∣∣∣∣ ≤
∫

Ω

max
{∣∣f(ϕ)

∣∣,
∣∣f(ψ)

∣∣}max
{
|ϕ|, |ψ|

}
dx

and it is obviously continuous on K with the topology of L2(Ω). Since
K ∩ H1

0 (Ω) is convex and closed in H1
0 (Ω), it is also closed for the weak

topology of H1
0 (Ω) and we conclude from the compactness of the injection

H1
0 (Ω) → L2(Ω) that v 7→

∫
Ω
G(v)(x) dx is compact in K ∩ H1

0 (Ω) for the
weak topology of H1

0 (Ω).
As the same properties hold for Ku ∩ H1

0 (Ω), it follows that J achieves
its minimum on this set, i.e., there exists u ∈ Ku ∩H1

0 (Ω) such that

J(u) = min
v∈Ku∩H1

0 (Ω)
J(v).

Therefore, from (4.12), we obtain
〈
J ′(u), v − u

〉
≥ 0 ∀v ∈ Ku ∩H1

0 (Ω), i.e.,

a(u, v − u) +

∫

Ω

f
(
x, u(x)

)(
v(x)− u(x)

)
dx ≥ 0, ∀v ∈ Ku ∩H1

0 (Ω)

In particular, for v = u ∈ Ku ∩H1
0 (Ω), we have

a(u, u− u) +

∫

Ω

f
(
x, u(x)

)(
u(x)− u(x)

)
dx ≥ 0. (4.13)

But we know that

a(u, u− u) +

∫

Ω

f
(
x, u(x)

)(
u(x)− u(x)

)
dx = 0. (4.14)

As u ≤ u, we have f(u) ≤ f(u) and
∫

Ω

(
f(u)− f(u)

)
(u− u) dx ≤ 0

and we obtain by subtracting (4.13) from (4.14), a(u− u, u− u) ≤ 0 and so
u = u.
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Theorem 4.9. Consider the hypotheses of Theorem 4.3 and assume that
ϕ ∈ C0(Ω) is a strict subsolution, i.e., a subsolution but not a solution.
Suppose that s 7→ f(x, s) is C1 a.e. in Ω is such that f ′

s(u) ∈ L∞(Ω). Then
we have

a(v, v) +

∫

Ω

f ′(u)v2 dx ≥ 0, ∀v ∈ H1
0(Ω),

which implies that the linearized operator at u, A+f ′(u)I, has a non negative
first eigenvalue.

Proof. By hypothesis, we have




Au+ f(u) = 0, a.e. in Ω

Aϕ + f(ϕ) ≤ 0, a.e. in Ω (but not identically 0)

(u− ϕ)|Γ ≥ 0,

By the strong maximum principle, u > ϕ in Ω. So, for every φ ∈ D+(Ω),
there exists ε0 > 0 such that if 0 < ε < ε0, then u− εφ ≥ ϕ. Therefore,

J(u) ≤ J(u− εφ).

On the other hand, we have

J(u− εφ) = J(u)− ε
〈
J ′(u), φ

〉
+
ε2

2

〈
J ′′(u)φ, φ

〉
+ o(ε2), ∀φ ∈ D+(Ω).

As we know that
〈
J ′(u), φ

〉
= 0, it follows that

〈
J ′′(u)φ, φ

〉
≥ 0, ∀φ ∈ D+(Ω).

Taking the closure of D+(Ω) in H1
0 (Ω), we obtain

a(v, v) +

∫

Ω

f ′
s(u)v

2 dx ≥ 0, ∀v ≥ 0 in H1
0 (Ω). (4.15)

Since we know that ∀v ∈ H1
0 (Ω), v = v+−v−, with v+, v− ∈ H1

0 (Ω), we have




a(v+, v+) +

∫

Ω

f ′
s(u)(v

+)2 dx ≥ 0,

a(v−, v−) +

∫

Ω

f ′
s(u)(v

−)2 dx ≥ 0,

and we conclude that (4.15) holds for all v ∈ H1
0 (Ω). This finishes the

proof.

Remark 4.10. After an obvious adaptation of Lemma 4.8, we can prove an
analogous result for u.
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4.1.4 Uniqueness results

Theorem 4.11. Under the hypotheses of Theorem 4.9 and assuming that
ϕ, ψ ∈ C0(Ω) are sub and supersolutions, but not solutions, then the solution
u in K = {v ∈ L2(Ω), ϕ ≤ v ≤ ψ a.e.} is unique if one of the following
conditions is satisfied:

(1) s 7→ f(x, s) is strictly convex on [m0, m1];

(2) s 7→ f(x, s) is strictly concave on [m0, m1];

(3) s 7→ ∂f
∂s
(x, s) is strictly concave on [m0, m1].

Proof. (1) Since
〈
J ′(u), u− u

〉
=
〈
J ′(u), u− u

〉
= 0, we have

〈
J ′(u)− J ′(u), u− u

〉
= 0.

So, if w = u− u,

a(w,w) +

∫

Ω

[
f(u)− f(u)

]
w dx = 0. (4.16)

But we know that (see (4.15))

a(w,w) +

∫

Ω

∂f

∂s
(u)w2 ≥ 0. (4.17)

Subtracting (4.17) from (4.16) we get
∫

Ω

[
f(u)− f(u)− ∂f

∂s
(u)w

]
w dx ≤ 0. (4.18)

On the other hand, as w ≥ 0 and f is convex, we have f(u) − f(u) ≥
∂f
∂s
(u)(u− u) a.e. in Ω, which implies that

[
f(u)− f(u)− ∂f

∂s
(u)w

]
w ≥ 0 a.e.

in Ω and ∫

Ω

[
f(u)− f(u)− ∂f

∂s
(u)w

]
w dx ≥ 0. (4.19)

From (4.18) from (4.19) we conclude that
∫

Ω

[
f(u)− f(u)− ∂f

∂s
(u)w

]
w dx = 0.

Bus f is supposed to be strictly convex and so we have u = u.

(2) Repeating the initial arguments of item (1), we obtain the same inequality
(4.18). But now, as f is supposed to be concave, we have

f(u)− f(u) ≤ f ′
s(u)(u− u) = −∂f

∂s
(u)w a.e. in Ω.
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So, f(u)− f(u)− ∂f
∂s
(u)w ≥ 0 a.e. in Ω and the result follows as before.

(3) Again we write w = u− u, so that (4.16) holds. Now, as s 7→ f(·, s) is of
class C1, we have for almost every x ∈ Ω,

f(u)− f(u) =

∫ 1

0

∂f

∂s
(u+ tw)w2 dt.

From Fubini Theorem and the concavity of ∂f
∂s
, we obtain

∫

Ω

[
f(u)− f(u)

]
w dx =

∫ 1

0

[∫

Ω

∂f

∂s
(u+ tw)w2 dx

]
dt

≥
∫ 1

0

[
(1− t)

∫

Ω

∂f

∂s
(u)w2dx+ t

∫

Ω

∂f

∂s
(u)w2dx

]
dt

=
1

2

∫

Ω

∂f

∂s
(u)w2dx+

1

2

∫

Ω

∂f

∂s
(u)w2dx.

Adding a(w,w) in both sides of the previous inequality, we get

0 = a(w,w) +

∫

Ω

[
f(u)− f(u)

]
w dx ≥ 1

2

[
a(w,w) +

∫

Ω

∂f

∂s
(u)w2dx

]

+
1

2

[
a(w,w) +

∫

Ω

∂f

∂s
(u)w2dx

]
≥ 0.

Therefore,

∫ 1

0

[∫

Ω

{∂f
∂s

(u+ tw)− (1− t)
∂f

∂s
(u)− t

∂f

∂s
(u)
}
w2 dx

]
dt = 0

and the conclusion follows because ∂f
∂s

is strictly concave.

Example 4.12. As an application of this last result, let us return to the
problem (4.11) {

−∆u+ u3 − λu = 0 in Ω,

u ∈ H1
0 (Ω).

We have seen that for λ > λ1, ϕα; = αφ is subsolution if 0 < 0 ≤
√
λ− λ1,

ψ :=
√
λ is a supersolution and, as a consequence of Theorem 4.3, there exists

a positive solution u on K :=
{
v ∈ L2(Ω) ; ϕα ≤ v ≤ ψ

}
. But f(s) := s2−λs

is strictly convex in R+. Then, this solution is unique in K.
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4.2 Variational Methods

In this section we focus on two type of equations in a given Banach space V .
The first one is equations of the form

u ∈ V, A(u) = 0,

where A is the Fréchet derivative of a C1 functional J : V → R, i.e., A(v) =
J ′(v), for all v ∈ V .

We will also consider equations like

u ∈ V, A(u) = λB(u), λ ∈ R,

where A and B are respectively Fréchet derivatives of C1 functionals J,H :
V → R, i.e., A(v) = J ′(v) and B(v) = H ′(v), for all v ∈ V .

4.2.1 Extreme values of functionals on manifolds

Lemma 4.13 (Lagrange multiplier). Let J and H be two C1 functionals
from V to R. Suppose the v0 is a extremum of J on the manifold

S :=
{
v ∈ V ; H(v) = c ∈ R

}

such that H ′(v0) 6= 0. Then, there exists λ ∈ R such that J ′(v0) = λH ′(v0).

Proof. Since H is smooth, we know that H ′(v0) is normal to Sc at v0, i.e.,
for every sequence {vn}n∈N, vn ∈ Sc, vn 6= v0 such that vn → v0, we have

lim
n→+∞

〈
H ′(v0),

vn − v0
‖vn − v0‖V

〉
= 0.

Let Π(v0) the tangent hyperplane to Sc at v0, i.e.,

Π(v0) :=
{
w ∈ V ;

〈
H ′(v0), w

〉
= 0
}
.

If u0 ∈ V is such that
〈
H ′(v0), u0

〉
6= 0 and v ∈ V , we define

τ(v) :=

〈
H ′(v0), v

〉
〈
H ′(v0), u0

〉 .

Then
〈
H ′(v0), v− τ(v)u0

〉
= 0 and so v− τ(v)u0 ∈ Π(v0), which implies that

v = w + τ(v)u0, w ∈ Π(v0).
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Note that if v = 0, then τ(v) = 0 and w = 0, i.e., V = Π(v0) ⊕ Ru0, or
more precisely, ∀v ∈ V , there exist w ∈ Π(v0) and τ ∈ R unique such that
v = w + τu0.

We claim that locally, in a neighborhood of v0, Sc is defined by the equa-
tion

v = v0 + w + τu0, τ = Φ(w), w ∈ Π(v0).

Indeed, let us write

F (τ, w) := H(v0 + w + τu0)− c, (τ, w) ∈ R×Π(v0).

It is clear that F is C1 from R×Π(v0) to R, F (0, 0) = 0 and

Sc =
{
(τ, w) ; F (τ, w) = 0

}
.

From the definition of F , we have
{
DwF (0, 0)[w] =

〈
H ′(v0), w

〉
= 0, ∀w ∈ Π(v0),

DτF (0, 0) =
〈
H ′(v0), u0

〉
6= 0.

So, by the Implicit Function Theorem, there exists a neighborhood of (0, 0)
in R × Π(v0) and a C1 function Φ defined on a neighborhood of 0 in Π(v0)
such that Φ(0) = 0, DwΦ(0) = 0, τ = Φ(w) and F (w,Φ(w)) = 0.

Then, for v ∈ Sc, v in a neighborhood of v0, v = v0+w+Φ(w)u0, we can
write

J(v) = J
(
v0 + w + Φ(w)u0

)
=: J̃(w), w in a neighborhood of 0 in Π(v0).

As v0 is an extremum of J in Sc, we have DwJ̃(0) = 0. Moreover, as

DwJ̃(0)[w] =
〈
J ′(v0), w

〉
+
〈
J ′(v0),

〈
DwΦ(0), w

〉
u0

〉

and
〈
DwΦ(0), w

〉
= 0 for all w ∈ Π(v0), we have

DwJ̃(0)[w] =
〈
J ′(v0), w

〉
= 0, ∀w ∈ Π(v0).

So, J ′(v0) is normal to Sc at the point v0 and then is colinear to H ′(v0), i.e.,
there exists λ ∈ R such that J ′(v0) = λH ′(v0).

Example 4.14 (Pohozaev). Let Ω be a bounded domain of RN , We want
to show that the following semilinear Dirichlet problem





−∆u− |u|p−2u = 0 in Ω, 1 < p <
2N

(N − 2)
, p 6= 2,

u ∈ H1
0 (Ω),

(4.20)
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has a positive solution.
Let V = H1

0 (Ω), H and J the following functionals defined on V as

H(v) :=
1

2

∫

Ω

|∇v(x)|2 dx, J(v) := 1

p

∫

Ω

|v(x)|p dx, 1 < p <
2N

N − 2
.

Then the embedding H1
0 (Ω) ⊂ Lp(Ω) is compact. Let S1 be the unit sphere

of V , i.e.,

S1 :=
{
v ∈ V ; H(v) = 1

}
.

Since J is bounded on S1, we look for v0 ∈ S1 such that

J(v0) = max{J(v) ; v ∈ S1}.

Let us consider a maximizing sequence {vn}n∈N in S1, i.e.,

lim
n→∞

J(vn) = sup
v∈S1

J(v).

After extracting a subsequence if necessary, we have

vn ⇀ v0 in H1
0(Ω) weakly,

vn → v0 in Lp(Ω) strongly.

It is clear that

J(vn) −→
n→∞

J(v0) = sup
v∈S1

J(v)

but S1 is not weakly compact in H1
0 (Ω).

To prove that v0 ∈ S1, we proceed as follows: we know that

H(v0) ≤ lim inf
n→∞

H(vn) = 1.

So, there exists t ≥ 1 such that tv0 ∈ S1. If t > 1 we would have J(tv0) =
tpJ(v0) > J(v0), which is a contradiction. So, t = 1 and v0 ∈ S1. Therefore,
we have {

v0 ∈ S1,

J(v0) = max
v∈S1

J(v).

Note that H ′(v0) = −∆v0 6= 0, because otherwise we would have v0 = 0.
Then, from Lemma 4.13, the exists λ ∈ R such that J ′(v0) = λH ′(v0), i.e.,

|v0|p−2v0 = −λ∆v0, v0 ∈ H1
0 (Ω),

1

2

∫

Ω

|∇v0(x)|2 dx = 1.
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Multiplying the above equation by v0 and integrating on Ω, we obtain
∫

Ω

|v0(x)|p dx = λ

∫

Ω

|∇v0(x)|2 dx = 2λ.

So, 2λ = pJ(v0) > 0
By considering µ = 1/λ, we see that we have found v0 ∈ H1

0 (Ω) satisfying
{

−∆v0 = µ|v0|p−2v0 in Ω,

v0 ∈ H1
0 (Ω), H(v0) = 1.

Now, we use the homogeneity of s 7→ |s|p−2s to eliminate the parameter
µ; let u := αv0, α > 0. Then,

−∆u =
αµ

αp−1
|v0|p−2v0 =

µ

αp−2
|u|p−2u.

If p 6= 2, we can choose α > 0 such that αp−2 = µ to obtain a solution u
of (4.20). Moreover, since J(v0) = J(|v0|) and |v0| ∈ S1, it follows that |v0|
maximizes J and, as consequence, |u0| is also a solution of (4.20).

Remark 4.15. We can also obtain a (positive) solution of (4.20) as a min-
imizing variational problem. Indeed, let us consider the same notation as
before, but now we introduce the manifold

Σ1 :=
{
v ∈ V ; J(v) = 1

}

and the variational problem

H(v) = min
v∈Σ1

H(v). (4.21)

Let {vn})n ∈ N a minimizing sequence, vn ∈ Σ1, i.e.,

lim
n→∞

H(vn) = inf
v∈S1

H(v).

Since {vn}n∈N is bounded in V , there exists a subsequence (still denoted by
vn) such that

vn ⇀ v0 in H1
0 (Ω) weakly,

vn → v0 in Lp(Ω) strongly.

So, v0 ∈ Σ1 and
H(v0) ≤ lim inf

n→∞
H(vn).

Hence, v0 is the solution of (4.21) and there exists λ ∈ R such that H ′(v0) =
λJ ′(v0), i.e.,

−∆v0 = λ|v0|p−2v0.
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Repeating the arguments used before, we show that λ > 0 and, by homo-
geneity, that there exists α > 0 such that u = α|v0| is a positive solution of
(4.20).

Remark 4.16. There are many other solutions for (4.20), which can be
proved using topological methods such that Ljusternik-Schnirelmann cate-
gories (see [16]).

Moreover, there are other important problems that can be treated with
theses methods as Von Karman equations, among other.

4.2.2 The mountain pass theorem

This is an important theorem due to A. Ambrosetti and P. Rabinowitz in
1973 (see [2]).

Let V be a Banach space and F ∈ C1(V ;R). We are going to give
conditions which imply the existence of non trivial critical points of F . To
proceed, we need the following compactness condition, introduced by Palais
and Smale [20].

Definition 4.17 (Palais-Smale Condition). We say that F satisfies Palais-
Smale condition (PS) if from every sequence {vn}n∈N in V such that

(1) {F (vn)}n∈N is bounded,

(2) F ′(vn) −→
n→∞

0 in V ′,

we can extract a convergent subsequence.

When this condition is satisfied in the region
{
v ∈ V ; F (v) ≥ α

}
(re-

spectively
{
v ∈ V ; F (v) ≤ −α

}
) for every α > 0, we say that F satisfies

(PS+) (respectively (PS−)).

Theorem 4.18 (Mountain Pass Theorem). Let F ∈ C1(V ;R) which satisfies
(PS) and suppose that

(1) F (0) = 0 and there exist ρ, α > such that F |∂Bρ(0) ≥ α,

(2) ∃v0 ∈ V \Bρ(0) such that F (v0) < α.

Then there exists a critical value c of F , c ≥ α, which can be characterized
as follows

c = inf
γ∈Γ

max
t∈[0,1]

F
(
γ(t)

)
,

where
Γ :=

{
γ ∈ C

(
[0, 1];V

)
; γ(0) = 0, γ(1) = v0

}
.

This means that there exists u ∈ V such that F (u) = c (so that u 6= 0) and
F ′(u) = 0.
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Remark 4.19. There has been many extensions of this theorem. The one
presented here is the basic version. In fact, it is sufficient that F satisfy
(PS+).

A key point in the proof of the Mountain Pass Theorem is the following
Deformation Lemma. Given a differentiable functional F : V → R and d ≥ 0,
we set

Ad :=
{
v ∈ V ; F (v) ≤ d

}
,

Kd :=
{
v ∈ V ; F (v) = d, F ′(v) = 0

}
.

Lemma 4.20 (Deformation Lemma). Let F ∈ C1(V ;R) which satisfies (PS).
If c ∈ R and if N is a neighborhood of Kc, then there exists a deformation
η ∈ C

(
[0, 1]×V ;V

)
, (t, x) 7→ ηt(x) := η(t, x) and a constant ε > 0 such that,

for every ε, 0 < ε < ε,

(1) η0(v) = v, ∀v ∈ V ;

(2) ηt(v) = v, ∀v ∈ V such that F (v) /∈ [c− ε, c+ ε], ∀t ∈ [0, 1];

(3) ∀ t ∈ [0, 1], v 7→ ηt(v) is a homeomorphism;

(4) ‖ηt(v)− v‖ ≤ 1, ∀v ∈ V and ∀t ∈ [0, 1];

(5) η1(Ac+ε \ N ) ⊂ Ac−ε;

(6) If Kc = ∅, then η1
(
Ac+ε

)
⊂ Ac−ε;

(7) If F is even, then ηt is odd in V .

Note that we would like to use the gradient of F in order to decrease
strictly the “altitude” of a point which is away from a neighborhood of critical
points. In fact, we would like to solve the following differential equation:
∀v ∈ V , 




dη

dt
(t, v) = −F ′

(
η(t, v)

)
, t ∈ [0, 1],

η(0, v) = v.

Then we would have

d

dt
F
(
η(t, v)

)
= −‖F ′

(
η(t, v)

)
‖2,

so that if ‖F ′‖ is bounded from below by a positive number, F could decrease
strictly.

But, first of all we would need F ′ Lipschitz which is very difficult to
assume in infinite dimension for interesting cases. Second of all, we have
F ′(v) ∈ V ′ and we want a differential equation with values in V . To overcome
these difficulties, we will construct a pseudo-gradient (an idea of R. Palais
and D.C. Clark)
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Definition 4.21. Let E be a real Banach space and Φ ∈ C1(E;R). We say
that v ∈ E is a pseudo-gradient for Φ at u ∈ E if

(1) ‖v‖ ≤ 2‖Φ′(u)‖E′,

(2) 〈Φ′(u), v〉 ≥ ‖Φ′(u)‖2E′.

If Ẽ :=
{
u ∈ E ; Φ′(u) 6= 0}, then the mapping x 7→ v(x) is a pseudo-gradient

field for Φ if

(1) v : E → E is locally Lipschitz,

(2) ∀x ∈ Ẽ, v(x) is a pseudo-gradient for Φ at x.

Lemma 4.22 (Pseudo-gradient Lemma). If Φ ∈ C1(E;R), then there exists

a pseudo-gradient field for Φ on Ẽ.

Proof. Let u ∈ Ẽ and w ∈ E with ‖w‖ = 1 such that

〈
Φ′(u), w

〉
>

2

3
‖Φ′(u)‖E′.

Then, z := 3
2
‖Φ′(u)‖E′w is a pseudo-gradient for Φ at u satisfying the strict

inequalities

‖z‖ < 2‖Φ′(u)‖E′ and
〈
Φ′(u), z

〉
> ‖φ′(u)‖2E′.

As Φ′ is continuous, there exists an open neighborhood Nu of u such that
z is also a pseudo-gradient for Φ at v, with v ∈ Nu. So,

{
Nu

}
u∈Ẽ

is an

open covering of Ẽ. Since Ẽ is a metric space, it is paracompact (cf. for

exemple [23]), i.e., every open covering of Ẽ has a locally finite1 subcovering.

Hence, we can extract a locally finite subcovering {Nui}i∈I of Ẽ associated
to pseudo-gradients zi.

Let ρi(x) := dist(x,N c
ui
), i.e., the distance of x to the complement of Nui.

Then the mapping x 7→ ρi(x) is Lipschitz and vanishes outside Nui. Let

βi(x) :=
ρi(x)∑

k∈I

ρk(x)
.

Then, {βi}i∈I is a partition of the unity associated to {Nui}i∈I Therefore,
the convex combination

v(x) :=
∑

i∈I

βi(x)zi

is a pseudo-gradient for Φ at x ∈ Ẽ and v : E → E is locally Lipschitz. This
completes the proof.

1A collection A of subsets of a topological space X is said to be locally finite in X if
every point of X has a neighbourhood that intersects only finitely many elements of A.
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We are now in position to prove the Deformation Lemma 4.20.

Proof. We assume Kc 6= ∅ (otherwise the proof is simpler). It follows from
the Palais-Smale condition that Kc is compact. Let us call Nδ(Kc) the δ-
neighborhoods of Kc. For δ small enough, Nδ(Kc) ⊂ N .

Hence, there exist ε > 0 and b > 0 such that

‖F ′(x)‖V ′ ≥ b, ∀x ∈ Ac+ε \Ac−ε \ Nδ/8.

Indeed, otherwise we could construct a sequence {xn}n∈N with

F (xn) −→
n→∞

c, F ′(xn) −→
n→∞

0, xn /∈ Nδ/8.

From (PS) there would be a subsequence converging to x with

F (x) = c, F ′(x) = 0, x /∈ Nδ/8,

which is impossible.
Of course this remains valid if we decrease ε. So, we can assume that

0 < ε < min

{
bδ

32
,
b2

8
,
1

8

}
.

Let 0 < ε < ε and

A :=
{
x ∈ V ; F (x) ≥ c + ε or F (x) ≤ c− ε

}
,

B :=
{
x ∈ V ; c− ε ≤ F (x) ≤ c+ ε

}
.

Since A ∩ B = ∅, we define

g(x) := dist(x,A)
[
dist(x,A) + dist(x,B)

]−1
.

It is clear that g is Lipschitz, g ≡ 0 on A, g ≡ 1 on B and 0 ≤ g ≤ 1. By the
same way we can construct a Lipschitz function g such that





g ≡ 1 on V \ Nδ/4,

g ≡ 0 on Nδ/8,

0 ≤ g ≤ 1.

Let h : R+ → R be the Lipschitz function defined by

h(s) :=





1 if s ∈ [0, 1],

1

s
if s ≥ 1.
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As F ∈ C1(V ;R), there exists a pseudo-gradient v for F on Ṽ , where Ṽ =
{x ∈ V ; F ′(x) 6= 0}. Finally we set

Φ(x) := −g(x)g(x)h
(
‖v(x)‖

)
v(x).

As g ≡ 0 on Nδ/8, Φ can be extended by 0 on Nδ/8 and therefore, is defined
on the whole space V . So, Φ is locally Lipschitz and 0 ≤ ‖Φ(x)‖ ≤ 1.

For each u ∈ V we consider the differential equation




dη

dt
(t, u) = Φ

(
η(t, u)

)
,

η(0, u) = u.

Since Φ is locally Lipschitz, this equations admits a unique solution η(t, u)
for t ∈

[
0, t+(u)

)
and as Φ is bounded, we have t+(u) = +∞ for each u ∈ V .

In order to verify that η satisfies the conditions (1)—(7), we begin by
remarking that ηt(v) := η(t, v) ∈ C1([0, 1] × V ;V

)
and η0(v) = v for all

v ∈ V and (1) holds. Moreover, as Φ = 0 on A, it follows that ηt(v) = v,
∀v ∈ A, ∀t ∈ [0, 1] and we have (2).

Using the backward differential equation and the uniqueness for both
solutions, we see that for every t ∈ [0, 1], ηt(·) is a homeomorphism from V
to V . So the condition (3) is satisfied.

Now, as ‖Φ‖ ≤ 1 and 0 ≤ t ≤ 1, we have ‖ηt(v) − v‖ ≤ 1 and (4) is
verified.

Let us show (5), i.e., that η1(Ac+ε \ Nδ) ⊂ Ac−ε.

d

dt
F
(
ηt(x)

)
=
〈
F ′
(
ηt(x)

)
,
d

dt
ηt(x)

〉
=
〈
F ′
(
ηt(x)

)
,Φ
(
ηt(x)

)〉

= −g
(
ηt(x)

)
g
(
ηt(x)

)
h
(∥∥v

(
ηt(x)

)
‖
)〈
F ′
(
ηt(x)

)
, v
(
ηt(x)

)〉
≤ 0.

Then F decreases along the orbits t 7→ ηt(x). So, if x ∈ Ac−ε, we have

F
(
η1(x)

)
≤ F

(
ηt(x)

)
⇒ η1(x) ∈ Ac−ε.

In order to verify the condition (6), let Y := Ac+ε \ Ac−ε \ Nδ. We have
to show that η1(Y ) ⊂ Ac−ε.

Let x ∈ Y and φx(t) := F
(
ηt(x)

)
. Then we have that d

dt
φx(t) ≤ 0. To

show that φx(1) ≤ c− ε, we observe that as Φ = 0 on Ac−ε, the orbit ηt(x)
cannot enter Ac−ε. Then,

0 ≤ φx(0)− φx(t) ≤ 2ε.

By continuity, as x ∈ Ac+ε\Ac−ε\Nδ, for t small enough and for all s ∈ [0, t],

ηs(x) ∈ Ac+ε \ Ac−ε \ Nδ/2.
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So, ηs(x) ∈ Ṽ , which implies that

g
(
ηs(x)

)
= g
(
ηs(x)

)
= 1, ∀s ∈ [0, t].

Let us define Z := Ac+ε \ Ac−ε \ Nδ/2. Then,

2ε ≥ −
∫ t

0

d

dt
φx(s) ds =

∫ t

0

h
(∥∥v

(
ηs(x)

)∥∥
)〈
F ′
(
ηs(x)

)
, v
(
ηs(x)

)〉
ds

≥
∫ t

0

h
(∥∥v

(
ηs(x)

)∥∥
)∥∥∥F ′

(
ηs(x)

)∥∥∥
2

ds ≥ b

∫ t

0

h
(∥∥v

(
ηs(x)

)∥∥
)∥∥∥F ′

(
ηs(x)

)∥∥∥ ds

≥ b

2

∫ t

0

h
(∥∥v

(
ηs(x)

)∥∥
)∥∥∥v

(
ηs(x)

)∥∥∥ ds ≥ b

2

∥∥∥∥
∫ t

0

h
(∥∥v

(
ηs(x)

)∥∥
)
v
(
ηs(x)

)
ds

∥∥∥∥

=
b

2

∥∥∥∥
∫ t

0

Φ
(
v
(
ηs(x)

))∥∥∥∥ =
b

2
‖ηt(x)− x‖

Therefore,

‖ηt(x)− x‖ ≤ 4ε

b
<
δ

8
.

In particular, the orbit cannot enter Nδ/2 and it cannot leave Z without
entering Ac−ε.

Let us show that this happens actually for t ∈ [0, 1] (otherwise we have
for all t ∈ [0, 1], ηt(x) ∈ Z). Since,

dφx
dt

≤ −h
(∥∥v

(
ηt(x)

)∥∥
)∥∥∥F ′

(
ηt(x)

)∥∥∥
2

, (4.22)

we have two possibilities: either ‖v‖ ≤ 1 in which case the right hand side
of (4.22) is less than or equal to −b2 (because h(‖v‖) = 1 and ‖F ′‖ ≥ b2),
or ‖v‖ ≥ 1 and the right hand side of (4.22) is less than or to equal −1/4
(because −h(‖v‖)‖F ′‖2 = −‖F ′‖2/‖v‖ ≤ −‖v‖/4 ≤ −1/4).

Then we have,
dφx
dt

≤ −min

{
b2,

1

4

}
.

and so

min

{
b2,

1

4

}
≤ φx(0)− φx(1) ≤ 2ε,

which is a contradiction. This completes the proof of the deformation lemma.

With these last two results, we are able to prove the Mountain Pass
Theorem.
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Proof of the Mountain Pass Theorem. First of all, we note that for all γ ∈ Γ,
there exists tγ ∈ [0, 1] such that ‖γ(tγ)‖ = ρ, so that F

(
γ(tγ)

)
≥ α. Hence

max
t∈[0,1]

F
(
γ(t)

)
≥ α, ∀γ ∈ Γ.

If
c := inf

γ∈Γ
max
t∈[0,1]

F
(
γ(t)

)
,

then c ≥ α. We have to show that c is a critical value of F , i.e., there exists
u ∈ V such that F ′(u) = 0 and F (u) = c. So, u will be a critical point of F
which is different from zero.

From the definition of c, we know that for each ε > 0, there exists γ ∈ Γ
such that

c ≤ max
t∈[0,1]

F
(
γ(t)

)
< c+ ε.

Let ε > 0 as in the Deformation Lemma, but chosen such that c − ε >
max{0, F (v0)} and suppose that Kc = ∅. From the Deformation Lemma,
there exists η1 : V → V continuous such that, for all x ∈ Ac−ε, η1(x) = x
and η1

(
Ac+ε

)
⊂ Ac−ε.

Let γ̃ := η1 ◦ γ. Then γ̃ ∈ C1
(
[0.1];V

)
and

{
γ̃(0) = η1

(
γ(0)

)
= η1(0) = 0 (because 0 ∈ Ac−ε),

γ̃(1) = η1
(
γ(1)

)
= η1(v0) = v0 (because v0 ∈ Ac−ε).

(4.23)

This means that γ̃ ∈ Γ. Now, as
{
F
(
γ(t)

)
≤ c+ ε, ∀t ∈ [0, 1],

F
(
γ̃(t)

)
≤ c− ε, ∀t ∈ [0, 1],

it follows that maxt∈[0,1] F
(
γ̃(t)

)
≤ c− ε. This leads to a contradiction and

proves the theorem.

4.2.3 Application - Example

Let us consider the following boundary value problem
{

−∆u = f(x, u), x ∈ Ω,

u = 0 on Γ,
(4.24)

where Ω is a bounded domain with boundary Γ and f ∈ C(Ω× R;R) satis-
fying the following condition: there exist positive constants a1 and a2 such
that ∣∣f(x, ξ)

∣∣ ≤ a1|ξ|s + a2, 0 ≤ s <
N + 2

N − 2
, if N > 2, (4.25)
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and s ≥ 0 if N = 2.
We denote by F the primitive of f , i.e.,

F (x, ξ) :=

∫ ξ

0

F (x, t) dt.

Then we define the functional J : H1
0 (Ω) → R by

J(u) :=
1

2

∫

Ω

∣∣∇u(x)
∣∣2dx−

∫

Ω

F
(
x, u(x)

)
dx.

It is clear that J is well defined because, from (4.25), we can choose positive
constants A and B such that

∣∣F (x, ξ)
∣∣ ≤ A|ξ|s+1 +B, where

s+ 1 < 2N/(N − 2).

So, if we denote

H(u) :=

∫

Ω

F
(
x, u(x)

)
dx,

the embedding H1
0 (Ω) ⊂> L2N/(N+2) ensures that H(u) is well defined for

u ∈ H1
0(Ω). Moreover, it is classical that J ∈ C1

(
H1

0 (Ω);R
)
and, for all

u, v ∈ H1
0 (Ω),

〈
J ′(u), v

〉
=

∫

Ω

∇u(x) · ∇v(x) dx−
∫

Ω

f
(
x, u(x)

)
v(x) dx.

Let us show that H is weakly continuous, i.e.,

um ⇀ u in H1
0 (Ω) weakly ⇒ H(um) → H(u). (4.26)

We know from the Rellich-Kondrachov theorem that H1
0 (Ω) ⊂> Lq(Ω) with

1 ≤ q < 2N/(N − 2), the injection being compact. If um ⇀ u in H1
0 (Ω)

weakly, then um → u in Ls+1(Ω) strongly, because we are assuming that
s + 1 < 2N/(N − 2). For a subsequence, umk

→ u a.e. in Ω, which implies
F
(
·, umk

)
→ F (·, u) a.e. in Ω. Since |F (·, umk

)| ≤ A|umk
|s+1+B and |umk

|s+1

converges strongly in L1(Ω), we have (4.26) as a consequence of the Lebesgue
Theorem. As this is valid for any subsequence, we have convergence of the
whole sequence {H(um)}m∈N.

Now, let us prove that the mapping u 7→ H ′(u) is completely continuous,
i.e.,

um ⇀ u in H1
0 (Ω) weakly ⇒ H ′(um) → H ′(u) in H−1(Ω) strongly. (4.27)

Repeating the above arguments, if um ⇀ u in H1
0 (Ω) weakly, then um →

u in Lp(Ω) strongly, for all 1 ≤ p < 2N/(N − 2). So, we can extract a
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subsequence umk
such that umk

→ u a.e. in Ω, which implies that f(·, umk
) →

f(·, u) a.e., in Ω.
Since |f(·, umk

)| ≤ a1|umk
|s + a2 and |umk

|s converges strongly in Lp(Ω)
if sp ≤ 2N/(N − 2), the Lebesgue Theorem implies that f(·, umk

) → f(·, u)
in Lp(Ω). But we are assuming that s < (N + 2)/(N − 2), so that sp <
2N/(N − 2) if and only if p < 2N/(N + 2).

We know that

H1
0 (Ω) ⊂> L2N/(N−2)(Ω) ⇒ L2N/(N+2)(Ω) =

(
L2N/(N−2)(Ω)

)′ ⊂> H−1(Ω).

Therefore, we have f(·, umk
) → f(·, u) in L2N/(N+2)(Ω) and consequently

f(·, umk
) → f(·, u) in H−1(Ω).

As we will see below, J satisfies (PS) under additional hypotheses on f ,
which assures the existence of a non trivial solution of (4.24).

Theorem 4.23. Let f ∈ C(Ω× R;R) satisfying (4.25) and also





(1) f(x, ξ) = o
(
|ξ|
)
when ξ → 0;

(2) there exist 0 ≤ θ <
1

2
and r > 0 such that

0 < F (x, ξ) ≤ θξf(x, ξ) if |ξ| ≥ r.

(4.28)

Then the problem (4.24) possesses a non trivial solution.

Remark 4.24. The hypothesis (1) implies that u = 0 is a solution of (4.28).
The hypothesis (2) is satisfied if f is a polynomial (or a comparable function)
in ξ of degree greater than of equal to 2.

Proof. Let µ = 1/θ. Then µ > 2 and

F ′(·, ξ)
F (·, ξ) ≥ µ

ξ
for |ξ| ≥ r.

So, ln
(
F (·, ξ)

)
≥ ln

(
a3|ξ|µ

)
for |ξ| ≥ r, for some a3 > 0 and we obtain by

continuity a4 > 0 such that 0 ≤ F (·, ξ)| ≤ a4 for |ξ| ≤ r, so that

−F (·, ξ) ≤ −a3|ξ|µ + a4, ∀|ξ| ≥ r.

Let us take t > 0 and u0 ∈ H1
0 (Ω). Then, if

Ω̃ =
{
x ∈ Ω ; |u0(x)| ≥ b > 0

}
6= ∅,

we have

J(tu0) ≤
t2

2

∫

Ω

‖u0‖2H1
0 (Ω) − tµ

∫

Ω

a3|u0(x)|µ dx −→ −∞, t→ +∞.
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Therefore, J(0) = 0, J(tu0) < 0 if t is large enough and for u0 suitably
choosen.

From (2), for each ε > 0, there exists δ > 0 such that |ξ| ≤ δ we get

|f(x, ξ) ≤ ε and |F (x, ξ)| ≤ 1

2
ε|ξ|2.

Moreover, there exists Aε such that |F (x, ξ)| ≤ Aε|ξ|s+1 for |ξ| ≥ δ.
So, we have

|F (x, ξ)| ≤ 1

2
ε|ξ|2 + Aε|ξ|s+1, ∀ξ ∈ R. (4.29)

The estimate (4.29) let us assert that, for some C > 0,

∣∣H(v)
∣∣ ≤ C

(ε
2
+ Aε‖v‖s−1

)
‖v‖2H1

0 (Ω), ∀v ∈ H1
0 (Ω).

As ε is arbitrary, H(v) = o
(
‖v‖2

H1
0 (Ω)

)
if v → 0 in H1

0 (Ω). Therefore, for

ρ > 0 small enough and ‖v‖H1
0 (Ω) = ρ, we have J(v) ≥ α > 0.

We claim that J satisfies (PS). Indeed, let {um}m∈N be a sequence such
that

|J(um)| ≤M and J ′(um) → 0 in H−1(Ω). (4.30)

For each v ∈ H1
0 (Ω) we have

J(v)−θ
〈
J ′(v), v

〉
=

(
1

2
− θ

)
‖v‖H1

0 (Ω)2+

∫

Ω

(
θf
(
x, v(x)

)
v(x)−F

(
x, v(x)

))
dx.

So, for m large enough,

(
1

2
− θ

)
‖um‖2H1

0 (Ω) ≤
∣∣∣J(um)− θ

〈
J ′(um), um

〉∣∣∣+M1 ≤M2 + θ̃‖um‖H1
0 (Ω),

which implies that {um}m∈N is bounded in H1
0 (Ω).

After extraction a subsequence we have um ⇀ u in H1
0 (Ω) weakly and

H ′(um) → in H−1(Ω) strongly.
But (4.30) means that−∆um−H ′(um) → 0 inH−1(Ω), so that {−∆um}m∈N

converges strongly in H−1(Ω) and so {um}m∈N converges strongly in H1
0(Ω).

Then we can apply the Mountain Pass Theorem to complete the proof.

Remark 4.25. Let f ∈ C(R;R) satisfying (4.25) and u ∈ H1
0 (Ω) a solution

of
−∆u = f(u) in Ω,
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where Ω is a regular star shaped (with respect to the origin) bounded domain
of RN , N ≥ 1. Then, u satisfies the Pohozaev Identity , i.e.,

2N

∫

Ω

F
(
u(x)

)
dx+(2−N)

∫

Ω

f
(
u(x)

)
u(x) dx =

∫

Γ

(
σ ·ν(σ)

)
|∇u(σ)|2dS(σ),

where ν(σ) denotes the unitary normal vector to the exterior of Ω at σ ∈ Γ.
As σ · ν(σ) ≥ 0, it follows that

∫

Ω

F
(
u(x)

)
dx ≥ (N − 2)

2N

∫

Ω

f
(
u(x)

)
u(x) dx.

If N > 2 and f(ξ) = |ξ|s, the above inequality implies that

s ≤ (N + 2)/(N − 2).

So, this implies conditions on the growth of f for the existence of non trivial
solutions.



Chapter 5

Study of the problem −∆u = λeu

In this chapter we will study the following boundary value problem in details

{
−∆u = λeu in Ω,

u ∈ H1
0 (Ω),

(5.1)

where Ω ⊂ RN is a regular bounded domain.

5.1 Preliminaries

First of all, let us mention that the case λ < 0 enters in the context of
monotone operators as treated before and if λ = 0 the unique solution is u =
0. So, the only interesting case is λ > 0, for which we have to make precise
what we mean by a solution, i.e., we must establish the good functional
framework. But at least formally, for λ > 0, we can say that

(1) u = 0 is not a solution of the problem,

(2) eu > 0 ⇒ u > 0 in Ω.

Second of all, if u ∈ L∞(Ω), then eu ∈ L∞(Ω) and so u ∈ W 2,p(Ω) for all
p < ∞. Hence, u ∈ C1(Ω) and by a bootstrap argument we conclude that
u ∈ C∞(Ω). This was the class considered by several authors.

Here we will prove that there may exist solutions which are not in L∞(Ω).
More precisely, in [18] we considered the case of u ∈ H1

0(Ω) such that eu ∈
L1(Ω).

Remark 5.1. Notice that as u ≥ 0 and eu = 1+ u+ u2

2!
+ · · · , if eu ∈ L1(Ω)

then u ∈ Lp(Ω) for all p <∞. But this does not imply that u ∈ L∞(Ω).

In [5] H. Brezis, T. Cazenave, Y. Martel and A. Ramiandrisoa considered
ultra weak solutions. More precisely, they look for solutions u such that

u dist(·,Γ) ∈ L1(Ω) and eudist(·,Γ) ∈ L1(Ω),

where dist(x,Γ) is the distance of x ∈ Ω to the boundary Γ.
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They found essentially the same results but they did not show that their
solutions did not satisfy eu ∈ L1(Ω).

From now on we refer to problem (5.1) as (5.1)λ when it is important to
emphasize the dependence on λ.

So, we will consider here two classes of solutions, namely

R :=
{
u ∈ L∞(Ω) ∩H1

0 (Ω) ; u is a solution of (5.1)λ
}
;

S :=
{
u ∈ H1

0 (Ω) ; e
u ∈ L1(Ω) and u is a solution of (5.1)λ

}
;

(5.2)

We say that R and S are respectively the classes of regular solutions and
singular solutions.

5.2 Solutions of (5.1)λ for λ > 0 near 0

First of all, notice that ϕ = 0 is a subsolution of (5.1)λ. On the other hand,
if ψ ∈ H1

0 (Ω) satisfies −∆ψ = 1 in Ω, then ψ ∈ L∞(Ω), ψ > 0 in Ω and
0 ≤ ψ ≤M for some constant M > 0. So,

−∆ψ − λeψ = 1− λeψ ≥ 1− λeM .

By choosing λ > 0 such that 1 − λeM ≥ 0, ψ is a supersolution of (5.1)λ.
This proves that there exists a minimal solution uλ with 0 ≤ u(λ) ≤ ψ and
u(λ) ∈ R, if λ > 0 is small enough.

In fact, we can be much more precise concerning regular solutions, as it
is asserted in the following theorem.

Theorem 5.2. Let p > N/2 and V := W 2,p(Ω) ∩H1
0 (Ω). Then there exists

δ > 0 and an increasing C1 mapping λ 7→ u(λ) from [0, δ) to V , where u(λ) ∈
R is the minimal solution of (5.1)λ. Moreover, there exists a neighborhood
O of 0 in V in which u(λ) is the unique solution of (5.1)λ.

To proceed the proof, we need the following elementary result.

Lemma 5.3. if p > N/2 the mapping v 7→ ev is continuously Fréchet-
differentiable from W 2,p(Ω) to Lp(Ω).

Proof. First of all notice that et = 1 + t + eξt2/2 for some |ξ| ≤ |t|. If
|t|+ |s| ≤ M we have

es
[
et − 1− t

]
≤ e2M

2
t2.

Since W 2,p(Ω) ⊂> C0(Ω), it follows that, if p > N/2 and u, v ∈ W 2,p(Ω),
eu, ev ∈ C0(Ω). Then, for each x ∈ Ω we can write

∣∣eu(x)+v(x) − eu(x) − eu(x)v(x)
∣∣ ≤ e‖u‖∞e‖v‖∞

2

∣∣v(x)
∣∣2.
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This implies that

(∫

Ω

∣∣eu(x)+v(x) − eu(x) − eu(x)v(x)
∣∣p dx

)1/p

≤ e‖u‖∞e‖u‖∞

2

(∫

Ω

|v(x)|2p dx
)1/p

.

Therefore, ifM > 0 and u, v ∈ W 2,p(Ω) such that ‖u‖∞, ‖u‖∞ ≤M , we have

‖eu+v − eu − euv‖Lp(Ω) ≤ C1‖v2‖Lp(Ω) ≤ C2‖v‖2∞ ≤ C3‖v‖2W 2,p(Ω),

where Ci are constants that depend only on M and Ω. This proves that
the mapping F : W 2,p(Ω) → Lp(Ω), F (v) := ev is Fréchet-differentiable with
derivative at u ∈ W 2,p(Ω) given by F ′(u)[w] = euw.

It is clear that F ′ : W 2,p(Ω) → L
(
W 2,p(Ω), Lp(Ω)

)
is continuous because,

for u, v, w ∈ W 2,p(Ω) with ‖w‖W 2,p(Ω) = 1, we have

∥∥(F ′(u)[w]−F ′(v))[w]
∥∥
p
=
∥∥(eu− ev)w

∥∥
p
≤ ‖eu− ev‖p‖w‖∞ ≤ C‖eu− ev‖p,

where C > 0 depends only on Ω. So, we have

∥∥F ′(u)− F ′(v)
∥∥
L
= sup

{∥∥(F ′(u)[w]− F ′(v))[w]
∥∥
p
; ‖w‖W 2,p(Ω) = 1

}

≤ C‖eu − ev‖p = C‖F (u)− F (v)‖p

and the conclusion follows because F is necessarily continuous.

Proof ot Theorem 5.2. We consider the function F : V ×R → Lp(Ω) defined
by

F (v, λ) := −∆v − λev.

By Lemma 5.3 we know that F is C1, F (0, 0) = 0 and DvF (0, 0) = −∆,
which is invertible as a function from V to Lp(Ω). Indeed, we know that the
problem {

−∆w = f in Ω,

w ∈ V,

has a unique solution for f ∈ Lp(Ω) and ‖v‖V ≤ C‖f‖Lp(Ω).
From the Implicit Function Theorem, it follows that

(1) there exists a neighborhood O of 0 in V ,

(2) there exists a neighborhood (−δ, δ) of 0 in R

and a C1 function λ 7→ u(λ) from (−δ, δ) to O with u(0) = 0 such that

F
(
λ, u(λ)

)
= 0, ∀λ ∈ (−δ, δ)
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and u(λ) is the unique solution of (5.1)λ in O.
Discarding the interval (−δ, 0) which is not of our interest here, we have

a C1 curve λ 7→ u(λ) defined in [0, δ) such that u(λ) is a solution of (5.1)λ.
Moreover, by differentiating on λ, we have for u′(λ) := du

dλ
(λ),

{
−∆u′(λ)− λeu(λ)u′(λ) = eu(λ),

u′(λ) ∈ H1
0 (Ω).

As for λ > 0 small, u(λ) ≈ 0, the operator −∆ − λeu(λ) is invertible
and coercive, we have from the strong maximum principle, u′(λ) > 0 in Ω.
Therefore, we can find δ1 ≤ δ such that the mapping λ 7→ u(λ) is increasing
for λ ∈ (0, δ1), i.e.,

∀λ, λ′ ∈ (0, δ1), λ < λ′ ⇒ u(λ) ≤ u(λ′).

Now, we see that u(λ′) is a supersolution for (5.1)λ and 0 is a subsolution
with 0 ≤ u(λ′). So, there exists a minimal solution u of (5.1)λ with 0 ≤ u ≤
u(λ′).

But, as u 7→ λeu is strictly convex, Theorem 4.11 assures the uniqueness
of solution in the interval 0 ≤ v ≤ u(λ′). But we already know that u(λ) is
a solution. Then, u(λ) is the minimal solution of (5.1)λ.

In short, we have a branch of minimal solutions λ ∈ [0, δ1] 7→ u(λ) ∈ V
(which implies that u(λ) ∈ R), which is increasing and C1.

Remark 5.4. Let us consider the linearized operator at u(λ), i.e.,

v ∈ H1
0 (Ω) 7→ −∆v − λeu(λ)v ∈ H−1(Ω).

For λ small enough we have
∫

Ω

|∇v(x)|2 dx− λ

∫

Ω

eu(λ)(x)|v(x)|2 dx ≥ 0.

But we also have∫

Ω

|∇v(x)|2 dx− λ′
∫

Ω

eu(λ
′)(x)|v(x)|2 dx ≥ 0.

So, if λ < λ′ we have eu(λ
′) > eu(λ) and

∫

Ω

|∇v(x)|2 dx− λ

∫

Ω

eu(λ)(x)|v(x)|2 dx > 0 ∀v ∈ H1
0 (Ω), v 6= 0,

which means that the linearized operator at u(λ) is coercive.

Remark 5.5. It is important to note that the result stated in Theorem 5.2
does not say that there are not other solutions far from 0, or even in another
class of solutions.
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5.3 Range of λ for the existence of a solution

Let u ∈ S be a solution of (5.1)λ, where S is defined in (5.2). If λ1 and ϕ1

are respectively the first eigenvalue and eigenfunction of −∆, i.e.,
{

−∆ϕ1 = λ1ϕ1 in Ω.

ϕ1 ∈ H1
0 (Ω), ϕ1 > 0 in Ω and ‖ϕ1‖L2(Ω) = 1,

then ϕ1 is regular and bounded.
If we multiply both sides of (5.1)λ by ϕ1, it comes

λ1

∫

Ω

u(x)ϕ1(x) dx = λ

∫

Ω

eu(x)ϕ1(x) dx.

Since 0 < u < eu and ϕ1 > 0 in Ω, we obtain

λ

∫

Ω

eu(x)ϕ1(x) dx = λ1

∫

Ω

u(x)ϕ1(x) dx ≤ λ1

∫

Ω

eu(x)ϕ1(x) dx,

from which we conclude that λ ≤ λ1. So, we cannot have a solution of (5.1)λ
for λ > λ1.

Theorem 5.6. Suppose that there exists a solution u0 ∈ S of (5.1)λ0 . Then,
for each λ ∈ [0, λ0) there exists a solution u ∈ R.

Proof. let λ < λ0. By hypothesis,
{

−∆u0 = λ0e
u0 in Ω,

u0 ∈ H1
0 (Ω),

(5.3)

with eu0 ∈ H−1(Ω) ∩ L1(Ω).
Then u0 is a supersolution for (5.1)λ and u0 ≥ 0. Let us consider the

sequence {un}n∈N in H1
0 (Ω) defined by

−∆un+1 = λeun, n ≥ 0.

For n = 0 we know that eu0 ∈ H−1(Ω), so that u1 is well defined and

{
−∆u1 = λeu0 ≤ λ0e

u0 = −∆u0,

u1 − u0 ∈ H1
0 (Ω),

(5.4)

By the maximum principle, u1 ≤ u0 and so 0 ≤ eu1 ≤ eu0 a.e. in Ω, from
which we conclude that eu1 ∈ L1(Ω). Moreover, since 0 ≤ eu1 ≤ eu0 in
the sense of distributions, it follows that eu1 ∈ H−1(Ω) and by iteration we
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conclude that {un}n∈N and {eun}n∈N are respectively well defined in H1
0 (Ω)

and H−1(Ω)∩L1(Ω) and they are decreasing sequences of positive functions.
Therefore, un → u in H1

0 (Ω) with eu ∈ H−1(Ω) ∩ L1(Ω), and u is a solution
of (5.1)λ such that u ∈ S.

In order to prove that u ∈ R, note that u1, u0 ∈ H1
0 (Ω) satisfy

−∆u1 = λeu0 =

(
λ

λ0

)
λ0e

u0 = −
(
λ

λ0

)
∆u0. (5.5)

Then we have

u1 =

(
λ

λ0

)
u0 ⇒ eu1 = e(λ/λ0)u0 ⇒ (eu1)λ0/λ = eu0 ∈ L1(Ω).

Therefore, as λ0 > λ, eu1 ∈ Lλ0/λ(Ω) which implies that u2 ∈ W 2,λ0/λ(Ω).
Now, for θ > 0, the mapping f(s) := esθ is convex and differentiable. So,

f(b)− f(a) ≥ f ′(a)(b− a). Taking b := 1 and a := λ/λ0 we have

e
λ
λ0
θ
+

(
1− λ

λ0

)
θe

λ
λ0
θ ≤ eθ.

If θ := u0(x), we obtain

eu1(x) ≤ eu0(x) −
(
1− λ

λ0

)
u0(x)e

u1(x).

As u2 ≤ u0, we can write

λeu1 ≤ λeu0 −
(
1− λ

λ0

)
u2λe

u1 in Ω. (5.6)

On the other hand we have

−∆

(
u22
2

)
= −u2∆u2 − |∇u2|2 ≤ u2λe

u1 . (5.7)

From (5.6) and (5.7) we get

−∆u2 ≤ −∆u1 +

(
1− λ

λ0

)
∆

(
u22
2

)

or

−∆

[
u2 +

(
1− λ

λ0

)(
u22
2

)]
≤ −∆u1.
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From maximum principle, we have

u2 +

(
1− λ

λ0

)(
u22
2

)
≤ u1,

which implies that

e
u2+

(
1− λ

λ0

)(
u22
2

)

≤ eu1 ∈ L1(Ω).

It follows that epu2 ∈ L1(Ω) ∀p < +∞. Therefore, eu2 ∈ Lp(Ω), ∀p < +∞,
which implies that u3, u4, . . . ∈ L∞(Ω). Hence, u ∈ L∞(Ω) so that u ∈ R
and the proof is complete.

Remark 5.7. It follows from Theorem 5.6 that the set of λ for which there
exists a solution to (5.1)λ (in R or S) is an interval. This interval is bounded,
so it has the form [0, λ∗[, where λ∗ is less than or equal to the first eigenvalue
λ1 of −∆ and we have the same critical value λ∗ for solutions in S and R.
Moreover, if λ > λ∗, there is no solution in S (of course not in R) and
if λ < λ∗, there exists at least a solution in R, Therefore, if λ ∈ [0, λ∗[,
there exists a minimal solution u(λ) ∈ V and as we have seen, the linearized
operator at u(λ) is coercive. So, locally we can apply again the implicit
function theorem which shows that the curve λ 7→ u(λ) is increasing and C1

on [0, λ∗[.

The following picture illustrates what we have proven until now.

λ
λ

V

u(λ)

λ∗

?

Figure 5.1. The graph of the mapping λ ∈ [0.λ∗[ 7→ u(λ) ∈ R.

5.4 What happens for λ = λ∗?

The answer for the question in the title of this section is given by the following
theorem.

Theorem 5.8. There exists u∗ ∈ S such that lim
λ↑λ∗

u(λ) = u∗ in H1
0(Ω).

Moreover, if N ≤ 9, then u∗ ∈ R.
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Proof. For λ < λ∗ we know that
∫

Ω

∣∣∇u(λ)
∣∣2 dx = λ

∫

Ω

eu(λ)u(λ) dx. (5.8)

On the other hand we know that the linearized operator at u(λ) is coercive,
so that ∫

Ω

∣∣∇v
∣∣2 dx ≥ λ

∫

Ω

eu(λ)|v|2 dx, ∀v ∈ H1
0 (Ω) (5.9)

If we choose v = u(λ) in (5.9) and taking into acount (5.8), we obtain
∫

Ω

eu(λ)|u(λ)|2 dx ≤
∫

Ω

eu(λ)u(λ) dx (5.10)

We note that ses ≤ 1
2
s2es for every s ≥ 2. So,

∫

{u(λ)≥2}

eu(λ)u(λ) dx ≤ 1

2

∫

Ω

eu(λ)|u(λ)|2 dx

and we get from (5.10)
∫

Ω

eu(λ)|u(λ)|2 dx ≤
∫

{u(λ)≤2}

eu(λ)u(λ) dx+
1

2

∫

Ω

eu(λ)|u(λ)|2 dx

Then,
1

2

∫

Ω

eu(λ)|u(λ)|2 dx ≤ 2e2meas(Ω)

In the same way we obtain
∫

Ω

eu(λ)u(λ) dx ≤
∫

{u(λ)≤1}

eu(λ)u(λ) dx+

∫

Ω

eu(λ)|u(λ)|2 dx

≤ (e + 4e2)meas(Ω) =: C1.

Since u(λ) is solution of (5.1)λ, we have
∫

Ω

∣∣∇u(λ)
∣∣2 dx ≤ λ∗

∫

Ω

eu(λ)u(λ) dx ≤ λ∗C1.

So, we have





(1) u(λ) is bounded in H1
0 (Ω);

(2) eu(λ) is bounded in L1(Ω);

(3) eu(λ)u(λ) is bounded in L1(Ω);

(4) eu(λ)|u(λ)|2 is bounded in L1(Ω).

(5.11)
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But we know that u(λ) is increasing in λ. So, there exists u∗ ∈ H1
0 (Ω)

such that u(λ) ⇀ u∗ in H1
0 (Ω) weakly and u(λ) → u∗ in L2(Ω) strongly.

Since u(λ) is also increasing in L2(Ω) and converges a.e. in Ω, we have

eu(λ) −→
λ↑λ∗

eu
∗

a.e. in Ω.

On the other hand, if A ⊂ Ω is a measurable set, we have.
∫

A

eu(λ)dx ≤
∫

A∩{u(λ)≤R}

eu(λ)dx+
1

R

∫

A∩{u(λ)≥R}

eu(λ)u(λ) dx ≤ eRmeas(A) +
C1

R
.

If we choose R > 0 such that C1/R < ε/2 and δ < εe−R/2, we see that

meas(A) < δ ⇒
∫

A

eu(λ)dx < ε.

So, by Vitali’s Theorem we have eu(λ) → eu
∗

in L1(Ω). Therefore, it is clear
that u∗ is a solution of (5.1)λ∗ and u∗ ∈ S

Now we assume that N ≤ 9. For q > 1, let

vq := e
(q−1)

2
u(λ) − 1 and wq := e(q−1)u(λ) − 1.

Then vq, wq ∈ H1
0 (Ω) and





∇vq =
q − 1

2
e

q−1
2
u(λ)∇u(λ),

∇wq = (q − 1)e(q−1)u(λ)∇u(λ),

Hence, from (5.9) with v = vq, we obtain

λ

∫

Ω

eu(λ)
[
e

q−1
2
u(λ) − 1

]2
dx ≤ (q − 1)2

4

∫

Ω

e(q−1)u(λ)|∇u(λ)|2 dx (5.12)

Now, multiplying both sides of (5.1)λ by wq and taking the integral on Ω, we
obtain

(q − 1)

∫

Ω

e(q−1)u(λ)|∇u(λ)|2dx = λ

∫

Ω

eu(λ)
[
e(q−1)u(λ) − 1

]
dx

= λ

∫

Ω

[
equ(λ) − eu(λ)

]
dx.

(5.13)

Let us rewrite the left hand side of (5.12) as
∫

Ω

eu(λ)
[
e

q−1
2
u(λ) − 1

]2
dx =

∫

Ω

[
equ(λ) − eu(λ) + 2

(
eu(λ) − e

q+1
2
u(λ)
)]

(5.14)
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So, from (5.12), (5.13) and (5.14), we obtain

∫

Ω

[
equ(λ) − eu(λ) + 2

(
eu(λ) − e

q+1
2
u(λ)
)]

≤ q − 1

4

∫

Ω

[
equ(λ) − eu(λ)

]
dx

or equivalently

(5− q)

∫

Ω

[
equ(λ) − eu(λ)

]
dx ≤ 8

∫

Ω

[
e

q+1
2
u(λ) − eu(λ)

]
dx

Since q > (q+1)/2, this last inequality implies that eu(λ) is bounded in Lq(Ω)
if q ≤ 5 and, consequently, u(λ) is bounded in W 2,q(Ω).

But we know that W 2,q(Ω) ⊂> C0(Ω) if N/q < 2. This shows that
u∗ ∈ C0(Ω) if N < 10 and consequently, u∗ ∈ R. This finishes the proof.

Remark 5.9. It is noteworthy that the estimate N ≤ 9 is sharp, as we will
see later on.

λ
λ

V

u(λ)

λ∗

u∗

Figura 5.2. The graph of the mapping λ ∈ [0.λ∗] including the singular
solution at λ∗.

The previous theorem uses the fact that u(λ) is the minimal solution of
(5.1)λ (see (5.9)). In fact, if Ω is star shaped and N ≥ 3, we can obtain
estimates on all solutions u ∈ R.

Theorem 5.10. Let Ω be a star shaped bounded domain of RN with N ≥ 3.
For simplicity we assume that it is star shaped at the origin. Then, there
exists M > 0 such that, for all λ ∈ [0, λ∗[ and for all u(λ) ∈ R, we have





‖u(λ)‖H1
0(Ω) ≤Mλ1/2

‖eu(λ)‖L1(Ω) ≤M

‖eu(λ)u(λ)‖L1(Ω) ≤M

(5.15)
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Proof. It is based on the Pohozaev identity, which we obtain by multiplying
(5.1)λ by x · ∇u(x). More precisely, if u = u(λ) is a solution of (5.1)λ and
recalling that u is regular, we obtain
∫

Ω

−∆u(x)
(
x ·∇u(x)

)
dx = λ

∫

Ω

eu(x)
(
x ·∇u(x)

)
dx = λ

∫

Ω

x ·∇
(
eu(x)−1

)
dx,

from which we obtain after integrating by parts,

N − 2

2

∫

Ω

|∇u(x)|2dx+ 1

2

∫

Γ

|∇u(σ)|2
(
σ · ν(σ)

)
dσ = Nλ

∫

Ω

(
eu(x) − 1

)
dx,

Now, by multiplying (5.1)λ by u, we obtain
∫

Ω

|∇u(x)|2dx = λ

∫

Ω

eu(x)u(x) dx.

Since we are assuming that Ω is star shaped at the origin, it follows that
σ · ν(σ) ≥ 0 for σ ∈ Γ, and we obtain

∫

Ω

eu(x)u(x) dx ≤ 2N

N − 2

∫

Ω

(
eu(x) − 1

)
dx.

This implies that there exists M > 0 (which depends only on N and on Ω)
such that ∫

Ω

eu(x)u(x) dx ≤M

which gives the estimate (5.15).

Remark 5.11. Since we know that λ ≤ λ∗ is a necessary condition for
existence of solutions to (5.1)λ, Theorem 5.10 implies that R is a bounded
subset of H1

0 (Ω) and also that the set {eu ; u ∈ R} is bounded in L1(Ω). So,
we can summarise these facts by saying that R is bounded in the class S.

As a consequence of Theorem 5.10 we have the following result on a
relative compactness of R in the class S of singular solutions.

Corollary 5.12. For each sequence {u(λn)}n∈N, λn ∈ [0, λ∗[ of regular solu-
tions (inR) of (5.1)λn we can extract subsequences {λnk

}k∈N and {u(λnk
)}k∈N

such that

(1) λnk
→ λ0 in R;

(2) u(λnk
)⇀ u0 in H1

0 (Ω) weakly;

(3) eu(λnk
) → eu0 in L1(Ω) strongly,
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where u0 ∈ S is a singular solution of (5.1)λ0 .

Proof. Since {λn}n∈N is bounded, we can extract a subsequence {λnk
}k∈N

such that λnk
→ λ0, for some λ0. From (5.15) and the same subsequent

arguments in the proof of Theorem 5.10, we obtain the conclusion by appli-
cation of Vitali’s Theorem.

5.5 Can we use the Mountain Pass Theorem

for λ < λ∗?

Before answering the question in the title of the present section, let us make
some following formal considerations.

Let F : R → R the function “defined” by F (t) := J(u + tv), where
u, v ∈ H1

0 (Ω) and

J(w) :=
1

2

∫

Ω

|∇w|2 dx− λ

∫

Ω

ew dx.

Then, by formal calculations we obtain

F ′(t) =

∫

Ω

∇u · ∇v dx+ t

∫

Ω

|∇v|2 dx− λ

∫

Ω

euetvv dx,

F ′′(t) =

∫

Ω

|∇v|2 dx− λ

∫

Ω

euetv|v|2 dx,

If u = u(λ) is the minimal solution of (5.1)λ, we have seen that

F ′(0) =

∫

Ω

∇u(λ) · ∇v dx− λ

∫

Ω

eu(λ)v dx = 0,

F ′′(0) =

∫

Ω

|∇v|2 dx− λ

∫

Ω

eu(λ)|v|2 dx > 0,

∀v ∈ H1
0 (Ω).

So, uλ is a local minimum of J . Since J
(
tu(λ)

)
→ −∞ as t → +∞, there

should be another critical point different from u(λ).
The problem in this argument is that in dimension N ≥ 3, we don’t have

in general eu ∈ L1(Ω) for u ∈ H1
0 (Ω), so that the function F is not well

defined. Moreover, in dimension N = 2, it follows from the Trudinger-Moser
inequality that if u ∈ H1

0 (Ω), there exists k > 0 such that eku
2 ∈ L1(Ω). So,

in this case we can apply the mountain pass theorem to show that for every
λ < λ∗, there exists u(λ) solution of (5.1)λ with u(λ) > u(λ).

For N ≥ 3 and assuming that Ω is star-shaped, we have the following
result. This result was communicated to us by X. Cabré [6], but it was
already proved in [25].
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Theorem 5.13. Let N ≥ 3. If Ω ⊂ RN is star-shaped, there exists λ0 > 0
such that for 0 ≤ λ < λ0, the problem (5.1)λ does not have any other solution
in R than u(λ).

Proof. We can assume without loss of generality that Ω is star shaped with
respect to the origin.

Suppose that we have another regular solution u ∈ R of (5.1)λ, λ < λ0.
Then, u > u, where for simplicity we denote u := u(λ) and w := u− u. So,
we have

{
−∆w = λ(eu − eu) in Ω,

w = 0 on Γ,
(5.16)

By multiplying both sides of equation (5.16) by x · ∇w(x), we have for
its left hand side (see the calculations for the Pohozaev identity),

−
∫

Ω

∆w(x)
(
x · ∇w(x)

)
dx =

(
1− N

2

)∫

Ω

|∇w(x)|2 dx

− 1

2

∫

Γ

(
σ · ν(σ)

)
|∇w(σ)|2 dσ.

Since we are assuming that Ω is star-shaped with respect to the origin, it
follows that σ · ν ≥ 0 for every σ ∈ Γ and we obtain

−
∫

Ω

∆w(x)
(
x · w(x)

)
dx ≤

(
1− N

2

)∫

Ω

|∇w(x)|2 dx (5.17)

Concerning the right hand side and by observing that ∇
[
ew − 1 − w

]
=[

ew − 1
]
∇w, we have

∫

Ω

[eu(x) − eu(x)](x · ∇w(x)) dx =

∫

Ω

eu(x)
[
ew(x) − 1

]
(x · ∇w(x)) dx

=

∫

Ω

eu(x) ∇
[
ew(x) − 1− w(x)

]
· x dx.

(5.18)
It is clear that

div
(
eu
[
ew − 1− w

]
x
)
= eu (∇u · x)[ew − 1− w] + eu

(
∇[ew − 1− w] · x

)

+Neu [ew − 1− w].

Since ew − 1− w = 0 on Γ, it follows from Gauss Theorem that
∫

Ω

div
(
eu(x)

[
ew(x) − 1− w(x)

]
x
)
dx = 0.
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Therefore,

∫

Ω

eu(x)
(
∇
[
ew(x) − 1− w(x)

]
· x
)
dx

= −
∫

Ω

eu(x) (∇u(x) · x)
[
ew(x) − 1− w(x)

]
] dx

−N

∫

Ω

eu(x) [ew(x) − 1− w(x)] dx.

As |x · ∇u| ≤M for some M > 0 and eu [ew − 1− w] ≥ 0, we have

∫

Ω

eu(x)
(
∇
[
ew(x) − 1− w(x)

]
· x
)
dx

≥ − (N +M)

∫

Ω

eu(x) [ew(x) − 1− w(x)] dx.

(5.19)

From (5.17), (5.18) and (5.19), we have





−
∫

Ω

∆w(x · ∇w) dx ≤
(
1− N

2

)∫

Ω

|∇w|2 dx

λ

∫

Ω

[
eu − eu

]
(x · ∇w) dx ≥ −λ(N +M)

∫

Ω

eu
[
ew − 1− w

]
dx

from which we obtain

N − 2

2

∫

Ω

|∇w|2 dx ≤ λ(N +M)

∫

Ω

eu
[
ew − 1− w

]
dx (5.20)

On the other hand, we have from (5.16),

−N − 2

4

∫

Ω

|∇w|2 dx = −λN − 2

4

∫

Ω

[
eu − eu

]
w dx (5.21)

So, adding (5.20) and (5.21), we get

N − 2

4

∫

Ω

|∇w|2 dx+λN − 2

4

∫

Ω

[
eu−eu

]
w ≤ λ(N +M)

∫

Ω

eu
[
ew−1−w

]
dx

(5.22)
Now, we consider

∫

Ω

eu
[
ew − 1− w

]
dx ≤ 1

k

∫

Ω∩{w≥k}

eu
[
ew − 1− w

]
w dx+

∫

Ω∩{0≤w≤k}

eu
[
ew − 1− w

]
dx
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For k = (N−2)/4(N+M) and the fact that ew−1−w ≤ ekw2/2 if 0 ≤ w ≤ k,
we obtain from (5.22),

N − 2

4

∫

Ω

|∇w|2 dx+ λ
N − 2

4

∫

Ω

[
eu − eu

]
w

≤ λ
N − 2

4

∫

Ω

eu
[
ew − 1− w

]
w dx+ λ(N +M)

∫

Ω

eu ek

2
w2 dx.

(5.23)

Therefore,

N − 2

4

∫

Ω

|∇w|2 dx ≤ λ(N +M)
ek

2

∫

Ω

euw2 dx ≤ λM ′

∫

Ω

w2 dx.

and we can choose λ0 such that that w = 0 if λ < λ0. With this contradiction
the proof is finished.

λ
λ

V

u(λ)

λ∗

u∗

λ0

Figure 5.3. There is no solution in the right shadowed region and no regular
solution different from u(λ) in the left shadowed region.

Remark 5.14. In particular, we can infer from the Theorem 5.13 that we
cannot apply the mountain pass theorem for λ small enough. However, this
result does not say that there is no other solution than u(λ) for λ small
because this eventual other solution might be not regular (even more singular
than S)

5.6 Case N ≤ 9. Solutions near (λ∗, u∗)

For N ≤ 9 we know that u∗ ∈ R. We also know that for λ > λ∗ there
is no solution. Therefore, we cannot apply the implicit function theorem
at (λ∗, u∗) and this implies that the linearized operator at u∗ is no longer
coercive. So, there exists ϕ1 such that

{
−∆ϕ1 = λ∗eu

∗

ϕ1 in Ω,

ϕ1 ∈ H1
0 (Ω), ϕ1 > 0,
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i.e., ϕ1 is the (unique if normalized) eigenfunction corresponding to this prob-
lem.

Let us look for solutions (λ, u) near (λ∗, u∗), with λ < λ∗, of the form

u = εϕ1 + v + u∗, v⊥ϕ1.

By a straightforward calculation we have

−∆u−λeu = −∆v−λ∗eu∗v− (λ−λ∗)eu∗+v+εϕ1 −λ∗eu∗
[
ev+εϕ1 −εϕ1−v−1

]
.

This leads us to consider the function F : R× [0, λ∗)× V defined by

F (ε, λ, v) := −∆v−λ∗eu
∗

v− (λ−λ∗)eu
∗+v+εϕ1 −λ∗eu

∗
[
ev+εϕ1 − εϕ1− v− 1

]
,

where V := W 2,p(Ω) ∩H1
0 (Ω) ∩ ϕ⊥

1 . From Lemma 5.3 we know that F is C1

if p > N/2 and it is clear that F (0, λ∗, 0) = 0. Let us consider the equation

D(λ,v)F (0, λ
∗, 0)[µ, w] =

∂F

∂λ
(0, λ∗, 0)[µ] +

∂F

∂v
(0, λ∗, 0)[w] = f ∈ Lp(Ω),

which means that
−∆w − λ∗eu

∗

w = f + µeu
∗

. (5.24)

In order to apply the Implicit Function Theorem we must show that (5.24)
admits a unique solution (µ, w). But we know from the Fredholm alternative
(see Theorem 2.26), that this equation has a solution if, and only if, f +µeu

∗

is orthogonal to ϕ1, which is clear if we choose

µ∗ :=

∫

Ω

f(x)ϕ1(x) dx

(∫

Ω

eu
∗(x)ϕ1(x)

)−1

> 0

So, the problem {
−∆w − λ∗eu∗ = f + µ∗e

u∗ ,

w ∈ H1
0 (Ω), w⊥ϕ1,

has a unique solution w, and we can apply the Implicit Function Theorem,
i.e., there exist ε0 > 0, ν > 0 and r > 0 such that the equation F (ε, λ, v) = 0
has solutions in (−ε0, ε0)× (λ∗ − ν, λ∗ + ν)×Br(0) and all solutions are the
form λ = λ(ε), v = v(ε), where ε 7→

(
λ(ε), v(ε)

)
is of class C1 and λ(0) = λ∗,

v(0) = 0.
In short, we show that for ε ∈ (−ε0, ε0) there exists a solution of (5.1)λ(ε)

of the form
u(ε) = u∗ + εϕ1 + v(ε),

where F
(
ε, λ(ε), v(ε)

)
= −∆u(ε)− λ(ε)eu

∗

u(ε) = 0.
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Note that as F
(
ε, λ(ε), v(ε)

)
= 0 for ε ∈ (−ε0, ε0) we obtain by implicit

differentiation at ε = 0,

−∂λ
∂ε

(0)eu
∗ −∆

∂v

∂ε
(0)− λ∗eu

∗ ∂v

∂ε
(0) = 0

which implies that

λ1 :=
∂λ

∂ε
(0) = 0 and v1 :=

∂v

∂ε
(0) = 0.

ε

λ

λ∗
λ(ε)

Figura 5.4. The graph of ε 7→ λ(ε) near the origin.

Since F is C2 (if we assume that p is large enough), we can consider the
development of λ(ε) and v(ε), i.e.,

{
λ(ε) = λ∗ + ελ1 + ε2λ2 + o(ε2),

v(ε) = 0 + εv1 + ε2v2 + o(ε2),

where λ1 = 0 and v1 = 0. Hence F
(
ε, λ(ε), v(ε)

)
= 0 writes as

−∆v(ε)−λ∗eu∗v(ε) = (λ(ε)−λ∗)eu∗+v(ε)+εϕ1+λ∗eu
∗
[
ev(ε)+εϕ1−v(ε)−εϕ1−1

]
.

From the asymptotic development, we have

(λ(ε)− λ∗)eu
∗+v(ε)+εϕ1 = ε2eu

∗

λ2 + o(ε2),

λ∗eu
∗
[
ev(ε)+εϕ1 − v(ε)− εϕ1 − 1

]
= ε2

λ∗eu
∗

2
ϕ2
1 + o(ε2),

So, discarding the terms of o(ε2), we obtain

−∆v2 − λ∗eu
∗

v2 = eu
∗

λ2 +
λ∗eu

∗

2
ϕ2
1. (5.25)

From the Fredholm Alternative, a necessary and sufficient condition for ex-
istence of a unique solution v2 of (5.25) is that the right hand side term be
orthogonal to ϕ1, which is achieved by

λ2 := −λ
∗

2

∫

Ω

eu
∗(x)ϕ3

1(x) dx

(∫

Ω

eu
∗(x)ϕ1(x) dx

)−1

< 0
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Hence, for λ < λ∗ close to λ∗, we have two solutions of (5.1)λ corresponding
to the mapping

ε ∈ (−ε0, ε0) 7→ λ(ε) ∈ (λ∗ − ν, λ∗],

namely one for ε > 0 and one for ε < 0, more precisely,

u1(ε) := u∗ + εϕ1 + v(ε), ε ∈ (−ε0, 0];
u2(ε) := u∗ + εϕ1 + v(ε), ε ∈ [0, ε0);

Then,

∫

Ω

(
u1(ε)(x)− u∗(x)

)
ϕ1(x) dx = ε

∫

Ω

ϕ2
1(x) dx < 0.

So, for ε < 0 we have u1(ε) = u(λ(ε)), i.e., it is the solution obtained
previously. The same argument shows that if ε > 0 we have u2(ε) > u(λ(ε)),
which corresponds to a new solution. This means that (λ∗, u∗) is a turning
point, as shown in the figure.

λ
λ(ε)

V

u(λ)

λ∗

u∗
u2(ε)

Figure 5.5. Picture of the turning point (λ∗, u∗).

Proposition 5.15. The linearized operator at u2(ε) is not positive for every
ε > 0 small enough.

Proof. Let ε ∈ (0, ε0). We know that

{
λ(ε) = λ∗ + ε2λ2 + o(ε2), λ2 < 0;

u2(ε) = u∗ + εϕ1 + v(ε), v(ε)⊥ϕ1.
(5.26)

Let

I :=

∫

Ω

|∇ϕ1(x)|2 dx− λ(ε)

∫

Ω

eu2(ε)(x)ϕ2
1(x) dx. (5.27)
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We also know that
∫

Ω

|∇ϕ1(x)|2 dx− λ∗
∫

Ω

eu
∗(x)ϕ2

1(x) dx = 0. (5.28)

So, subtracting (5.28) from (5.27) and considering (5.26), we obtain for ε > 0
small enough,

I = λ∗
∫

Ω

eu
∗

ϕ2
1 dx− λ(ε)

∫

Ω

eu2(ε)ϕ2
1 dx

= λ∗
∫

Ω

eu
∗

ϕ2
1 dx− (λ∗ + ε2λ2)

∫

Ω

eu
∗
[
eεϕ1+v(ε)

]
ϕ2
1 dx+ o(ε2)

= λ∗
∫

Ω

eu
∗

ϕ2
1 dx− λ∗

∫

Ω

eu
∗
[
1 + εϕ1

]
ϕ2
1 dx+ o(ε2)

= −ελ∗
∫

Ω

ϕ3
1 dx+ o(ε2) < 0.

This proves that −∆− λ(ε)eu2(ε) is not a positive operator, as we wanted to
prove.

Remark 5.16. Since we know from Corollary 5.12 that R is relatively com-
pact in S, a natural question is to ask under what conditions the limit of
regular solutions is regular or not. In the case where Ω is the unit ball B1(0),
Gelfand showed for 3 ≤ N ≤ 9 and for λ∗∗ = 2(N − 2) that the problem
(5.1)λ∗∗ has a sequence of regular solutions {un}n∈N with un(0) → +∞. So,
from Corollary 5.12, this sequence has a limit u∗∗. As we will see below,
u∗∗(x) = −2 ln(|x|), which belongs to S \ R. Moreover, for N ≥ 10, Joseph
and Lundgren [14] showed that the curve of minimal solutions λ 7→ u(λ) is
unbounded in L∞(Ω). In fact in this case, λ∗∗ = λ∗ and

u(λ) ⇀
λ↑λ∗

ln

(
1

|x|2
)

weakly in H1
0 (Ω).

This shows that Corollary 5.12 can be considered as an optimal result.

5.7 Radial symmetric solutions in a ball

In this section we will consider Ω = BR(0) for R > 0, i.e., the ball of RN

with radius R and center at the origin, where N ≥ 3.
We know from Gidas, Ni and Nirenberg [12] that a regular solution is

radial. Hence, each solution in S that is limit of regular solutions is also
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radial. A natural question is to know if every singular solution of (5.1) is
radial. The answer is negative, as has been proved by Matano [17] and Rebai
[22]. They have showed that in R3, for each x0 near 0, there exists a solution
of (5.1) with an isolated singularity at x0. So, these solutions cannot be limit
of regular solutions and, in particular, this shows that the result of Gidas,
Ni and Nirenberg cannot be extended to singular solutions.

The main result of this section is the following.

Theorem 5.17. Let λ > 0 and u ∈ L1
(
BR(0) \ {0}

)
a radial function such

that eu ∈ L1
(
BR(0) \ {0}

)
and





−∆u = λeu in BR(0) \ {0},
u(x) = 0 for |x| = R,

lim
|x|→0

u(x) = +∞.
(5.29)

Then,

λ =
2(N − 2)

R2
and u(x) = ln

(
R2

|x|2
)
.

Consequently, u ∈ S and it is the unique singular radial solution of (5.1) in
BR(0).

Before proceeding with the proof, we need the following result.

Proposition 5.18. Let λ > 0 and u ∈ L1
(
BR(0) \ {0}

)
be a radial function

such that eu ∈ L1
(
BR(0) \ {0}

)
and that it is bounded from below on a

neighbourhood of the origin. If u satisfies

−∆u = eu in BR(0) \ {0},

then u can be extended to a radial function (still denoted by u) in RN \ {0},
u ∈ C∞

(
RN \ {0};R

)
satisfying

−∆u = λeu in RN \ {0} and ∇u(x) · x < 0, ∀x 6= 0.

Proof. Since u is radial, we have u(x) = U(|x|), where U : ]0, R[→ R with

− d

dr

(
rN−1dU

dr

)
= λrN−1eU in ]0, R[ . (5.30)

So,
dU

dr
∈ L1

loc(]0, R[),
d2U

dr2
∈ L1

loc(]0, R[) and U ∈ C0(]0, R[).
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By iteration, it follows that U ∈ C∞(]0, R[) and the mapping r 7→ rN−1 dU
dr

is
strictly decreasing.

Let us assume that there exists r0 ∈ (]0, R[) such that dU
dr
(r0) ≥ 0. Then,

for r < r0/2, we have

rN−1dU

dr
(r) >

(r0
2

)N−1 dU

dr
(r0/2) > rN−1

0

dU

dr
(r0) ≥ 0.

Therefore, for C := (r0/2)
dU
dr
(r0/2), we have

dU

dr
(r) >

C

rN−1
, ∀ r < r0

2
,

from which we obtain that

lim
r→0

U(r) = −∞

in contradiction with the hypothesis that U is bounded from below on a
neighborhood of 0.

Hence,
dU

dr
(r) < 0 ∀ r ∈ ]0, R[ .

As U is a solution of (5.30), it can be extended to a maximal interval ]a, R]
with a ≤ 0 and R ≥ R. To complete the proof, we must show that R = +∞.

Let us assume that R < +∞. By the same arguments as before, we
obtain

dU

dr
(r) < 0 ∀ r ∈ [0, R[ .

Since U is decreasing, it is clear that

λ

∫ R

R/2

eU(r)rN−1dr < +∞

and we have from (5.30) that the limit of rN−1 dU
dr
(r) as r → R is finite.

So, the same is true for U , which is in contradiction with the maximality if
R.

With the Proposition 5.18 in hands, we can prove the following result,
from which Theorem 5.17 is an immediate consequence.

Theorem 5.19. Let λ > 0 and u ∈ L1
loc

(
RN \ {0}

)
a radial function such

that eu ∈ L1
loc

(
RN \ {0}

)
and

{ −∆u = λeu in RN \ {0},
lim
|x|→0

u(x) = +∞. (5.31)
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Then,

u(x) = ln

(
1

|x|2
)
− ln

(
λ

2(N − 2)

)
.

Consequently, we have

u ∈ H1
loc(R

N), eu ∈ L1
loc(R

N)

and u is the unique radial solution of
{ −∆u = λeu in RN ,

lim
|x|→0

u(x) = +∞. (5.32)

From the Proposition 5.18, the problem 5.31 consists to look for a function
U ∈ C∞(]0,+∞[ ;R) such that

− d

dr

(
rN−1dU

dr

)
= λrN−1eU in ]0,+∞[. (5.33)

It is clear that a regular solution satisfies dU
dr
(0) = 0, so that a singular one

must satisfy limr→0 U(r) = +∞.
The proof of Theorem 5.19 follows as consequence of several lemmas. In

the first one we associated the solutions of (5.33) to a 2-dimensional dynamic
system which we will analyse. This is an idea by L. Tartar [27], where one
of the advantages is that the critical points have a finite distance.

Lemma 5.20. Let U be a solution of (5.33) and associated to V : R → R

defined as V (s) := U(es), we consider the following functions

v(s) :=
dV

ds
(s) and w(s) =

d2V

ds
(s) + (N − 2)

dV

ds
(s).

Then, v and w satisfy the system




dv

ds
= w − (N − 2)v,

dw

ds
= (v + 2)w,

∀ s ∈ R (5.34)

and
−w(s)e−2se−V (s) = λ, ∀ s ∈ R. (5.35)

Conversely, if (v, w) is a trajectory of (5.34) defined on R and

U(r) :=

∫ ln(r)

0

V (s) ds+ a, (a = U(1)), (5.36)

then w(s)e−2seV (s) is a constant λ (independent of s) and U is a solution of
(5.33) for this λ.
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Proof. The Eq. (5.33) can be written as

d2U

dr2
+

(N − 1)

r

dU

dr
= λeU . (5.37)

Since V (s) = U(es), we have

dV

ds
=
dU

dr
es and

d2V

ds2
=
d2U

dr2
e2s +

dU

dr
es.

So, by multiplying bough sides of (5.37) by e2s we can write

d2V

ds2
+ (N − 2)

dV

ds
= λe2seV . (5.38)

The first differential equation of (5.34) follows directly from the definition of
v and w. Moreover, from the definition of w and (5.38), we have

λ = w(s)e−2se−V (s), ∀ s ∈ R. (5.39)

Since λ is a constant, the second differential equation of (5.34) follows by
differentiating (5.39)

The converse follows directly by differentiation of (5.36) and direct cal-
culations.

Remark 5.21. If U is a regular solution of (5.33), the corresponding trajec-
tory (v, w) of (5.34) satisfies

lim
s→−∞

v(s) = 0 and lim
s→−∞

w(s) = 0. (5.40)

As we will see in the sequel, (5.40) characterizes, among the trajectories of
(5.34), those that correspond to regular solutions of (5.33).

Remark 5.22. From the fact that λ > 0 and (5.35), it is clear that w(s) < 0
for every s ∈ R. Moreover, we know from Proposition 5.18 that dU

dr
(r) < 0

for all r ∈ ]0,+∞[. So, we have v(s) < 0 ∀ s ∈ R. Therefore, we will consider
the trajectories of (5.34) restricted to the sector {v < 0, w < 0}.

It is evident that O = (0, 0) and A =
(
−2,−2(N − 2)

)
are the only sta-

tionary points of (5.34). The following three lemmas give characterizations
of these statonary points.

Lemma 5.23. Let N ≥ 3. Then O is a hyperbolic stationary point for
(5.34). The v-axis is the stable manifold and the unstable manifold is tangent
to w −Nv = 0.
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Proof. The linearized system in a neighborhood of O is associated to the
matrix

LO =

(
−(N − 2) 1

0 2

)

whose eigenvalues are µ0 = −(N − 2) and µ1 = 2. Associated to µ0 we
have the eigenvector (1, 0) which is tangent to the stable manifold and the
eigenvector associated to µ1 is (1, N) which is tangent to the unstable man-
ifold.

Lemma 5.24. If N ≥ 10, A is an attractive point. If 3 ≤ N ≤ 9, A is a
spiral attractive point.

Proof. The linearized system in a neighborhood of A is associated to the
matrix

LA =

(
−(N − 2) 1
−2(N − 2) 0

)

If N ≥ 10, LA has the following two real and negative eigenvalues

µ± =
1

2

[
(2−N)±

√
(N − 2)(N − 10)

]

and we see that A is attractive. But, for 3 ≤ N ≤ 9 the eigenvalue of LA are

ν± =
1

2

[
(2−N)± i

√
(N − 2)(10−N)

]
.

Since the real part of ν± are strictly negative, we see that A is spiral attrac-
tive. Therefore, in a neighborhood of A, the trajectories are spirals converg-
ing to A as s→ +∞.

Lemma 5.25. The unstable manifold of O = (0, 0) is an heteroclinic orbit
joining the points O and A.

Proof. Let Σ be a trajectory (v, w) of (5.34) such that

lim
s→−∞

(
v(s), w(s)

)
= (0, 0).

We have to show that

lim
s→+∞

(
v(s), w(s)

)
=
(
−2,−2(N − 2)

)
.

We claim that the trajectory Σ lies above the line of equation w − Nv = 0.
Indeed, if we define φ(s) := w(s)−Nv(s), we have

d

ds
φ(s) = −(N − 2)φ(s) + v(s)w(s) ≥ −(N − 2)φ(s),
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from which we get
d

ds

(
e(N−2)sφ(s)

)
≥ 0.

But we know that
lim

s→−∞
φ(s) = 0.

Therefore,
e(N−2)sφ(s) ≥ 0, ∀ s ∈ R

and we conclude that φ(s) ≥ 0 for all s ∈ R.
(1) Let us assume N ≥ 10. We consider the line passing at A and with slope

d :=
1

2

[
(N − 2) +

√
(N − 2)(N − 10)

]
< N − 2,

i.e., w+2(N−2) = d(v+2). This line crosses the line of equation w−Nv = 0
at the point B and we have a triangle OAB in the region v < 0 and w < 0.

v

w

O

A

B

w = Nv

w = (N − 2)v

w + 2(N − 2) = d(v + 2)

−2

−2(N − 2)

Figure 5.6. The triangle which contains the trajectory Σ.

From the above claim, the trajectory Σ near O belongs to the interior of
this triangle and cannot leave it by the segment OB, because it is part of the
line w = Nv. On the other hand, since

OA =
{
(v, w) ; w = (N − 2)v, −2 ≤ v ≤ 0

}
,

if P = (vP , wP ) ∈ OA, we have from (5.34)

dv

ds
(P ) = wP − (N − 2)vP = 0 and

dw

ds
(P ) = vP (vP + 2)(N − 2) < 0.

Hence, the trajectory Σ does not leave the triangle through the segment OA.
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Now, let us show that in fact Σ cannot leave the triangle. First of all, if
P = (vP , wP ) ∈ AB we see that

dv

ds
(P ) = wP − (N − 2)vP < 0 and

dw

ds
(P ) = (vp + 2)wP < 0

because AB is below OA, wp < 0 and −2 < vP < 0. Therefore, if Σ would
leave the triangle through AB we should have

dw

ds
(P )/

dv

ds
(P ) =

(vp + 2)wP
wP − (N − 2)vP

≥ d. (5.41)

Since we know that wP − (N − 2)vP < 0, (5.41) is equivalent to

(vp + 2)wP ≤ d
[
wP − (N − 2)vP

]
. (5.42)

But wP−(N−2)vP = d(vP+2)−2(N−2)−(N−2)vP = (vP+2)
[
d−(N−2)

]
.

So, we have from (5.42) and de fact that vP + 2 > 0,

(vP + 2)wP ≤ d(vp + 2)
[
d− (N − 2)

]
⇒ wP ≤ d

[
d− (N − 2)

]
.

From he definition of d, we have

d
[
d− (N − 2)

]
=

1

4

[
(N − 2)(N − 10)− (N − 2)2

]
= −2(N − 2)

so that wP ≤ −2(N − 2), which is impossible if P ∈ AB and P 6= A.

Consequently, Σ does not leave the triangle and the limit as s → +∞ is
the point A because it is attractive, i.e.,

lim
s→+∞

(
v(s), w(s)

)
=
(
−2,−2(N − 2)

)
.

(2) Now we assume 3 ≤ N ≤ 9. In this case we will prove that the trajectory
Σ is a spiral around A which converges to A. The local behavior of Σ can be
described by the linearized system, so we can choose a closed neighborhood
V of A such that all trajectory that meets V converges to A as s → +∞
following a spiral.

We know that Σ stays above the line w − Nv = 0. Let C = (−2,−2N)
and D =

(
−2n/(N − 2),−2N

)
. The orientation of the vector field

f(v, w) :=
(
w − (N − 2)v, (v + 2)w

)

on the segments CD, DE and EO shows that the trajectory Σ cannot leave
the polygonal region OCDE. On the other hand, Σ cannot meet EO or
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converge to O as s → +∞ because the v axis is the unique trajectory that
converges to O as s→ +∞.

v

w

O

A

D
C

E

w = Nv
w = (N − 2)v−2

−2(N − 2)

−2N

Figure 5.7. The poligonal region containing the heteroclinic orbit
spinning in a spiral around A.
Let us suppose that Σ does not touch V. If it is the case, it stay in a

compact set contained in the polygonal region OCDE where the only critical
point is O. Since it does not converge to O, it should converge to a periodical
trajectory around a critical point, which is necessarily A (cf. [13]). In order to
prove that there is no such an orbit, we follow the argument of Bendixson’s
criteria. Let γ be a periodic trajectory contained in the polygonal region
OCDE surrounding the point A. Then, the vector field f is tangent to γ and
if n is the normal to γ, we have from Green’s Theorem

0 =

∫

γ

f · n dγ =

∫

ω

div f(v, w) dvdw.

where
ω =

{
(v, w) ; w− ≤ w ≤ w+, v−(w) ≤ v ≤ v+(w)

}

and
v−(w) < −2 < v+(w) < 0 ∀w ∈ ]w−, w+[.

But it is clear that div f(v, w) = v − (N − 4) = (v + 1) − (N − 3) ≤ v + 1,
from which we get a contradiction, because

∫

ω

div f(v, w) dvdw ≤
∫ w+

w−

(∫ v+(w)

v−(w)

(v + 1) dv

)
dw

=
1

2

∫ w+

w−

[
v+(w)− v−(w)

][
v+(w) + v−(w) + 2

]
dw < 0.

Therefore, it does not exist such a periodic trajectory γ and Σ must go into
V and so converges to A as s→ +∞ following a spiral.
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With the following lemma we have as immediate consequence the proof
of Theorem 5.19.

Lemma 5.26. The only trajectory of (5.34) such that the associated func-
tion V satisfies

lim
s→−∞

V (s) = +∞ (5.43)

is the trajectory reduced to the point A =
(
−2,−2(N − 2)

)
.

Proof. Let Σ0 be a trajectory associated to V satisfying (5.43) and assume
that

lim
s→−∞

v(s) = −2. (5.44)

Then, for each n ∈ N, there exists a sn, −n− 1 < sn < −n such that

v(−n− 1)− v(−n) = dv

ds
(sn) = w(sn)− (N − 2)v(sn).

So,

w(sn) = v(−n− 1)− v(−n) + (N − 2)v(sn) −→
n→+∞

−2(N − 2).

and we have

lim
n→∞

(
v(sn), w(sn)

)
=
(
−2,−2(N − 2)

)
= A.

Since sn → −∞ and A is attractive, the only possibility is that Σ0 is the
trajectory reduced to the single point A.

In order to prove that there does not exist another trajectory associated to
V satisfying (5.43), it is sufficient to prove that (5.44) is the unique possibility.

So, let as assume that Σ̃ is another trajectory different from Σ0 and satisfying
(5.43). We have to consider four steps to eliminate all possibilities.

Step 1 : The trajectory Σ̃ cannot satisfy the condition

lim
s→−∞

v(s) = v0, −2 < v0 ≤ 0.

Indeed, if such a condition is possible, there exist α > 0 and S0 such that
for all s ≤ S0, v(s) ≥ −2 + α. Hence, for all s ≤ S0,

dw

ds
(s) =

(
v(s) + 2

)
w(s) ≤ αw(s),

which implies that

w(S0)e
α(s−S0) ≤ w(s) < 0, ∀s ≤ S0.
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and

lim
s→−∞

w(s) = 0 and lim
s→−∞

dv

ds
(s) = −(N − 2)v0.

But we have necessarily v0 = 0, because otherwise lims→−∞ v(s) = −∞. So,

lim
s→−∞

(
v(s), w(s)

)
= (0, 0) = O

This means that this trajectory converges to the stationary point O and so, it
will be tangential to the unstable manifold of O, i.e., to the line w−Nv = 0.
Therefore, for each ε > 0 there exist S1 ∈ R such that for every s ≤ S1,
0 ≤ w(s)−Nv(s) < εv(s). So, for every s < S1,

d

ds

(
e(−2+ε)sv(s)

)
≤ 0

and we conclude that

dV

ds
(s) = v(s) ≥ v(S1)e

(−2+ε)S1e(2−ε)s,

This means that the function V (s) = U(es), which is a decreasing function,
is bounded from below as s → −∞ and so U(t) has a limit as t → 0, which
says that u is not singular.

Step 2 : The trajectory Σ̃ cannot satisfy the condition

lim
s→−∞

v(s) = v0, v0 < −2.

Indeed, if such a condition is possible, there exist α > 0 and S2 such that
for all s ≤ S2, v(s) < −2 − α. Hence, for all s ≤ S2,

dw

ds
(s) =

(
v(s) + 2

)
w(s) > −αw(s),

which implies that

w(s) < w(S2)e
α(S2−s), ∀s ≤ S2.

and

lim
s→−∞

w(s) = −∞ and lim
s→−∞

dv

ds
(s) = −∞.

From the Mean Value Theorem, for each n ∈ N, there exists −n < sn <
−n + 1 such that

−v(−n) < v(−n + 1)− v(−n) = dv

ds
(sn) −→

n→+∞
−∞
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and we have a contradiction.

Step 3 : The trajectory Σ̃ cannot satisfy the condition

lim
s→−∞

v(s) = −∞. (5.45)

If we assume that lims→−∞ v(s) = −∞, the application of the Mean Value
Theorem as before gives us

lim
s→−∞

w(s) = −∞.

We claim that

lim
s→−∞

w(s)

v(s) + 2
= +∞.

Indeed, since
dw

ds
= (v + 2)w,

we have by integrating on [s, S3]

w(s) = w(S3)e
−

∫ S3
s

(v(σ)+2) dσ,

and so

w(s)

v(s) + 2
= w(S3)

e−
∫ S3
s

(v(σ)+2) dσ

(
v(s) + 2

) =
w(S3)(

v(s) + 2
)
e
∫ S3
s

(v(σ)+2) dσ
.

Let us denote

δ(s) :=
(
v(s) + 2

)
and ψ(s) := δ(s)e

∫ S3
s

δ(ρ) dρ.

Then we can write
w(s)

v(s) + 2
=
w(S3)

ψ(s)

and it suffices to show that ψ(s) → 0− as s→ −∞ to prove the claim.
First of all, we remark that

ψ(s) = δ(s)e
∫ S3
s

δ(ρ) dρ = − d

ds

(
e
∫ S3
s

δ(ρ) dρ
)
.

Hence, ∫ S3

s

ψ(τ) dτ = −1 + e
∫ S3
s

δ(ρ) dρ.
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This implies that ψ is integrable in ]−∞, S3] because

lim
ρ→−∞

δ(ρ) = −∞ ⇒ lim
s→−∞

∫ S3

s

δ(ρ) dρ = −∞ ⇒ lim
s→−∞

∫ S3

s

ψ(τ) dτ = −1

Since δ(s) < 0 for s small enough, this implies ψ(s) < 0, we have necessarily

lim
s→−∞

ψ(s) = 0−

and the claim is proved. Therefore,

lim
s→−∞

dv

ds
(s) = lim

s→−∞

[
w(s)− (N − 2)v(s)

]
= −∞.

So, v(s) is decreasing for s small enough, which is incompatible with the
hypothesis (5.45).

Step 4 : The trajectory Σ̃ cannot satisfy the condition

lim inf
s→−∞

v(s) < lim sup
s→−∞

v(s). (5.46)

Let us suppose that (5.46) holds. Since v is analytic and it is not mono-
tone near −∞, the zeros of dv

ds
form a decreasing sequence {sn}n∈N such that

sn → −∞ as n→ +∞. So, by defining M(sn) :=
(
v(sn), w(sn)

)
, we can say

that, for every n ∈ N, M(sn) belongs to the line w− (N − 2)v = 0, which we
will call ∆, i.e.,

M(sn) ∈ ∆, ∀n ∈ N.

We claim that the zeros of dw
ds

form a sequence {tn}n∈N satisfying

sn+1 < tn < sn and v(tn) = −2.

Indeed, if η(s) :=
(
w(s)− (N − 2)v(s)

)
e(N−2)s, then η(sn+1)− η(sn) = 0 and

from Rolle’s Theorem, there exists tn ∈ ]sn+1, sn[ such that dη
ds
(tn) = 0. But,

dη

ds
(s) = e(N−2)s

[dw
ds

(s)− (N − 2)
dv

ds
(s) + (N − 2)w(s)− (N − 2)2v(s)

]

= e(N−2)s
[
v(s) + 2

]
w(s).

It is clear that w(tn) 6= 0 because otherwise the trajectory would belong
entirely to the v-axis. Therefore, v(tn) = −2. Let us suppose now that there
exist tn, t

′
n ∈ ]sn+1, sn[, tn 6= t′n such that dη

ds
(tn) = dη

ds
(t′n). Then v(tn) =

v(t′n) = −2 ad from Rolle’s Theorem there exist t′′n ∈ ]s(n + 1), sn[ with
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dv
ds
(t′′n) = 0, which is impossible because we are assuming that {sn}n∈N is the

sequence of zeros of dv
ds
.

In the sequel, we denote by M(s) the point of the trajectory Σ̃, i.e.,
M(s) :=

(
v(s), w(s)

)
and we analyze separately two cases: N ≥ 10 and

3 ≤ N ≤ 0.

Case N ≥ 10. Let us consider the following closed curve

Γ1 :=
{
M(s) ; s ∈ [s3, s1]

}
∪
[
M(s3),M(s1)

]
,

where
[
M(s3),M(s1)

]
denotes the segment of the line w − Nv = 0 with

extremities at M(s1) and M(s3). It is clear that A is located in the interior
of Γ and O is in its exterior. Therefore Γ intersect the heteroclinic orbit
joining O to A at some point P which P does not belong to the segment[
M(s3),M(s1)

]
because we have seen that the heteroclinic orbit does not

touch the line w − Nv = 0. So, P ∈
{
M(s) ; s ∈ [s3, s1]

}
which is a regular

trajectory. But this is impossible and we conclude that, if N ≥ 10, Σ̃ does
not exist.

Case 3 ≤ N ≤ 9. The heteroclinic orbit Σ joining O and A comes from O
(for s = −∞) and, as s grows, it meets the line {v = −2} for the first time at
Q0 (with w < −2(N −2)) and then the line ∆ at P0 (with v < −2) and then
again the line {v = −2} at Q1 (with w > −2(N − 2)) and so on, spinning in
a spiral around A. This iterative process gives {Pn}n∈N such that, for k ∈ N,

P2k ∈ ∆ ∩ {v < −2} and P2k+1 ∈ ∆ ∩ {−2 < v < 0} = ]OA[.

On the other hand we know that M(sn) ∈ ∆ and that {v(sn)}n∈N oscillates
around −2. So, we can suppose that M(s1) ∈ ]OA[ and then

M(s2k+1) ∈ ]OA[ and M(s2k) ∈ ∆ ∩ {v < −2}.

Statement: There existsm ≥ 1 such that for each k ≥ m,M(s2k+1) ∈ ]OP1[.
Before proceeding to prove this statement, we remark that it allows us to

conclude the proof Lemma 5.26 using the argument as in the case N ≥ 10.
Indeed, let us consider the bounded curve

Γk :=
{
M(s) ; s ∈ [s2k+3, s2k+1]

}
∪
[
M(s2k+3)M(s2k+1)

]
.

This curve contains Σ in its interior and O in its exterior. So, it meets the
heteroclinic orbit Σ at a point that does not belong to

[
M(s2k+3)M(s2k+1)

]

because
[
M(s2k+3)M(s2k+1)

]
⊂ ]OP1[ and the conclusion follows as in the

case N ≥ 3.
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Now, we have to prove the statement. Since Σ converges to A following
a spiral, we know that

P2k+3 ∈ ]AP2k+1[ and P2k+1 −→
n→+∞

A.

Since M(s1) ∈ ]OA[, there exists k0 such that M(s1) ∈ ]P2k0+3P2k0+1[. Then,
as {sn}n∈N is decreasing, M(s3) ∈ ]P2k0+1P2k0−1[ and more generally,

M(s2n−1) ∈ ]P2k+3P2k+1[ ⇒ M(s2n+1) ∈ ]P2k+1P2k−1[.

Indeed, since the singular trajectory can not meet Σ, the points M(s), with
s2n+1 < s < s2n−1 are guided by the following arcs of Σ

]P2k+3P2k+1[ and ]P2k+1P2k−1[

As a consequence, we have

∀ k ≥ k0, M(s2k+3) ∈ ]OP1[

and the statement is proved.
Finally, from (1), (2), (3) and (4) we see that for a singular trajectory,

we have
lim
s→−∞

v(s) = −2,

and we have the proofs of Lemma 5.26 and Theorem 5.19.

We remark that the trajectories of (5.34) that correspond to radial solu-
tions of (5.1) in a ball of radius 1 are carried by the heteroclinic orbit which
joins the points O and A. The singular solution is reduced to the point A.
The regular solutions start (when s = 0) from a point in the orbit (if it exists)
such that w(0) = λ and follow the heteroclinic orbit to converge towards O
when s→ −∞.
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