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Adaptive filters are applied in several electronic and communication devices like smartphones, advanced headphones, DSP chips, smart antenna, and teleconference systems. Also, they have application in many areas such as system identification, channel equalization, noise reduction, echo cancellation, interference cancellation, signal prediction, and stock market. Therefore, reducing the energy consumption of the adaptive filtering algorithms has great importance, particularly in green technologies and in devices using battery.

In this thesis, data-selective adaptive filters, in particular the set-membership (SM) adaptive filters, are the tools to reach the goal. There are well known SM adaptive filters in literature. This work introduces new algorithms based on the classical ones in order to improve their performances and reduce the number of required arithmetic operations at the same time. Therefore, firstly, we analyze the robustness of the classical SM adaptive filtering algorithms. Secondly, we extend the SM technique to trinion and quaternion systems. Thirdly, by combining SM filtering and partialupdating, we introduce a new improved set-membership affine projection algorithm with constrained step size to improve its stability behavior. Fourthly, we propose some new least-mean-square (LMS) based and recursive least-squares based adaptive filtering algorithms with low computational complexity for sparse systems. Finally, we derive some feature LMS algorithms to exploit the hidden sparsity in the parameters.
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## Chapter 1

## Introduction

In the last decades, the volume of data to be processed and kept for storage has been proliferated, mainly due to the increased availability of low-cost sensors and storage devices. As examples, we can mention the usage of multiple antennas in multiple-input and multiple-output wireless communication systems, the application of multiple audio devices in speech enhancement and audio signal processing, and the employment of echo cancellers in small or handheld communication devices. Moreover, these technological features are continuously spreading.

Our world is overwhelmed by data and to benefit from them in our daily life, we need to process the data correctly. A significant amount of data, however, brings about no new information in order that only part of it is particularly useful [4, 5]. Therefore, we are compelled to improve our ability to evaluate the importance of the received data. This capability is called data selection. It enables the derivation of data-selective adaptive filters, which can neglect undesired data in a smart way. These filters are designed to reject the redundant data and perform their modeling tasks utilizing a small fraction of the available data.

Data-selective adaptive filters evaluate, select, and process data at each iteration of their learning process. These filters assess the data and choose only the ones bringing about some innovation. This property of the data-selective adaptive filters distinguishes them from the family of classical adaptive filters, which consider all data. In particular, these data-selective adaptive filters improve the accuracy of the estimator and decrease the computational complexity at the same time [66 8].

In this thesis, to apply the data selection, we employ the set-membership filtering (SMF) approach [2, 9]. The set-membership (SM) adaptive filtering algorithm aims at estimating the system such that the magnitude of the estimation output error is upper
bounded by a predetermined positive constant called the threshold. The threshold is usually chosen based on a priori information about the sources of uncertainty. A comparison between traditional and SM adaptive filters was performed in [1, 2], where the results had shown that the algorithms employing the SMF strategy require lower computational resources as compared to the conventional adaptive filters. The SMF algorithms, however, are not so widely used since there is some lack of analysis tools, and there is a limited number of set-membership adaptive filtering algorithms available. This thesis introduces new algorithms employing the SMF approach and provides some analysis tools.

This chapter is organized as follows. Section 1.1 contains the main motivations. The targets of this thesis are given in Section 1.2. Section 1.3 describes the contributions of this thesis. Finally, the notation is explained in Section 1.4.

### 1.1 Motivations

The area of Digital Signal Processing takes part in our daily lives for decades now, since it is at the core of virtually all electronic gadget we have been utilizing, ranging from medical equipment to mobile phones. If we have full information about the signals, we can apply the most suitable algorithm (a digital filter for instance) to process the signals. However, if we do not know the statistical properties of the signals, a possible solution is to utilize an adaptive filter that automatically modifies its characteristics to match the behavior of the observed data.

Adaptive filters [2, 10, 11] are utilized in several electronic and communication devices, such as smartphones, advanced headphones, DSP chips, smart antennas, and microphone arrays for teleconference systems. Also, they have application in many areas such as system identification [12], channel equalization [13], noise reduction [14], echo cancellation [15], interference cancellation [16], signal prediction [17], acoustic images [18], stock market [19], etc. Due to the diversity of applications of adaptive signal processing, traditional adaptive filters cannot meet the needs of every application. An ideal adaptive filter would have low processing time, high accuracy in the learning process, low energy consumption, low memory usage, etc. These properties, however, conflict with each other.

An adaptive filter uses an algorithm to adjust its coefficients. An algorithm is a procedure to modify the coefficients in order to minimize a prescribed criterion. The algorithm is characterized by defining the search method, the objective function, and
the error signal nature. The traditional algorithms in adaptive filtering implement coefficient updates at each iteration. However, when the adaptive filter learns from the observed data and reaches its steady state, it is desirable that the adaptive filter has the ability to reduce its energy consumption since there is less information to be learned. Here appears the importance of data-selective adaptive filters since they assess the input data, then according to the innovation they decide to perform an update or not.

After defining the set-membership adaptive filtering algorithms as a subset of the data-selective adaptive filters, many works have shown how effective these algorithms are in reducing the energy consumption. In some environments they can decrease the number of updates by $80 \%$ [1, 2]. This thesis, however, shows that there is room for improvements regarding the reduction in the number of arithmetic operations and energy consumption, as discussed in Chapters 5 and 6.

### 1.2 Targets

The targets of this thesis are:

- To analyze the performance of some existing set-membership adaptive filtering algorithms to confirm their competitive performance as compared to the classical adaptive filtering approaches;
- To develop data-selective adaptive filtering algorithms beyond the real and complex numbers, and examine the advantage of the set-membership technique in different mathematical number systems;
- To improve some existing set-membership adaptive filtering algorithms to bring about improvements in performance and computational complexity;
- To introduce some new sparsity-aware set-membership adaptive filtering algorithms with low computational burden;
- To exploit the hidden sparsity in the linear combination of parameters of adaptive filters.

In a nutshell, in this thesis, we improve and analyze data-selective adaptive filtering algorithms.

### 1.3 Thesis Contributions

In this thesis, we analyze the robustness of classical set-membership adaptive filtering algorithms and extend these conventional algorithms for the trinion and the quaternion systems. In addition, we introduce an improved version of a set-membership adaptive filtering algorithm along with the partial updating strategy. Moreover, we develop some algorithms for sparse systems utilizing the SMF technique. Finally, we try to exploit the hidden sparsity in systems with lowpass and highpass frequencies. To address such topics, the text is hereinafter organized as follows.

Chapter 2 introduces some conventional adaptive filtering algorithms, such as the least-mean-square (LMS), the normalized LMS (NLMS), the affine projection (AP), and the recursive least-squares (RLS) ones. Then, we review the set estimation theory in adaptive signal processing and presents the set-membership filtering (SMF) strategy. Also, we describe a short review of the set-membership normalized least-mean-square (SM-NLMS) and the set-membership affine projection (SM-AP) algorithms.

In Chapter 3, we address the robustness, in the sense of $l_{2}$-stability, of the SMNLMS and the SM-AP algorithms. For the SM-NLMS algorithm, we demonstrate that it is robust regardless the choice of its parameters and that the SM-NLMS enhances the parameter estimation in most of the iterations in which an update occurs, two advantages over the classical NLMS algorithm. Moreover, we also prove that if the noise bound is known, then we can set the SM-NLMS so that it never degrades the estimate. As for the SM-AP algorithm, we demonstrate that its robustness depends on a judicious choice of one of its parameters: the constraint vector (CV). We prove the existence of CVs satisfying the robustness condition, but practical choices remain unknown. We also demonstrate that both the SM-AP and the SM-NLMS algorithms do not diverge, even when their parameters are selected naively, provided the additional noise is bounded. Furthermore, numerical results that corroborate our analyses are presented.

In Chapter 4, we introduce new data-selective adaptive filtering algorithms for trinion and quaternion systems $\mathbb{T}$ and $\mathbb{H}$. The work advances the set-membership trinionand quaternion-valued normalized least-mean-square (SMTNLMS and SMQNLMS) and the set-membership trinion- and quaternion-valued affine projection (SMTAP and SMQAP) algorithms. Also, as special cases, we obtain trinion- and quaternion-valued algorithms not employing the set-membership strategy. Prediction simulations based on recorded wind data are provided, showing the improved performance of the pro-
posed algorithms regarding reduced computational load. Moreover, we study the application of quaternion-valued adaptive filtering algorithms to adaptive beamforming.

Usually, set-membership algorithms implement updates more regularly during the early iterations in stationary environments. Therefore, if these updates exhibit high computational complexity, an alternative solution is needed. A possible approach to partly control the computational complexity is to apply partial update technique, where only a subset of the adaptive filter coefficients is updated at each iteration. In Chapter 5, we present an improved set-membership partial-update affine projection (I-SM-PUAP) algorithm, aiming at accelerating the convergence rate, and decreasing the update rate of the set-membership partial-update affine projection (SM-PUAP) algorithm. To meet these targets, we constrain the weight vector perturbation to be bounded by a hypersphere instead of the threshold hyperplanes as in the standard algorithm. We use the distance between the present weight vector and the expected update in the standard SM-AP algorithm to construct the hypersphere. Through this strategy, the new algorithm shows better behavior in the early iterations. Simulation results verify the excellent performance of the proposed algorithm related to the convergence rate and the required number of updates.

In Chapter 6, we derive two LMS-based algorithms, namely the simple setmembership affine projection (S-SM-AP) and the improved S-SM-AP (IS-SM-AP), in order to exploit the sparsity of an unknown system while focusing on having low computational cost. To achieve this goal, the proposed algorithms apply a discard function on the weight vector to disregard the coefficients close to zero during the update process. In addition, the IS-SM-AP algorithm reduces the overall number of computations required by the adaptive filter even further by replacing small coefficients with zero. Moreover, we introduce the $l_{0}$ norm RLS ( $l_{0}$-RLS) and the RLS algorithm for sparse models (S-RLS). Also, we derive the data-selective version of these RLS-based algorithms. Simulation results show similar performance when comparing the proposed algorithms with some existing state-of-the-art sparsity-aware algorithms while the proposed algorithms require lower computational complexity.

When our target is to detect and exploit sparsity in the model parameters, in many situations, the sparsity is hidden in the relations among these coefficients so that some suitable tools are required to reveal the potential sparsity. Chapter 7 proposes a set of least-mean-square (LMS) type algorithms, collectively called feature LMS (F-LMS) algorithms, setting forth a hidden feature of the unknown parameters, which ultimately would improve convergence speed and steady-state mean-squared
error. The fundamental idea is to apply linear transformations, by means of the socalled feature matrices, to reveal the sparsity hidden in the coefficient vector, followed by a sparsity-promoting penalty function to exploit such sparsity. Some F-LMS algorithms for lowpass and highpass systems are also introduced by using simple feature matrices that require only trivial operations. Simulation results demonstrate that the proposed F-LMS algorithms bring about several performance improvements whenever the hidden sparsity of the parameters is exposed.

Finally, chapter 8 highlights the conclusions of the work, and gives some clues for future works regarding the topics addressed in the thesis.

### 1.4 Notation

In this section, we introduce most of the usual notation utilized in this thesis. However, in order to avoid confusing the reader, we evade presenting here the definition of the rare notation in this text, and we introduce them only at the vital moments.

Equalities are shown by $=$, and when they refer to a definition, we use $\triangleq$. The real, nonnegative real, nature, integer, complex, trinion, and quaternion numbers are denoted by $\mathbb{R}, \mathbb{R}_{+}, \mathbb{N}, \mathbb{Z}, \mathbb{C}, \mathbb{T}$, and $\mathbb{H}$, respectively.

Moreover, scalars are represented by lowercase letters (e.g., $x$ ), vectors by lowercase boldface letters (e.g., x), and matrices by uppercase boldface letters (e.g., X). The symbols $(\cdot)^{T}$ and $(\cdot)^{H}$ stand for the transposition and Hermitian operators, respectively. Also, all vectors are column vectors in order that the inner product between two vectors $\mathbf{x}$ and $\mathbf{y}$ is defined as $\mathbf{x}^{T} \mathbf{y}$ or $\mathbf{x}^{H} \mathbf{y}$.

We represent the trace operator by $\operatorname{tr}(\cdot)$. The identity matrix and zero vector (matrix) are denoted by I and 0, respectively. Also, diag(x) stands for a diagonal matrix with vector $\mathbf{x}$ on its diagonal and zero outside it. Furthermore, $\mathbb{P}[\cdot]$ and $\mathbb{E}[\cdot]$ denote the probability and the expected value operators, respectively. Also, $\|\cdot\|$ denotes the $l_{2}$ norm (when the norm is not defined explicitly, we are referring to the $l_{2}$ norm).

## Chapter 2

## Conventional and Set-Membership Adaptive Filtering Algorithms

The point estimation theory [20] utilizes a sample data for computing a single solution as the best estimate of an unknown parameter. For decades, machine learning and adaptive filtering have been grounded in the point estimation theory [2, 10, 11, 21, 22]. Nowadays, the benefit of the set estimation approach, however, is becoming clearer by disclosing its advantages [23-25].

In contrast with the world of theoretical models, in the real-world we live with uncertainties originate from measurement noise, quantization, interference, modeling errors, etc. Therefore, searching the solution utilizing point estimation theory sometimes results in a waste of energy and time. An alternative is to address the problem from the set estimation theory [23] point of view. In fact, in this approach, we search for a set of acceptable solutions instead of a unique point as a solution.

The adaptive filtering algorithms presented in [10, 11] exhibit a trade-off between convergence rate and misadjustment after transient, particularly in stationary environments. In general, fast converging algorithms lead to high variance estimators after convergence. To tackle this problem, we can apply set-membership filtering (SMF) [1, 2] which is a representative of the set estimation theory. The SMF technique prevents unnecessary updates and reduces the computational complexity by updating the filter coefficients only when the estimation error is greater than a predetermined upper bound [9, 26, 27].

In set-membership adaptive filters, we try to find a feasibility set such that any member in this set has the output estimation error limited by a predetermined upper bound. For this purpose, the objective function of the algorithm is related to a bounded
error constraint on the filter output, such that the updates are contained in a set of acceptable solutions. The inclusion of a priori information, such as the noise bound, into the objective function leads to some noticeable advantages. As compared with the normalized least-mean-square (NLMS) and the affine projection (AP) algorithms, their set-membership counterparts have lower computational cost, better accuracy, data selection, and robustness against noise [6, 7, 9, 28 31].

This chapter presents a brief review of some adaptive filtering algorithms. An interested reader should refer to [2] for more details. Section 2.1] describes the point estimation adaptive filtering algorithms. Section 2.2 reviews the SMF approach and the main set-membership algorithms. The estimation of the threshold parameter for big data applications is discussed in Section 2.3. Finally, Section 2.4 contains the conclusions.

### 2.1 Point Estimation Adaptive Filtering Algorithms

In this section, we introduce some LMS-based adaptive filtering algorithms and the recursive least-squares (RLS) algorithm.

### 2.1.1 Least-mean-square algorithm

The update equation of the least-mean-square (LMS) algorithm is given by [2]

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+2 \mu e(k) \mathbf{x}(k), \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}(k)=\left[x_{0}(k) x_{1}(k) \cdots x_{N}(k)\right]^{T}$ and $\mathbf{w}(k)=\left[w_{0}(k) w_{1}(k) \cdots w_{N}(k)\right]^{T}$ are the input signal vector and the the weight vector, respectively. The output signal is defined by $y(k) \triangleq \mathbf{w}^{T}(k) \mathbf{x}(k)=\mathbf{x}^{T}(k) \mathbf{w}(k)$, and $e(k) \triangleq d(k)-y(k)$ denotes the error signal, where $d(k)$ is the desired signal. The convergence factor $\mu$ should be chosen in the range $0<\mu<\frac{1}{\operatorname{tr}[\mathbf{R}]}$ to guarantee the convergence, where $\mathbf{R} \triangleq \mathbb{E}\left[\mathbf{x}(k) \mathbf{x}^{T}(k)\right]$ is the correlation matrix.

### 2.1.2 Normalized LMS algorithm

To increase the convergence rate of the LMS algorithm without using matrix $\mathbf{R}$, we can utilize the NLMS algorithm. The recursion rule of the NLMS algorithm is described by [2]

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{\mu_{n}}{\mathbf{x}^{T}(k) \mathbf{x}(k)+\delta} e(k) \mathbf{x}(k), \tag{2.2}
\end{equation*}
$$

where $\delta$ is a small regularization factor, and the step size $\mu_{n}$ should be selected in the range $0<\mu_{n}<2$.

### 2.1.3 Affine projection algorithm

When the input signal is correlated, it is possible to use old data signal to improve the convergence speed of the algorithm. For this purpose, let us utilize the last $L+1$ input signal vector and form matrix $\mathbf{X}(k)$ as

$$
\begin{equation*}
\mathbf{X}(k)=[\mathbf{x}(k) \mathbf{x}(k-1) \cdots \mathbf{x}(k-L)] \in \mathbb{R}^{(N+1) \times(L+1)} \tag{2.3}
\end{equation*}
$$

Also, let us define the desired signal vector $\mathbf{d}(k)$, the output signal vector $\mathbf{y}(k)$, and the error signal vector $\mathbf{e}(k)$ as follows

$$
\begin{align*}
& \mathbf{d}(k)=\left[\begin{array}{lll}
d(k) d(k-1) & \cdots & d(k-L)
\end{array}\right]^{T}, \\
& \mathbf{y}(k) \triangleq \mathbf{w}^{T}(k) \mathbf{X}(k)=\mathbf{X}^{T}(k) \mathbf{w}(k), \\
& \mathbf{e}(k) \triangleq \mathbf{d}(k)-\mathbf{y}(k) . \tag{2.4}
\end{align*}
$$

Then, the update rule of the affine projection (AP) algorithm is described by [2]

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{X}(k)\right]^{-1} \mathbf{e}(k) \tag{2.5}
\end{equation*}
$$

where $\mu$ is the convergence factor.

### 2.1.4 Recursive least-squares algorithm

Here, we review the RLS algorithm. The goal of this algorithm is to match the output signal to the desired signal as much as possible.

The objective function of the RLS algorithm is given by

$$
\begin{equation*}
\zeta(k)=\sum_{i=0}^{k} \lambda^{k-i} \varepsilon^{2}(i)=\sum_{i=0}^{k} \lambda^{k-i}\left[d(i)-\mathbf{x}^{T}(i) \mathbf{w}(k)\right]^{2} \tag{2.6}
\end{equation*}
$$

where $\lambda$ is a forgetting factor which should be adopted in the range $0 \ll \lambda \leq 1$, and $\varepsilon(i)$ is called the a posteriori error. Note that in the elaboration of the LMS-based algorithms we use the a priori error, whereas for the RLS algorithm we utilize the $a$ posteriori error.

If we differentiate $\zeta(k)$ with respect to $\mathbf{w}(k)$ and equate the result to zero, we get the optimal coefficient vector $\mathbf{w}(k)$ [2]

$$
\begin{equation*}
\mathbf{w}(k)=\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) \mathbf{x}^{T}(i)\right]^{-1} \sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) d(i)=\mathbf{R}_{D}^{-1}(k) \mathbf{p}_{D}(k), \tag{2.7}
\end{equation*}
$$

where $\mathbf{R}_{D}(k)$ and $\mathbf{p}_{D}(k)$ are named the deterministic correlation matrix of the input signal and the deterministic cross-correlation vector between the input and the desired signals, respectively. By using the matrix inversion lemma [32], the inverse of $\mathbf{R}_{D}(k)$ can be given by

$$
\begin{equation*}
\mathbf{S}_{D}(k)=\mathbf{R}_{D}^{-1}(k)=\frac{1}{\lambda}\left[\mathbf{S}_{D}(k-1)-\frac{\mathbf{S}_{D}(k-1) \mathbf{x}(k) \mathbf{x}^{T}(k) \mathbf{S}_{D}(k-1)}{\lambda+\mathbf{x}^{T}(k) \mathbf{S}_{D}(k-1) \mathbf{x}(k)}\right] . \tag{2.8}
\end{equation*}
$$

### 2.2 Set-Membership Adaptive Filtering Algorithms

In this section, we firstly introduce the set-membership filtering (SMF) approach. Secondly, we present the SM-NLMS algorithm. Finally, we review the SM-AP algorithm.

### 2.2.1 Set-membership filtering

The SMF approach proposed in [9] is suitable for adaptive filtering problems that are linear in parameters. Thus, for a given input signal vector $\mathbf{x}(k) \in \mathbb{R}^{N+1}$ at iteration $k$ and the filter coefficients $\mathbf{w} \in \mathbb{R}^{N+1}$, the output signal of the filter is obtained by

$$
\begin{equation*}
y(k)=\mathbf{w}^{T} \mathbf{x}(k) \tag{2.9}
\end{equation*}
$$

where $\mathbf{x}(k)=\left[x_{0}(k) x_{1}(k) \cdots x_{N}(k)\right]^{T}$ and $\mathbf{w}=\left[\begin{array}{llll}w_{0} & w_{1} & \cdots & w_{N}\end{array}\right]^{T}$. For a desired signal sequence $d(k)$, the estimation error sequence $e(k)$ is computed as

$$
\begin{equation*}
e(k)=d(k)-y(k) . \tag{2.10}
\end{equation*}
$$

The SMF criterion aims at estimating the parameter w such that the magnitude of the estimation output error is upper bounded by a constant $\bar{\gamma} \in \mathbb{R}_{+}$, for all possible pairs ( $\mathbf{x}, d$ ). If the value of $\bar{\gamma}$ is suitably selected, there are various valid estimates for $\mathbf{w}$. The threshold is usually chosen based on a priori information about the sources of uncertainty. Note that any w leading to an output estimation error with magnitude smaller than $\bar{\gamma}$ is an acceptable solution. Hence, we obtain a set of filters rather than a single estimate.

Let us denote by $\mathcal{S}$ the set comprised of all possible pairs ( $\mathbf{x}, d$ ). We want to find $\mathbf{w}$ such that $|e|=\left|d-\mathbf{w}^{T} \mathbf{x}\right| \leq \bar{\gamma}$ for all $(\mathbf{x}, d) \in \mathcal{S}$. Therefore, the feasibility set $\Theta$ will be defined as

$$
\begin{equation*}
\Theta \triangleq \bigcap_{(\mathbf{x}, d) \in \mathcal{S}}\left\{\mathbf{w} \in \mathbb{R}^{N+1}:\left|d-\mathbf{w}^{T} \mathbf{x}\right| \leq \bar{\gamma}\right\} \tag{2.11}
\end{equation*}
$$

so that the SMF criterion can be stated as finding $\mathbf{w} \in \Theta$.
In the case of online applications, we do not have access to all members of $\mathcal{S}$. Thus, we consider the practical case in which only measured data are available and develop iterative techniques. Suppose that a set of data pairs $\{(\mathbf{x}(0), d(0)),(\mathbf{x}(1), d(1)), \cdots,(\mathbf{x}(k), d(k))\}$ is available, and define the constraint set $\mathcal{H}(k)$ at time instant $k$ as

$$
\begin{equation*}
\mathcal{H}(k) \triangleq\left\{\mathbf{w} \in \mathbb{R}^{N+1}:\left|d(k)-\mathbf{w}^{T} \mathbf{x}(k)\right| \leq \bar{\gamma}\right\} \tag{2.12}
\end{equation*}
$$

Also, define the exact membership set $\psi(k)$ as the intersection of the constraint sets from the beginning, i.e. the first iteration, to iteration $k$, or

$$
\begin{equation*}
\psi(k) \triangleq \bigcap_{i=0}^{k} \mathcal{H}(i) \tag{2.13}
\end{equation*}
$$

Then, $\Theta$ can be iteratively estimated via the exact membership set since $\lim _{k \rightarrow \infty} \psi(k)=\Theta$.

Figure 2.1 shows the geometrical interpretation of the SMF principle. The bound-


Figure 2.1: SMF geometrical interpretation in the parameter space $\psi(1)$ (redrawn from [1]).
aries of the constraint sets are hyperplanes, and $\mathcal{H}(k)$ corresponds to region between the parallel hyperplanes in the parameter space. The exact membership set represents a polytope in the parameter space. The volume of $\psi(k)$ decreases for each $k$ in which the pairs $(\mathbf{x}(k), d(k))$ bring about some innovation. Note that $\Theta \subset \psi(k)$ for all $k$, since $\Theta$ is the intersection of all possible constraint sets.

The target of set-membership adaptive filtering is to obtain adaptively an estimate that belongs to the feasibility set. The simplest method is to calculate a point estimate using, for example, the information provided by $\mathcal{H}(k)$ similar to the set-membership NLMS algorithm described in the following subsection, or several previous $\mathcal{H}(k)$ like in the SM-AP algorithm discussed in Subsection 2.2.3.

### 2.2.2 Set-membership normalized LMS algorithm

The set-membership NLMS algorithm, first proposed in [9], implements a test to check if the previous estimate $\mathbf{w}(k)$ lies outside the constraint set $\mathcal{H}(k)$. If $\mid d(k)-$ $\mathbf{w}^{T}(k) \mathbf{x}(k) \mid>\bar{\gamma}$, then $\mathbf{w}(k+1)$ will be updated to the closest boundary of $\mathcal{H}(k)$ at a minimum distance. Figure 2.2 depicts the updating procedure of the SM-NLMS algorithm.


Figure 2.2: Coefficient vector updating for the SM-NLMS algorithm (redrawn from [2]).

The SM-NLMS algorithm has the updating rule

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{\mu(k)}{\mathbf{x}^{T}(k) \mathbf{x}(k)+\delta} e(k) \mathbf{x}(k), \tag{2.14}
\end{equation*}
$$

where the variable step size $\mu(k)$ is given by

$$
\mu(k)= \begin{cases}1-\frac{\bar{\gamma}}{|e(k)|} & \text { if }|e(k)|>\bar{\gamma}  \tag{2.15}\\ 0 & \text { otherwise }\end{cases}
$$

and $\delta$ is a small regularization factor. As a rule of thumb, the value of $\bar{\gamma}$ is selected about $\sqrt{\tau \sigma_{n}^{2}}$, where $\sigma_{n}^{2}$ is the variance of the additional noise [9, 33], and $1 \leq \tau \leq 5$.

Note that we can introduce the NLMS algorithm through the SM-NLMS algorithm. Indeed, the NLMS algorithm with unit step size is a particular case of the SM-NLMS algorithm by adopting $\bar{\gamma}=0$.

### 2.2.3 Set-membership affine projection algorithm

The exact membership set $\psi(k)$ suggests the use of more constraint sets in the update [31]. Moreover, it is widely known that data-reusing algorithms can increase convergence speed significantly for correlated-input signals [2, 11, 34]. This section introduces the SM-AP algorithm whose updates belong to the last $L+1$ constraint sets. For this purpose, let us define the input signal matrix $\mathbf{X}(k)$, the output signal vector $\mathbf{y}(k)$, the error signal vector $\mathbf{e}(k)$, the desired signal vector $\mathbf{d}(k)$, the additive noise signal vector $\mathbf{n}(k)$, and the constraint vector (CV) $\gamma(k)$ as

$$
\begin{align*}
\mathbf{X}(k) & =\left[\begin{array}{llll}
\mathbf{x}(k) \mathbf{x}(k-1) & \cdots & \mathbf{x}(k-L)
\end{array}\right] \in \mathbb{R}^{(N+1) \times(L+1)}, \\
\mathbf{x}(k) & =\left[\begin{array}{lll}
x(k) x(k-1) & \cdots & x(k-N)
\end{array}\right]^{T} \in \mathbb{R}^{N+1}, \\
\mathbf{y}(k) & =\left[\begin{array}{lll}
y(k) y(k-1) & \cdots & y(k-L)
\end{array}\right]^{T} \in \mathbb{R}^{L+1}, \\
\mathbf{e}(k) & =\left[\begin{array}{lll}
e(k) \epsilon(k-1) & \cdots & \epsilon(k-L)
\end{array}\right]^{T} \in \mathbb{R}^{L+1},  \tag{2.16}\\
\mathbf{d}(k) & =\left[\begin{array}{lll}
d(k) d(k-1) & \cdots & d(k-L)
\end{array}\right]^{T} \in \mathbb{R}^{L+1}, \\
\mathbf{n}(k) & =\left[\begin{array}{lll}
n(k) n(k-1) & \cdots & n(k-L)
\end{array}\right]^{T} \in \mathbb{R}^{L+1}, \\
\gamma(k) & =\left[\begin{array}{llll}
\gamma_{0}(k) \gamma_{1}(k) & \cdots & \gamma_{L}(k)
\end{array}\right]^{T} \in \mathbb{R}^{L+1},
\end{align*}
$$

where $N$ is the order of the adaptive filter, and $L$ is the data-reusing factor, i.e., $L$ previous data are used together with the data from the current iteration $k$. The output signal vector is defined as $\mathbf{y}(k) \triangleq \mathbf{w}^{T}(k) \mathbf{X}(k)=\mathbf{X}^{T}(k) \mathbf{w}(k)$, the desired signal vector is given by $\mathbf{d}(k) \triangleq \mathbf{w}_{o}^{T} \mathbf{X}(k)+\mathbf{n}(k)$, where $\mathbf{w}_{o}$ is the optimal solution (unknown system), and the error signal vector is given by $\mathbf{e}(k) \triangleq \mathbf{d}(k)-\mathbf{y}(k)$. The entries of the constraint vector should satisfy $\left|\gamma_{i}(k)\right| \leq \bar{\gamma}$, for $i=0, \ldots, L$, where $\bar{\gamma} \in \mathbb{R}_{+}$is the upper bound for the magnitude of the error signal $e(k)$.

The objective function to be minimized in the SM-AP algorithm can be stated as follows: a coefficient update is implemented whenever $\mathbf{w}(k) \notin \psi^{L+1}(k)$ in such a way that

$$
\begin{align*}
& \min \frac{1}{2}\|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2} \\
& \text { subject to: } \\
& \mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)=\gamma(k) \tag{2.17}
\end{align*}
$$

where $\psi^{L+1}(k)$ is the intersection of the $L+1$ last constraint sets.
Figure 2.3 shows a usual coefficient update related to the SM-AP algorithm in $\mathbb{R}^{2}$,


Figure 2.3: Coefficient vector updating for the SM-AP algorithm (redrawn from [2]).
$L=1$ and $\left|\gamma_{i}(k)\right| \leq \bar{\gamma}$ such that $\mathbf{w}(k+1)$ is not placed at the border of $\mathcal{H}(k)$.
By using the method of Lagrange multipliers, after some manipulations, the recursion rule of the SM-AP algorithm will be described as

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{X}(k) \mathbf{A}(k)(\mathbf{e}(k)-\gamma(k)) & \text { if }|e(k)|>\bar{\gamma},  \tag{2.18}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where we assume that $\mathbf{A}(k) \triangleq\left(\mathbf{X}^{T}(k) \mathbf{X}(k)\right)^{-1} \in \mathbb{R}^{L+1 \times L+1}$ exists, i.e., $\mathbf{X}^{T}(k) \mathbf{X}(k)$ is a full-rank matrix. Otherwise, we could add a regularization parameter as explained in [2].

Note that we can propose the AP algorithm through the SM-AP algorithm. In other words, the AP algorithm with unity step-size, aiming at improving the convergence speed of stochastic gradient algorithms, is a particular case of the SM-AP algorithm by selecting $\bar{\gamma}=0$.

It is worthwhile to mention that when $L=0$ and $\gamma_{0}(k)=\frac{\bar{\gamma} e(k)}{|e(k)|}$, the SM-AP algorithm has the SM-NLMS algorithm as special case.

### 2.3 Estimating $\bar{\gamma}$ in the Set-Membership Algorithm for Big Data Application

In big data applications, initially, it could be practical to prescribe a percentage of the amount of data we intend to utilize to achieve the desired performance. This percentage will be defined in accordance with our ability to analyze the data, taking into consideration the constraints on energy, computational time, and memory restrictions. After adopting a percentage of the update, our goal is to select the most informative data to be part of the corresponding selected percentage. Here, by taking the probability of updating into consideration, we will estimate the threshold in the SM-NLMS and the SM-AP algorithms, which is responsible for censoring the data in accordance with the adopted percentage of the update. The content of this section is published in [35].

We want to obtain $\bar{\gamma}$ such that the algorithm considers the desired percentage of data to update its recursion rule. In fact, if the magnitude of the output estimation error is greater than $\bar{\gamma}$, the set-membership (SM) algorithm will update since the current input and the desired signals carry enough innovation.

In general, for the desired update rate, $p$, we require computing $\bar{\gamma}$ such that

$$
\begin{equation*}
\mathbb{P}[|e(k)|>\bar{\gamma}]=p, \tag{2.19}
\end{equation*}
$$

where $\mathbb{P}[\cdot]$ denotes the probability operator. Note that $p$ represents the update rate of the algorithm, i.e., the percentage of the data which we consider most informative data.

Given the probability density function of the error signal, then it is possible to compute $\bar{\gamma}$. Note that the error signal is the difference between the desired and the output signals, i.e.,

$$
\begin{align*}
e(k) & \triangleq d(k)-y(k) \triangleq \mathbf{w}_{o}^{T} \mathbf{x}(k)+n(k)-\mathbf{w}^{T}(k) \mathbf{x}(k) \\
& =\left[\mathbf{w}_{o}-\mathbf{w}(k)\right]^{T} \mathbf{x}(k)+n(k)=\widetilde{e}(k)+n(k), \tag{2.20}
\end{align*}
$$

where $\widetilde{e}(k)$ is the noiseless error signal, and $n(k)$ is the noise signal. In the steadystate environment $\left\|\mathbb{E}\left[\mathbf{w}_{o}-\mathbf{w}(k)\right]\right\|_{2}^{2}<\infty$ [7], where $\mathbb{E}[\cdot]$ is the expected value operator and, in general, $\mathbb{E}\left[\mathbf{w}_{o}-\mathbf{w}(k)\right] \approx \mathbf{0}$. Therefore, if you have sufficient order for the adaptive system, then in the steady-state environment the distribution of the error
signal and the additive noise signal are the same. Thus, we can use the distribution of the additive noise signal in Equation (2.19) to calculate the desired value of $\bar{\gamma}$.

Assuming the distribution of the noise signal is Gaussian with zero mean and variance $\sigma_{n}^{2}$, an important case, we can provide a solution for the threshold for this special case. If the noiseless error signal is uncorrelated with the additional noise signal, by Equation (2.20), we have $\mathbb{E}[e(k)]=\mathbb{E}[\widetilde{e}(k)]+\mathbb{E}[n(k)]=0$ and $\operatorname{Var}[e(k)]=$ $\mathbb{E}\left[\widetilde{e}^{2}(k)\right]+\sigma_{n}^{2}$, where $\operatorname{Var}[\cdot]$ is the variance operator. $\mathbb{E}\left[\tilde{e}^{2}(k)\right]$ is the excess of the steady-state mean-square error (EMSE) that in the steady-state environment is given by [36, 37]

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{e}^{2}(k)\right]=\frac{(L+1)\left[\sigma_{n}^{2}+\bar{\gamma}^{2}-2 \bar{\gamma} \sigma_{n}^{2} \rho_{0}(k)\right] p}{\left[(2-p)-2(1-p) \bar{\gamma} \rho_{o}(k)\right]}\left(\frac{1-a}{1-a^{L+1}}\right), \tag{2.21}
\end{equation*}
$$

where

$$
\begin{align*}
\rho_{0}(k) & =\sqrt{\frac{2}{\pi\left(2 \sigma_{n}^{2}+\frac{1}{L+1} \bar{\gamma}^{2}\right)}},  \tag{2.22}\\
a & =\left[1-p+2 p \bar{\gamma} \rho_{0}(k)\right](1-p) . \tag{2.23}
\end{align*}
$$

To calculate $\mathbb{E}\left[\tilde{e}^{2}(k)\right]$ in Equation (2.21), we require the value of $\bar{\gamma}$, while estimating $\bar{\gamma}$ is our purpose. To address this problem, the natural approach is estimate it using numerical integration or Monte-Carlo methods. However, aiming at gaining some insight, at the first moment we can assume that in the steady-state environment $\mathbb{E}\left[\widetilde{e}^{2}(k)\right]=0$, and the distribution of $e(k)$ is the same as $n(k)$, in order to calculate the estimation of $\bar{\gamma}$ using Equation (2.19). Then, we substitute the obtained value of $\bar{\gamma}$ in Equation (2.21) to compute $\mathbb{E}\left[\widetilde{e}^{2}(k)\right]$. Finally, by obtaining $\mathbb{E}\left[\widetilde{e}^{2}(k)\right]$, we can have a better estimation for the distribution of $e(k)$.

Therefore, since the distribution of $e(k)$ is the same as the distribution of $n(k)$, for the first estimation of $\bar{\gamma}$ we have

$$
\begin{equation*}
\mathbb{P}[|e(k)|>\bar{\gamma}]=\mathbb{P}[|n(k)|>\bar{\gamma}]=\mathbb{P}[n(k)<-\bar{\gamma}]+\mathbb{P}[n(k)>\bar{\gamma}]=p \tag{2.24}
\end{equation*}
$$

Then because of the symmetry in Gaussian distribution we have $\mathbb{P}[n(k)>\bar{\gamma}]=\frac{p}{2}$. Since $n(k)$ has Gaussian distribution, we need to obtain $\bar{\gamma}$ from

$$
\begin{equation*}
\int_{\bar{\gamma}}^{\infty} \frac{1}{\sqrt{2 \pi \sigma_{n}^{2}}} \exp \left(-\frac{r^{2}}{2 \sigma_{n}^{2}}\right) d r=\frac{p}{2} \tag{2.25}
\end{equation*}
$$

Hence, given an update rate $0 \leq p \leq 1$, we may use the standard normal distribution table and find the desired $\bar{\gamma}$. As the second step, for getting a better estimation of $\bar{\gamma}$, we substitute $\bar{\gamma}$ in Equations (2.21) $)(2.23)$ to obtain $\mathbb{E}\left[\tilde{e}^{2}(k)\right]$. We can now use the zero mean Gaussian distribution with variance $\sigma_{e}^{2}=\mathbb{E}\left[\widetilde{e}^{2}(k)\right]+\sigma_{n}^{2}$ as the distribution of the error signal. Applying this distribution to Equation (2.19), we can obtain a better estimation for $\bar{\gamma}$ through the equation

$$
\begin{equation*}
\int_{\bar{\gamma}}^{\infty} \frac{1}{\sqrt{2 \pi \sigma_{e}^{2}}} \exp \left(-\frac{r^{2}}{2 \sigma_{e}^{2}}\right) d r=\frac{p}{2} \tag{2.26}
\end{equation*}
$$

By using the standard normal distribution table, from where we can find the new estimation of $\bar{\gamma}$. It is worth mentioning that the chosen desired update rate determines a loose relative importance of the innovation brought about by the new incoming data set.

### 2.4 Conclusions

In this chapter, we have reviewed some adaptive filtering algorithms which play an essential role in the following chapters. First, we have introduced the LMS, the NLMS, the AP, and the RLS algorithms. Then, we have described the SMF approach. By incorporating this strategy into the conventional algorithms, we implement an update when the magnitude of the output estimation error is greater than the predetermined positive constant. For this purpose, we have defined some of the involved sets such as the feasibility set, the constraint set, and the exact membership set. Then, we have described the SM-NLMS and the SM-AP algorithms. Finally, for the SM-NLMS and the SM-AP algorithms, we have discussed how to estimate the threshold parameter in big data applications to obtain the desired update rate.

## Chapter 3

## On the Robustness of the Set-Membership Algorithms

Online learning algorithms are a substantial part of Adaptive Signal Processing, thus the efficiency of the algorithms has to be assessed. The classical adaptive filtering algorithms are iterative estimation methods based on the point estimation theory [20]. This theory focuses on searching for a unique solution that minimizes (or maximizes) some objective function. Two widely used classical algorithms are the normalized least-mean-square (NLMS) and the affine projection (AP) algorithms. These algorithms present a trade-off between convergence rate and steady-state misadjustment, and their properties have been extensively studied [2, 10].

Two important set-membership (SM) algorithms are the set-membership NLMS (SM-NLMS) and the set-membership AP (SM-AP) algorithms, proposed in [9, 31], respectively. These algorithms keep the advantages of their classical counterparts, but they are more accurate, more robust against noise, and also reduce the computational complexities due to the data selection strategy previously explained [2, 37 39]. Various applications of SM algorithms and their advantages over the classical algorithms have been discussed in the literature [28, 29, 40, 45].

Despite the recognized advantages of the SM algorithms, they are not broadly used, probably due to the limited analysis of the properties of these algorithms. The steady-state mean-squared error (MSE) analysis of the SM-NLMS algorithm has been discussed in [46, 47]. Also, the steady-state MSE performance of the SM-AP algorithm has been analyzed in [36, 37, 48].

The content of this chapter was published in [6, 7]. In this chapter, the robustness of the SM-NLMS and the SM-AP algorithms are discussed in the sense of $l_{2}$ stability [10,

49]. For the SM-NLMS algorithm, we demonstrate that it is robust regardless the choice of its parameters and that the SM-NLMS enhances the parameter estimation in most of the iterations in which an update occurs, two advantages over the classical NLMS algorithm. Moreover, we also prove that if the noise bound is known, then we can set the SM-NLMS so that it never degrades the estimate. As for the SMAP algorithm, we demonstrate that its robustness depends on a judicious choice of one of its parameters: the constraint vector (CV). We prove the existence of CVs satisfying the robustness condition, but practical choices remain unknown. We also demonstrate that both the SM-AP and the SM-NLMS algorithms do not diverge, even when their parameters are selected naively, provided that the additional noise is bounded. Section 3.1 describes the robustness criterion. Section 3.2 presents the algorithms discussed in this chapter. The robustness of the SM-NLMS algorithm is studied in Section [3.3, where we also discuss the cases in which the noise bound is assumed known and unknown. Section 3.4 presents the local and the global robustness properties of the SM-AP algorithm. Section 3.5contains the simulations and numerical results. Finally, concluding remarks are drawn in Section 3.6.

### 3.1 Robustness Criterion

At every iteration $k$, assume that the desired signal $d(k)$ is related to the unknown system $\mathbf{w}_{o}$ by

$$
\begin{equation*}
d(k) \triangleq \underbrace{\mathbf{w}_{o}^{T} \mathbf{x}(k)}_{\triangleq y_{o}(k)}+n(k), \tag{3.1}
\end{equation*}
$$

where $n(k)$ denotes the unknown noise and accounts for both measurement noise and modeling uncertainties or errors. Also, we assume that the unknown noise sequence $\{n(k)\}$ has finite energy [10], i.e.,

$$
\begin{equation*}
\sum_{k=0}^{j}|n(k)|^{2}<\infty, \quad \text { for all } j \text {. } \tag{3.2}
\end{equation*}
$$

Suppose that we have a sequence of desired signals $\{d(k)\}$ and we intend to estimate $y_{o}(k)=\mathbf{w}_{o}^{T} \mathbf{x}(k)$. For this purpose, assume that $\hat{y}_{k \mid k}$ is an estimate of $y_{o}(k)$ and it is only dependent on $d(j)$ for $j=0, \cdots, k$. For a given positive number $\eta$, we aim at calculating the following estimates $\hat{y}_{k \mid k} \in\left\{\hat{y}_{0 \mid 0}, \hat{y}_{1 \mid 1}, \cdots, \hat{y}_{M \mid M}\right\}$, such that for any $n(k)$
satisfying (3.2) and any $\mathrm{w}_{o}$, the following criterion is satisfied:

$$
\begin{equation*}
\frac{\sum_{k=0}^{j}\left\|\hat{y}_{k \mid k}-y_{o}(k)\right\|^{2}}{\widetilde{\mathbf{w}}^{T}(0) \widetilde{\mathbf{w}}(0)+\sum_{k=0}^{j}|n(k)|^{2}}<\eta^{2}, \quad \text { for all } j=0, \cdots, M \tag{3.3}
\end{equation*}
$$

where $\widetilde{\mathbf{w}}(0) \triangleq \mathbf{w}_{o}-\mathbf{w}(0)$ and $\mathbf{w}(0)$ is our initial guess about $\mathbf{w}_{o}$. Note that the numerator is a measure of estimation-error energy up to iteration $j$ and the denominator includes the energy of disturbance up to iteration $j$ and the energy of the error $\widetilde{\mathbf{w}}(0)$ that is due to the initial guess.

So, the criterion given in (3.3) requires that we adjust estimates $\left\{\hat{y}_{k \mid k}\right\}$ such that the ratio of the estimation-error energy (numerator) to the energy of the uncertainties (denominator) does not exceed $\eta^{2}$. When this criterion is satisfied, we say that bounded disturbance energies induce bounded estimation-error energies and, therefore, the obtained estimates are robust. The smaller value of $\eta$ results in the more robust solution, but the value of $\eta$ cannot be decreased freely. The interested reader can refer to [10], pages 719 and 720, for more details about this robustness criterion.

### 3.2 The Set-Membership Algorithms

In this section, we remind the SM-NLMS and the SM-AP algorithms, and in the following sections we deal with their robustness.

### 3.2.1 The SM-NLMS Algorithm

The SM-NLMS algorithm is characterized by the updating rule [2]

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{\mu(k)}{\|\mathbf{x}(k)\|^{2}+\delta} e(k) \mathbf{x}(k) \tag{3.4}
\end{equation*}
$$

where

$$
\mu(k) \triangleq\left\{\begin{array}{cc}
1-\frac{\bar{\gamma}}{|e(k)|} & \text { if }|e(k)|>\bar{\gamma}  \tag{3.5}\\
0 & \text { otherwise }
\end{array}\right.
$$

and $\bar{\gamma} \in \mathbb{R}_{+}$is the upper bound for the magnitude of the error signal that is acceptable and it is usually chosen as a multiple of the noise standard deviation $\sigma_{n}$ [2, 37]. The parameter $\delta \in \mathbb{R}_{+}$is a regularization factor, usually chosen as a small constant, used
to avoid singularity (divisions by 0 ).

### 3.2.2 The SM-AP Algorithm

The SM-AP algorithm is described by the recursion [31]

$$
\mathbf{w}(k+1)=\left\{\begin{array}{lc}
\mathbf{w}(k)+\mathbf{X}(k) \mathbf{A}(k)(\mathbf{e}(k)-\gamma(k)) & \text { if }|e(k)|>\bar{\gamma}  \tag{3.6}\\
\mathbf{w}(k) & \text { otherwise },
\end{array}\right.
$$

where we assume that $\mathbf{A}(k) \triangleq\left(\mathbf{X}^{T}(k) \mathbf{X}(k)\right)^{-1} \in \mathbb{R}^{(L+1) \times(L+1)}$ exists, i.e., $\mathbf{X}^{T}(k) \mathbf{X}(k)$ is a full-rank matrix. Otherwise, we could add a regularization parameter as explained in [2].

### 3.3 Robustness of the SM-NLMS Algorithm

In this section, we discuss the robustness of the set-membership NLMS (SM-NLMS) algorithm. In Subsection 3.3.1, we present some robustness properties. We address the robustness of the SM-NLMS algorithm for the cases of unknown noise bound and known noise bound in Subsections 3.3.2 and 3.3.3, respectively. Then, in Subsection 3.3.4, we introduce a time-varying error bound aiming at achieving simultaneously fast convergence, low computational burden, and efficient use of the input data.

### 3.3.1 Robustness of the SM-NLMS algorithm

Let us consider a system identification scenario in which the unknown system is denoted by $\mathbf{w}_{o} \in \mathbb{R}^{N+1}$ and the desired (reference) signal $d(k)$ is defined as

$$
\begin{equation*}
d(k) \triangleq \mathbf{w}_{o}^{T} \mathbf{x}(k)+n(k), \tag{3.7}
\end{equation*}
$$

where $n(k) \in \mathbb{R}$ represents the additive measurement noise.
One of the main difficulties of analyzing the SM-NLMS algorithm is its conditional statement in (3.5). We can overcome such difficulty by defining

$$
\begin{equation*}
\bar{\mu}(k) \triangleq 1-\frac{\bar{\gamma}}{|e(k)|}, \tag{3.8}
\end{equation*}
$$

and the indicator function $f: \mathbb{R} \times \mathbb{R}_{+} \rightarrow\{0,1\}$ as

$$
f(e(k), \bar{\gamma}) \triangleq\left\{\begin{array}{lc}
1 & \text { if }|e(k)|>\bar{\gamma}  \tag{3.9}\\
0 & \text { otherwise }
\end{array}\right.
$$

In this way, the SM-NLMS updating rule can be rewritten as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{\bar{\mu}(k)}{\alpha(k)} e(k) \mathbf{x}(k) f(e(k), \bar{\gamma}), \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(k) \triangleq\|\mathbf{x}(k)\|^{2}+\delta . \tag{3.11}
\end{equation*}
$$

Since we are interested in robustness properties, it is useful to define $\widetilde{\mathbf{w}}(k) \in \mathbb{R}^{N+1}$ as

$$
\begin{equation*}
\widetilde{\mathbf{w}}(k) \triangleq \mathbf{w}_{o}-\mathbf{w}(k), \tag{3.12}
\end{equation*}
$$

i.e., $\widetilde{\mathbf{w}}(k)$ is a vector representing the discrepancy between the quantity we aim to estimate $\mathbf{w}_{o}$ and our current estimate $\mathbf{w}(k)$. Thus, the error signal can be rewritten as

$$
\begin{align*}
e(k)=d(k)-\mathbf{w}^{T}(k) \mathbf{x}(k) & =\mathbf{w}_{o}^{T} \mathbf{x}(k)+n(k)-\mathbf{w}^{T}(k) \mathbf{x}(k) \\
& =\underbrace{\widetilde{\mathbf{w}}^{T}(k) \mathbf{x}(k)}_{\triangleq \widetilde{e}(k)}+n(k), \tag{3.13}
\end{align*}
$$

where $\widetilde{e}(k)$ denotes the noiseless error, i.e., the error due to a mismatch between $\mathbf{w}(k)$ and $\mathbf{w}_{o}$.

By using (3.12) in (3.10) we obtain

$$
\begin{equation*}
\widetilde{\mathbf{w}}(k+1)=\widetilde{\mathbf{w}}(k)-\frac{\bar{\mu}(k)}{\alpha(k)} e(k) \mathbf{x}(k) f(e(k), \bar{\gamma}), \tag{3.14}
\end{equation*}
$$

which can be further expanded by decomposing $e(k)$ as in Equation (3.13) yielding

$$
\begin{equation*}
\widetilde{\mathbf{w}}(k+1)=\widetilde{\mathbf{w}}(k)-\frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}(k) \mathbf{x}(k) f(e(k), \bar{\gamma})-\frac{\bar{\mu}(k)}{\alpha(k)} n(k) \mathbf{x}(k) f(e(k), \bar{\gamma}) . \tag{3.15}
\end{equation*}
$$

By computing the energy of (3.15), the robustness property given in Theorem 1
can be derived after some mathematical manipulations.
Theorem 1 (Local Robustness of SM-NLMS). For the SM-NLMS algorithm, it always holds that

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}(k)\|^{2}, \text { if } f(e(k), \bar{\gamma})=0 \tag{3.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)<\|\widetilde{\mathbf{w}}(k)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k), \tag{3.17}
\end{equation*}
$$

if $f(e(k), \bar{\gamma})=1$.
Proof. We start by repeating Equation (3.15), but to simplify the notation we will omit both the index $k$ and the arguments of function $f$ that appear on the right-hand side of that equation to obtain

$$
\begin{equation*}
\widetilde{\mathbf{w}}(k+1)=\widetilde{\mathbf{w}}-\frac{\bar{\mu}}{\alpha} \widetilde{e} \mathbf{x} f-\frac{\bar{\mu}}{\alpha} n \mathbf{x} f . \tag{3.18}
\end{equation*}
$$

By computing the Euclidean norm of the above equation we get

$$
\begin{align*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}= & \widetilde{\mathbf{w}}^{T} \widetilde{\mathbf{w}}-\frac{\bar{\mu}}{\alpha} \widetilde{e} \widetilde{\mathbf{w}}^{T} \mathbf{x} f-\frac{\bar{\mu}}{\alpha} n \widetilde{\mathbf{w}}^{T} \mathbf{x} f-\frac{\bar{\mu}}{\alpha} \widetilde{e} \mathbf{x}^{T} \widetilde{\mathbf{w}} f+\frac{\bar{\mu}^{2}}{\alpha^{2}} \widetilde{e}^{2} \mathbf{x}^{T} \mathbf{x} f^{2} \\
& +\frac{\bar{\mu}^{2}}{\alpha^{2}} \widetilde{e} n \mathbf{x}^{T} \mathbf{x} f^{2}-\frac{\bar{\mu}}{\alpha} n \mathbf{x}^{T} \widetilde{\mathbf{w}} f+\frac{\bar{\mu}^{2}}{\alpha^{2}} n \widetilde{e} \mathbf{x}^{T} \mathbf{x} f^{2}+\frac{\bar{\mu}^{2}}{\alpha^{2}} n^{2} \mathbf{x}^{T} \mathbf{x} f^{2} \\
= & \|\widetilde{\mathbf{w}}\|^{2}-\frac{\bar{\mu}^{\prime}}{\alpha} \widetilde{e}^{2} f-\frac{\bar{\mu}}{\alpha} n \widetilde{e} f-\frac{\bar{\mu}^{2}}{\alpha} \widetilde{e}^{2} f+\frac{\bar{\mu}^{2}}{\alpha^{2}} \widetilde{e}^{2}\|\mathbf{x}\|^{2} f^{2}+\frac{\bar{\mu}^{2}}{\alpha^{2}} \widetilde{e} n\|\mathbf{x}\|^{2} f^{2} \\
& -\frac{\bar{\mu}}{\alpha} n \widetilde{e} f+\frac{\bar{\mu}^{2}}{\alpha^{2}} n \widetilde{e}\|\mathbf{x}\|^{2} f^{2}+\frac{\bar{\mu}^{2}}{\alpha^{2}} n^{2}\|\mathbf{x}\|^{2} f^{2} \\
= & \|\widetilde{\mathbf{w}}\|^{2}-2 \frac{\bar{\mu}^{2}}{\alpha} \widetilde{e}^{2} f-2 \frac{\bar{\mu}}{\alpha} n \widetilde{e} f+(\widetilde{e}+n)^{2} \frac{\bar{\mu}^{2}}{\alpha^{2}}\|\mathbf{x}\|^{2} f^{2} \\
= & \|\widetilde{\mathbf{w}}\|^{2}+(\widetilde{e}+n)^{2} \frac{\bar{\mu}^{2}}{\alpha^{2}}\|\mathbf{x}\|^{2} f^{2}-2 \frac{\bar{\mu}}{\alpha} \widetilde{e}^{2} f-2 \frac{\bar{\mu}}{\alpha} n \widetilde{e} f-\frac{\bar{\mu}}{\alpha} n^{2} f+\frac{\bar{\mu}}{\alpha} n^{2} f \\
= & \|\widetilde{\mathbf{w}}\|^{2}+(\widetilde{e}+n)^{2} \frac{\bar{\mu}^{2}}{\alpha^{2}}\|\mathbf{x}\|^{2} f^{2}+\frac{\bar{\mu}}{\alpha} n^{2} f-(\widetilde{e}+n)^{2} \frac{\bar{\mu}}{\alpha} f-\frac{\bar{\mu}_{2}}{\alpha} f, \tag{3.19}
\end{align*}
$$

where the second equality is due to the relation $\widetilde{e}=\widetilde{\mathbf{w}}^{T} \mathbf{x}=\mathbf{x}^{T} \widetilde{\mathbf{w}}$, as given in Equation (3.13). Rearranging the terms in (3.19) yields

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\frac{\bar{\mu} f}{\alpha} \widetilde{e}^{2}=\|\widetilde{\mathbf{w}}\|^{2}+\frac{\bar{\mu} f}{\alpha} n^{2}+c_{1} c_{2} \tag{3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1} \triangleq \frac{\bar{\mu} f}{\alpha}(\widetilde{e}+n)^{2}, \quad c_{2} \triangleq \frac{\bar{\mu} f}{\alpha}\|\mathbf{x}\|^{2}-1 \tag{3.21}
\end{equation*}
$$

From (3.20), we observe that when $f=0$ we have

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}(k)\|^{2} \tag{3.22}
\end{equation*}
$$

as expected, since $f=0$ means that no update was performed. However, when $f=1$ we have $0<\bar{\mu}<1$ and $(\widetilde{e}+n)^{2}=e^{2}>\bar{\gamma}^{2}>0$. In addition, observe that $0 \leq\|\mathrm{x}\|^{2} / \alpha<1$ due to Equation (3.11) and the fact that $\delta>0$. Combining these inequalities leads to $c_{2}<0$ and $c_{1}>0$. Thus, when $f=1$ the product $c_{1} c_{2}<0$, which leads to the inequality

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\frac{\bar{\mu}^{\alpha}}{\alpha} \widetilde{e}^{2}<\|\widetilde{\mathbf{w}}\|^{2}+\frac{\bar{\mu}}{\alpha} n^{2} . \tag{3.23}
\end{equation*}
$$

Returning with the omitted index $k$, for $f(e(k), \bar{\gamma})=1$ we have

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)<\|\widetilde{\mathbf{w}}(k)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k) . \tag{3.24}
\end{equation*}
$$

Theorem 1 presents local bounds for the energy of the coefficient deviation when running from an iteration to the next one. Indeed, (3.16) states that the coefficient deviation does not change when no coefficient update is actually implemented, whereas (3.17) provides a bound for $\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ based on $\|\widetilde{\mathbf{w}}(k)\|^{2}, \widetilde{e}^{2}(k)$, and $n^{2}(k)$, when an update occurs. In addition, the global robustness result in Corollary 1 can readily be derived from Theorem 1 .

Corollary 1 (Global Robustness of SM-NLMS). Consider the SM-NLMS algorithm running from iteration 0 (initialization) to a given iteration $K$. The relation

$$
\begin{equation*}
\frac{\|\widetilde{\mathbf{w}}(K)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)}{\|\widetilde{\mathbf{w}}(0)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k)}<1 \tag{3.25}
\end{equation*}
$$

holds, where $\mathcal{K}_{\mathrm{up}} \neq \emptyset$ is the set containing the iteration indexes $k$ in which $\mathbf{w}(k)$ is indeed updated. If $\mathcal{K}_{\mathrm{up}}=\emptyset$, then $\|\widetilde{\mathbf{w}}(K)\|^{2}=\|\widetilde{\mathbf{w}}(0)\|^{2}$ due to (3.16), but this case is
not of practical interest since $\mathcal{K}_{\mathrm{up}}=\emptyset$ means that no update is performed at all.
Proof. Define the set of all iterations under analysis $\mathcal{K} \triangleq\{0,1,2, \ldots, K-1\}$. Denote as $\mathcal{K}_{\text {up }}$ the subset of $\mathcal{K}$ comprised only of the iterations in which an update occurs, whereas $\mathcal{K}_{\text {up }}^{c} \triangleq \mathcal{K} \backslash \mathcal{K}_{\text {up }}$ contains the iteration indexes in which the filter coefficients are not updated.

From Theorem (1) (3.17) holds when $\mathbf{w}(k)$ is updated. By summing such inequality for all $k \in \mathcal{K}_{\mathrm{up}}$ we obtain

$$
\begin{equation*}
\sum_{k \in \mathcal{K}_{\text {up }}}\left(\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)\right)<\sum_{k \in \mathcal{K}_{\text {up }}}\left(\|\widetilde{\mathbf{w}}(k)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k)\right) \tag{3.26}
\end{equation*}
$$

Similarly, we can use (3.16) to write, for all $k \in \mathcal{K}_{\text {up }}^{c}$, the equality

$$
\begin{equation*}
\sum_{k \in \mathcal{K}_{\mathrm{up}}^{c}}\|\mathbf{w}(k+1)\|^{2}=\sum_{k \in \mathcal{K}_{\mathrm{up}}^{c}}\|\mathbf{w}(k)\|^{2} . \tag{3.27}
\end{equation*}
$$

Combining (3.26) and (3.27) leads to

$$
\begin{equation*}
\sum_{k \in \mathcal{K}}\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)<\sum_{k \in \mathcal{K}}\|\widetilde{\mathbf{w}}(k)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k) \tag{3.28}
\end{equation*}
$$

But since several of the terms $\|\widetilde{\mathbf{w}}(k)\|^{2}$ get canceled from both sides of the inequality (3.28), we find that it simplifies to

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(K)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)<\|\widetilde{\mathbf{w}}(0)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k) \tag{3.29}
\end{equation*}
$$

or, assuming a nonzero denominator,

$$
\begin{equation*}
\frac{\|\widetilde{\mathbf{w}}(K)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \frac{\bar{\mu}(k)}{\alpha(k)} \widetilde{e}^{2}(k)}{\|\widetilde{\mathbf{w}}(0)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \frac{\bar{\mu}(k)}{\alpha(k)} n^{2}(k)}<1 \tag{3.30}
\end{equation*}
$$

This relation holds for all $K$. The only assumption used in the derivation is that $\mathcal{K}_{\text {up }}$ is a nonempty set. Otherwise, we would have $\|\widetilde{\mathbf{w}}(K)\|^{2}=\|\widetilde{\mathbf{w}}(0)\|^{2}$, which would happen only if $\mathbf{w}(k)$ is never updated, which has no practical interest.

Corollary 1 shows that, for the SM-NLMS algorithm, $l_{2}$-stability from its uncertainties $\left\{\widetilde{\mathbf{w}}(0),\{n(k)\}_{0 \leq k \leq K}\right\}$ to its errors $\left\{\widetilde{\mathbf{w}}(K),\{\widetilde{e}(k)\}_{0 \leq k \leq K}\right\}$ is always guaranteed.

Unlike the NLMS algorithm, in which the step-size parameter must be chosen appropriately to guarantee such $l_{2}$-stability, for the SM-NLMS algorithm it is taken for granted (i.e., no restriction is imposed on $\bar{\gamma}$ ).

### 3.3.2 Convergence of $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ with unknown noise bound

The robustness results mentioned in Subsection 3.3.1 provide bounds for the evolution of $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ in terms of other variables. However, we have experimentally observed that the SM-NLMS algorithm presents a well-behaved convergence of the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$, i.e., for most iterations we have $\|\widetilde{\mathbf{w}}(k+1)\|^{2} \leq\|\widetilde{\mathbf{w}}(k)\|^{2}$. Therefore, in this subsection, we investigate under which conditions the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ is (and is not) decreasing.

Corollary 2. When an update occurs (i.e., $f(e(k), \bar{\gamma})=1)$, $\widetilde{e}^{2}(k) \geq n^{2}(k)$ implies $\|\widetilde{\mathbf{w}}(k+1)\|^{2}<\|\widetilde{\mathbf{w}}(k)\|^{2}$.

Proof. By rearranging the terms in (3.17) we obtain

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\frac{\bar{\mu}(k)}{\alpha(k)}\left(\widetilde{e}^{2}(k)-n^{2}(k)\right)<\|\widetilde{\mathbf{w}}(k)\|^{2} \tag{3.31}
\end{equation*}
$$

which is valid for $f(e(k), \bar{\gamma})=1$. Observe that $\frac{\bar{\mu}(k)}{\alpha(k)}>0$ since $\alpha(k) \in \mathbb{R}_{+}$and $\bar{\mu}(k) \in$ $(0,1)$ when $f(e(k), \bar{\gamma})=1$. Thus $\frac{\bar{\mu}(k)}{\alpha(k)}\left(\widetilde{e}^{2}(k)-n^{2}(k)\right) \geq 0$ when $f(e(k), \bar{\gamma})=1$ and $\widetilde{e}^{2}(k) \geq n^{2}(k)$. Therefore, when an update occurs, $\widetilde{e}^{2}(k) \geq n^{2}(k) \Rightarrow\|\widetilde{\mathbf{w}}(k+1)\|^{2}<$ $\|\widetilde{\mathbf{w}}(k)\|^{2}$.

In words, Corollary 2 states that the SM-NLMS algorithm improves its estimate $\mathbf{w}(k+1)$ every time an update is required and the energy of the error $\operatorname{signal} e^{2}(k)$ is dominated by $\widetilde{e}^{2}(k)$, the component of the error which is due to the mismatch between $\mathbf{w}(k)$ and $\mathbf{w}_{o}$.

Corollary 2 also explains why the SM-NLMS algorithm usually presents a monotonic decreasing sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ during its transient period. Indeed, in the early iterations, the absolute value of the error is generally large, thus $|e(k)|>\bar{\gamma}$ and $\widetilde{e}^{2}(k)>n^{2}(k)$, implying that $\|\widetilde{\mathbf{w}}(k+1)\|^{2}<\|\widetilde{\mathbf{w}}(k)\|^{2}$. In addition, there are a few iterations during the transient period in which the input data do not bring enough innovation so that no update is performed, which means that $\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}(k)\|^{2}$ for these few iterations. As a conclusion, it is very likely to have $\|\widetilde{\mathbf{w}}(k+1)\|^{2} \leq\|\widetilde{\mathbf{w}}(k)\|^{2}$ for all iterations $k$ belonging to the transient period.

After the transient period, however, the SM-NLMS algorithm may yield $\| \widetilde{\mathbf{w}}(k+$ 1) $\left\|^{2}>\right\| \widetilde{\mathbf{w}}(k) \|^{2}$ in a few iterations. Although it is hard to compute how often such an event occurs, we can provide an upper bound for the probability of this event as follows:

$$
\begin{align*}
\mathbb{P}\left[\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}\right] & \leq \mathbb{P}\left[\{|e(k)|>\bar{\gamma}\} \cap\left\{\widetilde{e}^{2}(k)<n^{2}(k)\right\}\right] \\
& <\mathbb{P}[|e(k)|>\bar{\gamma}]=\operatorname{erfc}\left(\sqrt{\frac{\tau}{2}}\right) \tag{3.32}
\end{align*}
$$

where $\mathbb{P}[\cdot]$ and $\operatorname{erfc}(\cdot)$ are the probability operator and the complementary error function [50], respectively. The first inequality follows from the fact that we do not know exactly what will happen with $\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ when an update occurs and $\widetilde{e}^{2}(k)<n^{2}(k)$ at the same time ${ }^{1}$ and, therefore, it corresponds to a pessimistic bound. The second inequality is trivial and the subsequent equality follows from [33] by parameterizing $\bar{\gamma}$ as $\bar{\gamma}=\sqrt{\tau \sigma_{n}^{2}}$, where $\tau \in \mathbb{R}_{+}$(typically $\tau=5$ ) and by modeling the error $e(k)$ as a zero-mean Gaussian random variable with variance $\sigma_{n}^{2}$.

From (3.32), one can observe that the probability of obtaining $\|\widetilde{\mathbf{w}}(k+1)\|^{2}>$ $\|\widetilde{\mathbf{w}}(k)\|^{2}$ is small. For instance, for $2 \leq \tau \leq 9$ we have $0.0027 \leq \operatorname{erfc}\left(\sqrt{\frac{\tau}{2}}\right) \leq 0.1579$, and for the usual choice $\tau=5$ we have $\operatorname{erfc}\left(\sqrt{\frac{\tau}{2}}\right)=0.0253$.

The results in this subsection show that $\|\widetilde{\mathbf{w}}(k+1)\|^{2} \leq\|\widetilde{\mathbf{w}}(k)\|^{2}$ for most iterations of the SM-NLMS algorithm, meaning that the SM-NLMS algorithm uses the input data efficiently. Indeed, having $\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}$ means that the input data was used to obtain an estimate $\mathbf{w}(k+1)$ which is further away from the quantity we aim to estimate $\mathbf{w}_{o}$, which is a waste of computational resources (it would be better not to update at all). Here, we showed that this rarely happens for the SM-NLMS algorithm, a property not shared by the classical algorithms, as it will be verified experimentally in Section 3.5.

### 3.3.3 Convergence of $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ with known noise bound

In this subsection, we demonstrate that if the noise bound is known, then it is possible to set the threshold parameter $\bar{\gamma}$ of the SM-NLMS algorithm so that $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ is a monotonic decreasing sequence. Theorem 2 and Corollary 3 address this issue.

[^0]Theorem 2 (Strong Local Robustness of SM-NLMS). Assume the noise is bounded by a known constant $B \in \mathbb{R}_{+}$, i.e., $|n(k)| \leq B, \forall k$. If one chooses $\bar{\gamma} \geq 2 B$, then $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ is a monotonic decreasing sequence, i.e., $\|\widetilde{\mathbf{w}}(k+1)\|^{2} \leq\|\widetilde{\mathbf{w}}(k)\|^{2}, \forall k$.

Proof. If $f(e(k), \bar{\gamma})=1$, then $|e(k)|=|\widetilde{e}(k)+n(k)|>\bar{\gamma}$, which means that: (i) $\widetilde{e}(k)>\bar{\gamma}-n(k)$ for the positive values of $\widetilde{e}(k)$ or (ii) $\widetilde{e}(k)<-\bar{\gamma}-n(k)$ for the negative values of $\widetilde{e}(k)$. Recalling that $n(k) \in[-B, B]$ and $\bar{\gamma} \in[2 B, \infty)$, now we can find the bound for $\widetilde{e}(k)$ by finding the minimum of (i) and the maximum of (ii) as follows:
(i) $\widetilde{e}(k)>\bar{\gamma}-n(k) \Rightarrow \widetilde{e}_{\text {min }}>\bar{\gamma}-B \geq B$;
(ii) $\widetilde{e}(k)<-\bar{\gamma}-n(k) \Rightarrow \widetilde{e}_{\max }<-\bar{\gamma}+B \leq-B$.

Results (i) and (ii) above state that if $\bar{\gamma} \geq 2 B$, then $|\widetilde{e}(k)|>B$, which means that $|\widetilde{e}(k)|>|n(k)|, \forall k$. Consequently, by using Corollary 2 it follows that $\|\widetilde{\mathbf{w}}(k+1)\|^{2}<$ $\|\widetilde{\mathbf{w}}(k)\|^{2}, \forall k$ in which $f(e(k), \bar{\gamma})=1$. In addition, if $f(e(k), \bar{\gamma})=0$ we have $\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}(k)\|^{2}$. Therefore, we can conclude that $\bar{\gamma} \geq 2 B \Rightarrow\|\widetilde{\mathbf{w}}(k+1)\|^{2} \leq$ $\|\widetilde{\mathbf{w}}(k)\|^{2}, \forall k$.

Corollary 3 (Strong Global Robustness of SM-NLMS). Consider the SM-NLMS algorithm running from iteration 0 (initialization) to a given iteration $K$. If $\bar{\gamma} \geq 2 B$, then $\|\widetilde{\mathbf{w}}(K)\|^{2} \leq\|\widetilde{\mathbf{w}}(0)\|^{2}$, in which the equality holds only when no update is performed along all the iterations.

The proof of Corollary 3 is omitted because it is a straightforward consequence of Theorem 2.

### 3.3.4 Time-varying $\bar{\gamma}(k)$

After reading Subsections 3.3.2 and 3.3.3, one might be tempted to set $\bar{\gamma}$ as a high value since it reduces the number of updates, thus saving computational resources and also leading to a well-behaved sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ that has high probability of being monotonously decreasing. However, a high value of $\bar{\gamma}$ leads to slow convergence, because the updates during the learning stage (transient period) are less frequent and the step-size $\mu(k)$ is reduced as well. Hence, $\bar{\gamma}$ represents a compromise between convergence speed and efficiency and, therefore, should be chosen carefully according to the specific characteristics of the application.

An alternative approach is to allow a time-varying error bound $\bar{\gamma}(k)$ generally
defined as $\bar{\gamma}(k) \triangleq \sqrt{\tau(k) \sigma_{n}^{2}}$, where

$$
\tau(k) \triangleq\left\{\begin{array}{lc}
\text { Low value (e.g., } \tau(k) \in[1,5]), & \text { if } k \in \text { transient period }  \tag{3.33}\\
\text { High value (e.g., } \tau(k) \in[5,9]), & \text { if } k \in \text { steady-state }
\end{array}\right.
$$

By using such a $\bar{\gamma}(k)$, one obtains the best features of the high and low values of $\bar{\gamma}$ discussed in the first paragraph of this subsection. In addition, if the noise bound $B$ is known, then one should set $\bar{\gamma}(k) \geq 2 B$ for all $k$ during the steady-state, as explained in Subsection 3.3.3. It is worth mentioning that (3.33) provides a general expression for $\tau(k)$ that allows it to vary smoothly along the iterations even within a single period (i.e., transient period or steady-state).

In order to apply the $\bar{\gamma}(k)$ defined above, the algorithm should be able to monitor the environment to determine when there is a transition between transient and steadystate periods. An intuitive way to do this is to monitor the values of $|e(k)|$. In this case, one should form a window with the $E \in \mathbb{N}$ most recent values of the error, compute the average of these $|e(k)|$ within the window, and compare it against a threshold parameter to make the decision. An even more intuitive and efficient way to monitor the iterations relies on how often the algorithm is updating. In this case, one should form a window of length $E$ containing Boolean variables (flags, i.e., 1-bit information) indicating the iterations in which an update was performed considering the $E$ most recent iterations. If many updates were performed within the window, then the algorithm must be in the transient period; otherwise, the algorithm is likely to be in steady-state.

### 3.4 Robustness of the SM-AP Algorithm

In this section, we address the robustness of the set-membership affine projection (SM-AP) algorithm. We study its robustness properties in Subsection 3.4.1, whereas in Subsection 3.4.2, we demonstrate that the SM-AP algorithm does not diverge.

### 3.4.1 Robustness of the SM-AP algorithm

Suppose that in a system identification problem the unknown system is denoted by $\mathbf{w}_{o} \in \mathbb{R}^{N+1}$ and the desired (reference) vector is given by

$$
\begin{equation*}
\mathbf{d}(k) \triangleq \mathbf{X}^{T}(k) \mathbf{w}_{o}+\mathbf{n}(k) \tag{3.34}
\end{equation*}
$$

By defining the coefficient mismatch $\widetilde{\mathbf{w}}(k) \triangleq \mathbf{w}_{o}-\mathbf{w}(k)$, the error vector can be written as

$$
\begin{equation*}
\mathbf{e}(k)=\mathbf{X}^{T}(k) \mathbf{w}_{o}+\mathbf{n}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k)=\underbrace{\mathbf{X}^{T}(k) \widetilde{\mathbf{w}}(k)}_{\triangleq \widetilde{\mathbf{e}}(k)}+\mathbf{n}(k), \tag{3.35}
\end{equation*}
$$

where $\widetilde{\mathbf{e}}(k)$ denotes the noiseless error vector (i.e., the error due to a nonzero $\widetilde{\mathbf{w}}(k))$. By defining the indicator function $f: \mathbb{R} \times \mathbb{R}_{+} \rightarrow\{0,1\}$ as in (3.9) and using it in (3.6), the update rule of the SM-AP algorithm can be written as follows:

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mathbf{X}(k) \mathbf{A}(k)(\mathbf{e}(k)-\gamma(k)) f(e(k), \bar{\gamma}), \tag{3.36}
\end{equation*}
$$

where $\mathbf{A}(k)=\left[\mathbf{X}^{T}(k) \mathbf{X}(k)\right]^{-1}$. After subtracting $\mathbf{w}_{o}$ from both sides of (3.36), we obtain

$$
\begin{equation*}
\widetilde{\mathbf{w}}(k+1)=\widetilde{\mathbf{w}}(k)-\mathbf{X}(k) \mathbf{A}(k)(\mathbf{e}(k)-\gamma(k)) f(e(k), \bar{\gamma}) . \tag{3.37}
\end{equation*}
$$

Notice that $\mathbf{A}(k)$ is a symmetric positive definite matrix. To simplify our notation, we will omit the index $k$ and the arguments of function $f$ that appear on the right-hand side (RHS) of the previous equation, then by decomposing $\mathbf{e}(k)$ as in (3.35) we obtain

$$
\begin{equation*}
\widetilde{\mathbf{w}}(k+1)=\widetilde{\mathbf{w}}-\mathbf{X A} \widetilde{\mathbf{e}} f-\mathbf{X A n} f+\mathbf{X A} \gamma f \tag{3.38}
\end{equation*}
$$

from which Theorem 3 can be derived.
Theorem 3 (Local Robustness of SM-AP). For the SM-AP algorithm, at every iteration we have

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}(k)\|^{2}, \text { if } f(e(k), \bar{\gamma})=0 \tag{3.39}
\end{equation*}
$$

otherwise
where the iteration index $k$ has been dropped for the sake of clarity, and we assume that $\|\widetilde{\mathbf{w}}(k)\|^{2}+\mathbf{n}^{T} \mathbf{A} \mathbf{n} \neq 0$ just to allow us to write the theorem in a compact form.

Proof. By computing the Euclidean norm of Equation (3.38) and rearranging the terms we get

$$
\begin{align*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}= & \widetilde{\mathbf{w}}^{T} \widetilde{\mathbf{w}}-\widetilde{\mathbf{w}}^{T} \mathbf{X} \mathbf{A} \widetilde{\mathbf{e}} f-\widetilde{\mathbf{w}}^{T} \mathbf{X} \mathbf{A n} f+\widetilde{\mathbf{w}}^{T} \mathbf{X} \mathbf{A} \boldsymbol{\gamma} f-\widetilde{\mathbf{e}}^{T} \mathbf{A}^{T} \mathbf{X}^{T} \widetilde{\mathbf{w}} f \\
& +\widetilde{\mathbf{e}}^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A} \widetilde{\mathbf{e}} f^{2}+\widetilde{\mathbf{e}}^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A n} f^{2}-\widetilde{\mathbf{e}}^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A} \boldsymbol{\gamma} f^{2} \\
& -\mathbf{n}^{T} \mathbf{A}^{T} \mathbf{X}^{T} \widetilde{\mathbf{w}} f+\mathbf{n}^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A} \widetilde{\mathbf{e}} f^{2}+\mathbf{n}^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A n} f^{2} \\
& -\mathbf{n}^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A} \boldsymbol{\gamma} f^{2}+\gamma^{T} \mathbf{A}^{T} \mathbf{X}^{T} \widetilde{\mathbf{w}} f-\gamma^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A} \widetilde{\mathbf{e}} f^{2} \\
& -\gamma^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A n} f^{2}+\gamma^{T} \mathbf{A}^{T} \mathbf{A}^{-1} \mathbf{A} \boldsymbol{\gamma} f^{2} \\
= & \|\widetilde{\mathbf{w}}\|^{2}-\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}} f-\widetilde{\mathbf{e}}^{T} \mathbf{A n} f+\widetilde{\mathbf{e}}^{T} \mathbf{A} \boldsymbol{\gamma} f-\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}} f+\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}} f^{2} \\
& +\widetilde{\mathbf{e}}^{T} \mathbf{A} \mathbf{n} f^{2}-\widetilde{\mathbf{e}}^{T} \mathbf{A} \boldsymbol{\gamma} f^{2}-\mathbf{n}^{T} \mathbf{A} \widetilde{\mathbf{e}} f+\mathbf{n}^{T} \mathbf{A} \widetilde{\mathbf{e}} f^{2}+\mathbf{n}^{T} \mathbf{A} \mathbf{n} f^{2} \\
& -\mathbf{n}^{T} \mathbf{A} \boldsymbol{\gamma} f^{2}+\gamma^{T} \mathbf{A} \widetilde{\mathbf{e}} f-\gamma^{T} \mathbf{A} \widetilde{\mathbf{e}} f^{2}-\gamma^{T} \mathbf{A n} f^{2}+\gamma^{T} \mathbf{A} \boldsymbol{\gamma} f^{2} \tag{3.41}
\end{align*}
$$

where it was used that $\mathbf{A}^{-1}=\mathbf{X}^{T}(k) \mathbf{X}(k)$ and $\widetilde{\mathbf{e}}(k)=\mathbf{X}^{T}(k) \widetilde{\mathbf{w}}(k)$. From the above equation we observe that when $f=0$ we have

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}(k)\|^{2} \tag{3.42}
\end{equation*}
$$

as expected, since $f=0$ means that the algorithm does not update its coefficients. However, when $f=1$ the following equality is achieved from (3.41):

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\|\widetilde{\mathbf{w}}\|^{2}-\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}+\mathbf{n}^{T} \mathbf{A} \mathbf{n}-2 \boldsymbol{\gamma}^{T} \mathbf{A} \mathbf{n}+\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \tag{3.43}
\end{equation*}
$$

After rearranging the terms of the previous equation we obtain

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}=\|\widetilde{\mathbf{w}}\|^{2}+\mathbf{n}^{T} \mathbf{A} \mathbf{n}-2 \boldsymbol{\gamma}^{T} \mathbf{A} \mathbf{n}+\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} . \tag{3.44}
\end{equation*}
$$

Therefore, $\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}<\|\widetilde{\mathbf{w}}\|^{2}+\mathbf{n}^{T} \mathbf{A n}$ if $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma}<2 \boldsymbol{\gamma}^{T} \mathbf{A n},\|\widetilde{\mathbf{w}}(k+1)\|^{2}+$
$\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}=\|\widetilde{\mathbf{w}}\|^{2}+\mathbf{n}^{T} \mathbf{A n}$ if $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma}=2 \boldsymbol{\gamma}^{T} \mathbf{A n}$, and $\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}>\|\widetilde{\mathbf{w}}\|^{2}+\mathbf{n}^{T} \mathbf{A n}$ if $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma}>2 \boldsymbol{\gamma}^{T} \mathbf{A n}$.

Assuming $\|\widetilde{\mathbf{w}}\|^{2}+\mathbf{n}^{T} \mathbf{A} \mathbf{n} \neq 0$ we can summarize the discussion above in a compact form as follows:

The combination of the first two inequalities in (3.40), which corresponds to the case $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$, has an interesting interpretation. It describes that for any constraint vector $\gamma$ satisfying this condition we have

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}} \leq\|\widetilde{\mathbf{w}}(k)\|^{2}+\mathbf{n}^{T} \mathbf{A} \mathbf{n} \tag{3.46}
\end{equation*}
$$

no matter what the noise vector $\mathbf{n}(k)$ is. In this way, we can derive the global robustness property of the SM-AP algorithm.

Corollary 4 (Global Robustness of SM-AP). Suppose that the SM-AP algorithm running from 0 (initialization) to a given iteration $K$ employs a constraint vector $\gamma$ satisfying $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ at every iteration in which an update occurs. Then, it always holds that

$$
\begin{equation*}
\frac{\|\widetilde{\mathbf{w}}(K)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}}{\|\widetilde{\mathbf{w}}(0)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \mathbf{n}^{T} \mathbf{A n}} \leq 1 \tag{3.47}
\end{equation*}
$$

where $\mathcal{K}_{\mathrm{up}} \neq \emptyset$ is the set comprised of the iteration indexes $k$ in which $\mathbf{w}(k)$ is indeed updated and the equality holds when $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma}=2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ for every $k \in \mathcal{K}_{\text {up }}$. If $\mathcal{K}_{\mathrm{up}}=\emptyset$, then $\|\widetilde{\mathbf{w}}(K)\|^{2}=\|\widetilde{\mathbf{w}}(0)\|^{2}$, a case that has no practical interest since no update is performed.

Proof. Denote by $\mathcal{K} \triangleq\{0,1,2, \ldots, K-1\}$ the set of all iterations. Let $\mathcal{K}_{\mathrm{up}} \subseteq \mathcal{K}$ be the subset containing only the iterations in which an update occurs, whereas $\mathcal{K}_{\text {up }}^{c} \triangleq \mathcal{K} \backslash \mathcal{K}_{\text {up }}$ is comprised of the iterations in which the filter coefficients are not updated.

As a consequence of Theorem 3, when an update occurs the inequality given in (3.46) is valid provided $\gamma$ is chosen such that $\gamma^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \gamma^{T} \mathbf{A n}$ is respected. In
this way, by summing such inequality for all $k \in \mathcal{K}_{\text {up }}$ we obtain

$$
\begin{equation*}
\sum_{k \in \mathcal{K}_{\mathrm{up}}}\left(\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}\right) \leq \sum_{k \in \mathcal{K}_{\mathrm{up}}}\left(\|\widetilde{\mathbf{w}}(k)\|^{2}+\mathbf{n}^{T} \mathbf{A n}\right) \tag{3.48}
\end{equation*}
$$

Observe that $\boldsymbol{\gamma}, \widetilde{\mathbf{e}}, \mathbf{n}$, and $\mathbf{A}$ all depend on the independent variable $k$, which we have omitted for the sake of simplification. In addition, for the iterations without coefficient update, we have (3.39), which can be summed for all $k \in \mathcal{K}_{\text {up }}^{c}$ leading to

$$
\begin{equation*}
\sum_{k \in \mathcal{K}_{\mathrm{up}}^{c}}\|\widetilde{\mathbf{w}}(k+1)\|^{2}=\sum_{k \in \mathcal{K}_{\mathrm{up}}^{c}}\|\widetilde{\mathbf{w}}(k)\|^{2} . \tag{3.49}
\end{equation*}
$$

Summing (3.48) and (3.49) yields

$$
\begin{equation*}
\sum_{k \in \mathcal{K}}\|\widetilde{\mathbf{w}}(k+1)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}} \leq \sum_{k \in \mathcal{K}}\|\widetilde{\mathbf{w}}(k)\|^{2}+\sum_{k \in \mathcal{K}_{\text {up }}} \mathbf{n}^{T} \mathbf{A n} . \tag{3.50}
\end{equation*}
$$

Then, we can cancel several of the terms $\|\widetilde{\mathbf{w}}(k)\|^{2}$ from both sides of the above inequality simplifying it as follows

$$
\begin{equation*}
\|\widetilde{\mathbf{w}}(K)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}} \leq\|\widetilde{\mathbf{w}}(0)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \mathbf{n}^{T} \mathbf{A n} . \tag{3.51}
\end{equation*}
$$

Assuming a nonzero denominator, we can write the previous inequality in a compact form

$$
\begin{equation*}
\frac{\|\widetilde{\mathbf{w}}(K)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \widetilde{\mathbf{e}}^{T} \mathbf{A} \widetilde{\mathbf{e}}}{\|\widetilde{\mathbf{w}}(0)\|^{2}+\sum_{k \in \mathcal{K}_{\mathrm{up}}} \mathbf{n}^{T} \mathbf{A n}} \leq 1 \tag{3.52}
\end{equation*}
$$

This relation holds for all $K$, provided $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ is satisfied for every iteration in which an update occurs, i.e., for every $k \in \mathcal{K}_{\text {up }}$. The only assumption used in the derivation is that $\mathcal{K}_{\text {up }} \neq \emptyset$. Otherwise, we would have $\|\widetilde{\mathbf{w}}(K)\|^{2}=\|\widetilde{\mathbf{w}}(0)\|^{2}$, which would occur only if $\mathbf{w}(k)$ is never updated, which is not of practical interest.

Observe that, unlike the SM-NLMS algorithm, the SM-AP algorithm requires the condition $\gamma^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ to be satisfied in order to guarantee $l_{2}$-stability from its uncertainties $\left\{\widetilde{\mathbf{w}}(0),\{n(k)\}_{0 \leq k \leq K}\right\}$ to its errors $\left\{\widetilde{\mathbf{w}}(K),\{\widetilde{e}(k)\}_{0 \leq k \leq K}\right\}$. The next question is: are there constraint vectors $\gamma$ satisfying such a condition? This is a very interesting point because the left-hand side (LHS) of the condition is always positive,
whereas the RHS is not. Corollary 5 answers this question and shows an example of such a constraint vector.

Corollary 5. Suppose the $C V$ is chosen as $\gamma(k)=c \mathbf{n}(k)$ in the SM-AP algorithm, where $\mathbf{n}(k)$ is the noise vector defined in (3.34). If $0 \leq c \leq 2$, then the condition $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ always holds, implying that the SM-AP algorithm is globally robust by Corollary困.

Proof. Substituting $\boldsymbol{\gamma}(k)=c \mathbf{n}(k)$ in $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ leads to the following condition $\left(c^{2}-2 c\right) \mathbf{n}^{T}(k) \mathbf{A}(k) \mathbf{n}(k) \leq 0$, which is satisfied for $c^{2}-2 c \leq 0 \Rightarrow 0 \leq c \leq 2$ since $\mathbf{A}(k)$ is positive definite. Hence, due to Corollary 团 the proposed $\gamma(k)$ leads to a globally robust SM-AP algorithm.

It is worth mentioning that the constraint vector $\gamma(k)$ in Corollary 5 is not practical because $\mathbf{n}(k)$ is not observable. Therefore, Corollary 5 is actually related to the existence of $\boldsymbol{\gamma}(k)$ satisfying $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma}<2 \boldsymbol{\gamma}^{T} \mathbf{A n}$.

Unlike the SM-NLMS algorithm, the $l_{2}$-stability of the SM-AP algorithm is not guaranteed. Indeed, as demonstrated in Theorem 3 and Corollary 4, a judicious choice of the CV is required for the SM-AP algorithm to be $l_{2}$-stable. It is worth mentioning that practical choices of $\boldsymbol{\gamma}(k)$ satisfying the robustness condition $\boldsymbol{\gamma}^{T} \mathbf{A} \boldsymbol{\gamma} \leq 2 \boldsymbol{\gamma}^{T} \mathbf{A n}$ for every iteration $k$ are not known yet! Even widely used CVs, like the simple choice CV (SC-CV) [51], sometimes violate this condition as will be shown in Section 3.5, However, this does not mean that the SM-AP algorithm diverges. In fact, it does not diverge regardless the choice of $\gamma(k)$, as demonstrated in the next subsection.

### 3.4.2 The SM-AP algorithm does not diverge

When the SM-AP algorithm updates (i.e., when $|e(k)|>\bar{\gamma})$, it generates $\mathbf{w}(k+1)$ as the solution to the following optimization problem [2, 31]:

$$
\begin{align*}
& \operatorname{minimize}\|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2} \\
& \text { subject to } \mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)=\gamma(k) \tag{3.53}
\end{align*}
$$

The constraint essentially states that the a posteriori errors $\epsilon(k-l) \triangleq d(k-l)-\mathbf{x}^{T}(k-$ $l) \mathbf{w}(k+1)$ are equal to their respective $\gamma_{l}(k)$, which in turn are bounded by $\bar{\gamma}$. This
leads to the following derivation:

$$
\begin{array}{r}
|\epsilon(k-l)|=\left|d(k-l)-\mathbf{x}^{T}(k-l) \mathbf{w}(k+1)\right| \leq \bar{\gamma}, \\
\left|\mathbf{x}^{T}(k-l) \widetilde{\mathbf{w}}(k+1)+n(k-l)\right| \leq \bar{\gamma}, \tag{3.54}
\end{array}
$$

which should be valid for all iterations and suitable values of the involved variables. Therefore, we have

$$
\begin{equation*}
-\bar{\gamma}-n(k-l) \leq \mathbf{x}^{T}(k-l) \widetilde{\mathbf{w}}(k+1) \leq \bar{\gamma}-n(k-l) . \tag{3.55}
\end{equation*}
$$

Since the noise sequence is bounded and $\bar{\gamma}<\infty$, we have

$$
\begin{equation*}
-\infty<\sum_{i=0}^{N} x_{i}(k-l) \tilde{w}_{i}(k+1)<\infty \tag{3.56}
\end{equation*}
$$

where $x_{i}(k-l), \tilde{w}_{i}(k+1) \in \mathbb{R}$ denote the $i$ th entry of vectors $\mathbf{x}(k-l), \widetilde{\mathbf{w}}(k+1) \in \mathbb{R}^{N+1}$, respectively. As a result, $\left|\tilde{w}_{i}(k+1)\right|$ is also bounded implying $\|\widetilde{\mathbf{w}}(k+1)\|^{2}<\infty$, which means that the SM-AP algorithm does not diverge even when its CV is not properly chosen. In Section 3.5 we verify this fact experimentally by using a general $C V$, i.e., a CV whose entries are randomly chosen but satisfying $\left|\gamma_{i}(k)\right| \leq \bar{\gamma}$. Such general CV leads to poor performance, in comparison to the SM-AP algorithm using adequate CVs, but the algorithm does not diverge.

The same reasoning could be applied to demonstrate that the SM-NLMS algorithm does not diverge as well. However, from Corollary 1 it is straightforward to verify that $\|\widetilde{\mathbf{w}}(K)\|^{2}<\infty$ for every $K$, as the denominator in (3.25) is finite.

### 3.5 Simulations

In this section, we provide simulation results for the SM-NLMS and SM-AP algorithms in order to verify their robustness properties addressed in the previous sections. These results are obtained by applying the aforementioned algorithms to a system identification problem. The unknown system $\mathbf{w}_{o}$ is comprised of 10 coefficients drawn from a standard Gaussian distribution. The noise $n(k)$ is a zero-mean white Gaussian noise with variance $\sigma_{n}^{2}=0.01$ yielding a signal-to-noise ratio (SNR) equal to 20 dB . The regularization factor and the initialization for the adaptive filtering coefficient vector are $\delta=10^{-12}$ and $\mathbf{w}(0)=\left[\begin{array}{lll}0 & \cdots & 0\end{array}\right]^{T} \in \mathbb{R}^{10}$, respectively. The error bound parameter


Figure 3.1: Values of $g_{1}(k)$ and $g_{2}(k)$ over the iterations for the SM-NLMS algorithm corroborating Theorem 1 .
is usually set as $\bar{\gamma}=\sqrt{5 \sigma_{n}^{2}}=0.2236$, unless otherwise stated.

### 3.5.1 Confirming the results for the SM-NLMS algorithm

Here, the input signal $x(k)$ is a zero-mean white Gaussian noise with variance equal to 1. Fig. 3.1 aims at verifying Theorem 1. Thus, for the iterations $k$ with coefficient update, let us denote the left-hand side (LHS) and the right-hand side (RHS) of (3.17) as $g_{1}(k)$ and $g_{2}(k)$, respectively. In addition, to simultaneously account for (3.16), we define $g_{1}(k)=\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ and $g_{2}(k)=\|\widetilde{\mathbf{w}}(k)\|^{2}$ for the iterations without coefficient update. Fig. 3.1 depicts $g_{1}(k)$ and $g_{2}(k)$ considering the system identification scenario described in the beginning of Section [3.5. In this figure, we can observe that $g_{1}(k) \leq$ $g_{2}(k)$ for all $k$. Indeed, we verified that $g_{1}(k)=g_{2}(k)$ (i.e., curves are overlaid) only in the iterations without update, i.e., $\mathbf{w}(k+1)=\mathbf{w}(k)$. In the remaining iterations we have $g_{1}(k)<g_{2}(k)$, corroborating Theorem 1 .

Fig. 3.2 depicts the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ for the SM-NLMS algorithm and its classical counterpart, the NLMS algorithm. For the SM-NLMS algorithm, we consider three cases: fixed $\bar{\gamma}$ with unknown noise bound (blue solid line), fixed $\bar{\gamma}$ with known noise bound $B=0.11$ (cyan solid line), and time-varying $\bar{\gamma}(k)$, defined as $\sqrt{5 \sigma_{n}^{2}}$ during the transient period and $\sqrt{9 \sigma_{n}^{2}}$ during the steady-state, with unknown noise bound (green solid line). For the results using the time-varying $\bar{\gamma}(k)$, the window length is $E=20$, and when the number of updates in the window is less than 4 , we assume the algorithm is in the steady-state period. For the NLMS algorithm, two different step-sizes are used: $\mu=0.9$, which leads to fast convergence but high misadjustment, and $\mu=0.05$, which leads to slow convergence but low misadjustment.

In Fig. 3.2, the blue curve confirms the discussion in Subsection 3.3.2, Indeed, we can observe that the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ represented by this blue curve increases only 30 times along the 2500 iterations, meaning that the SM-NLMS algorithm did not improve its estimate $\mathbf{w}(k+1)$ only in 30 iterations. Thus, in this experiment we have $\mathbb{P}\left[\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}\right]=0.012$, whose value is lower than its corresponding upper bound given by $\operatorname{erfc}(\sqrt{2.5})=0.0253$, as explained in Subsection 3.3.2, Also, we can observe that the event $\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}$ did not occur in the early iterations because in these iterations $\widetilde{e}^{2}(k)$ is usually large due to a significant mismatch between $\mathbf{w}(k)$ and $\mathbf{w}_{o}$, i.e., the condition specified in Corollary 2 is frequently satisfied.

Also in Fig. 3.2, the cyan curve shows that when the noise bound is known we can obtain a monotonic decreasing sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ by selecting $\bar{\gamma} \geq 2 B$, corroborating Theorem 2and Corollary 3. The sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ represented by the green curve in Fig. 3.2 increases only 3 times, thus confirming the advantage of using a time-varying $\bar{\gamma}(k)$ when the noise bound is unknown, as explained in Subsection 3.3.4. As compared to the SM-NLMS algorithm, the behavior of the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ for the NLMS algorithm is very irregular. Indeed, for the NLMS algorithm there are many iterations in which $\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}$, even when using a small step-size $\mu$. Hence, the NLMS algorithm does not use the input data as efficiently as the SM-NLMS algorithm does, given that the NLMS performs many "useless updates".

In conclusion, an interesting advantage of the SM-NLMS algorithm over the NLMS algorithm is that the former can achieve fast convergence and has a well-behaved sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ (which rarely increases) at the same time. In addition, the SMNLMS algorithm also saves computational resources by not updating the filter coefficients at every iteration. In Fig. 3.2, the update rates of the blue, cyan, and green curves are $4.6 \%, 1.5 \%$, and $1.9 \%$, respectively. They confirm that the computational


Figure 3.2: $\|\widetilde{\mathbf{w}}(k)\|^{2} \triangleq\left\|\mathbf{w}_{o}-\mathbf{w}(k)\right\|^{2}$ for the NLMS and the SM-NLMS algorithms.
cost of the SM-NLMS algorithm is significantly lower than that of the NLMS algorithm 2

### 3.5.2 Confirming the results for the SM-AP algorithm

For the case of the SM-AP algorithm, the input is a first-order autoregressive signal generated as $x(k)=0.95 x(k-1)+n(k-1)$. We test the SM-AP algorithm employing $L=2$ (i.e., reuse of two previous input data) and three different constraint vectors (CVs) $\gamma(k)$ : a general CV, the SC-CV, and the noise vector CV. The general CV $\gamma(k)$, in which the entries are set as $\gamma_{l}(k)=\bar{\gamma}$ for $0 \leq l \leq L$, illustrates a case where the CV is not properly chosen [24, 51]. The SC-CV [24, 51] is defined as $\gamma_{0}(k)=\bar{\gamma} \frac{e(k)}{|e(k)|}$ and $\gamma_{l}(k)=\epsilon(k-l)$ for $1 \leq l \leq L$. The noise vector CV is given by $\gamma(k)=\mathbf{n}(k)$.

[^1]

Figure 3.3: Values of $g_{1}(k)$ and $g_{2}(k)$ over the iterations for the SM-AP algorithm with $\gamma(k)$ as the general CV, where $g_{1}(k)$ and $g_{2}(k)$ are the numerator and denominator of (3.40) in Theorem 3, when an update occurs; otherwise, $g_{1}(k)=\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ and $g_{2}(k)=\|\widetilde{\mathbf{w}}(k)\|^{2}$.

The results depicted in Figs. 3.3, 3.4, 3.5, and 3.6 aim at verifying Theorem 3 and Corollary 5. We define $g_{1}(k)$ and $g_{2}(k)$ as the numerator and the denominator of (3.40) in Theorem 3, respectively, when an update occurs; otherwise, we define $g_{1}(k)=\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ and $g_{2}(k)=\|\widetilde{\mathbf{w}}(k)\|^{2}$.

The results depicted in Fig. 3.3 illustrate that, for the general CV, there are many iterations in which $g_{1}(k)>g_{2}(k)$ (about 293 out of 1000 iterations). This is an expected behavior since the general CV does not take into account (directly or indirectly) the value of $n(k)$ and, therefore, it does not consider the robustness condition $\boldsymbol{\gamma}^{T}(k) \mathbf{A}(k) \boldsymbol{\gamma}(k) \leq 2 \boldsymbol{\gamma}^{T}(k) \mathbf{A}(k) \mathbf{n}(k)$.

For the SM-AP algorithm employing the SC-CV, however, there are very few iterations in which $g_{1}(k)>g_{2}(k)$ (only 19 out of 1000 iterations), as shown in Fig. 3.4. This means that even the widely used SC-CV does not lead to global robustness.


Figure 3.4: Values of $g_{1}(k)$ and $g_{2}(k)$ over the iterations for the SM-AP algorithm with $\gamma(k)$ as the SC-CV, where $g_{1}(k)$ and $g_{2}(k)$ are the numerator and denominator of (3.40) in Theorem 3, when an update occurs; otherwise, $g_{1}(k)=\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ and $g_{2}(k)=\|\widetilde{\mathbf{w}}(k)\|^{2}$.

Fig. 3.5 depicts the results for the SM-AP algorithm with $\gamma(k)=\mathbf{n}(k)$. In this case, we can observe that $g_{1}(k) \leq g_{2}(k)$ for all $k$, corroborating Corollary 5. In other words, this CV guarantees the global robustness of the SM-AP algorithm.

Fig. 3.6 illustrates $g_{1}(k)$ and $g_{2}(k)$ for the SM-AP algorithm with SC-CV when the noise bound is known and 10 times smaller than $\bar{\gamma}$. In contrast with the SM-NLMS algorithm, for the SM-AP algorithm even when the noise bound is known and much smaller than $\bar{\gamma}$, we cannot guarantee that $g_{1}(k) \leq g_{2}(k)$ for all $k$. In Fig. 3.6, for example, we observe $g_{1}(k)>g_{2}(k)$ in 15 iterations.

Fig. 3.7 depicts the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ for the AP and the SM-AP algorithms. For the AP algorithm, the step-size $\mu$ is set as 0.9 and 0.05 , whereas for the SM-AP algorithm the three previously defined CVs are tested. For the AP algorithm, we can observe an irregular behavior of $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$, i.e., this sequence increases and decreases


Figure 3.5: Values of $g_{1}(k)$ and $g_{2}(k)$ over the iterations for the SM-AP algorithm with $\gamma(k)=\mathbf{n}(k)$, where $g_{1}(k)$ and $g_{2}(k)$ are the numerator and denominator of (3.40) in Theorem 3, when an update occurs; otherwise, $g_{1}(k)=\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ and $g_{2}(k)=$ $\|\widetilde{\mathbf{w}}(k)\|^{2}$.
very often. Even when a low value of $\mu$ is applied we still observe many iterations in which $\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}$ (425 out of 1000 iterations). The SM-AP algorithm using the general CV performs similar to the AP algorithm with high $\mu$. But when the CV is properly chosen, like the SC-CV for example, we observe that the number of iterations in which $\|\widetilde{\mathbf{w}}(k+1)\|^{2}>\|\widetilde{\mathbf{w}}(k)\|^{2}$ is dramatically reduced (26 out of 1000 iterations), which means that the SM-AP with an adequate CV performs fewer "useless updates" than the AP algorithm. Another interesting, although not practical, choice of CV is $\gamma(k)=\mathbf{n}(k)$, which leads to a monotonic decreasing sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$.

The MSE learning curves for the AP and the SM-AP algorithms are depicted in Fig. 3.8. These results were computed by averaging the squared error over 1000 trials for each curve. Observing the results of the AP algorithm, the trade-off between convergence rate and steady-state MSE is evident. Indeed, excluding the SM-AP with


Figure 3.6: Values of $g_{1}(k)$ and $g_{2}(k)$ over the iterations for the SM-AP algorithm with $\gamma(k)$ as the SC-CV when the noise bound is known, where $g_{1}(k)$ and $g_{2}(k)$ are the numerator and denominator of (3.40) in Theorem 3 when an update occurs; otherwise, $g_{1}(k)=\|\widetilde{\mathbf{w}}(k+1)\|^{2}$ and $g_{2}(k)=\|\widetilde{\mathbf{w}}(k)\|^{2}$.
general CV (which is not an adequate choice for the CV), the AP algorithm could not achieve fast convergence and low MSE simultaneously, as the SM-AP algorithm did. In addition, observe that $\gamma(k)=\mathbf{n}(k)$ leads to the best results in terms of convergence rate and steady-state MSE, but the performance of the SM-AP with SC-CV is quite close. The average number of updates required by the SM-AP algorithm using the general CV, the SC-CV, and the noise CV are $35 \%, 9.7 \%$, and $3.6 \%$, respectively, implying that the last two CVs also have lower computational cost. It is worth noticing that even when using the general CV, the SM-AP algorithm still converges although it presents poor performance, as explained in Subsection 3.4.2,


Figure 3.7: $\|\widetilde{\mathbf{w}}(k)\|^{2} \triangleq\left\|\mathbf{w}(k)-\mathbf{w}_{o}\right\|^{2}$ for the AP and the SM-AP algorithms.

### 3.6 Conclusion

In this chapter, we addressed the robustness (in the sense of $l_{2}$-stability) of the SMNLMS and the SM-AP algorithms. In addition to the already known advantages of the SM-NLMS algorithm over the NLMS algorithm, regarding accuracy and computational cost, in this chapter we demonstrated that: (i) the SM-NLMS algorithm is robust regardless the choice of its parameters and (ii) the SM-NLMS algorithm uses the input data very efficiently, i.e., it rarely produces a worse estimate $\mathbf{w}(k+1)$ during its update process. For the case where the noise bound is known, we explained how to set appropriately the parameter $\bar{\gamma}$ so that the SM-NLMS algorithm never generates a worse estimate, i.e., the sequence $\left\{\|\widetilde{\mathbf{w}}(k)\|^{2}\right\}$ (the squared Euclidean norm of the parameters deviation) becomes monotonously decreasing. For the case where the noise bound is unknown, we designed a time-varying parameter $\bar{\gamma}(k)$ that achieves simultaneously fast convergence and efficient use of the input data.

Unlike the SM-NLMS algorithm, we demonstrated that there exists a condition to


Figure 3.8: Learning curves for the AP and SM-AP algorithm using different constraint vectors.
guarantee the $l_{2}$-stability of the SM-AP algorithm. This robustness condition depends on a parameter known as the constraint vector (CV) $\gamma(k)$. We proved the existence of vectors $\gamma(k)$ satisfying such a condition, but practical choices remain unknown. In addition, it was shown that the SM-AP with an adequate CV uses the input data more efficiently than the AP algorithm.

We also demonstrated that both the SM-AP and SM-NLMS algorithms do not diverge, even when their parameters are not properly selected, provided the noise is bounded. Finally, numerical results that corroborate our study were presented.

## Chapter 4

## Trinion and Quaternion Set-Membership Affine Projection Algorithms

The quaternions are a number system that extends the complex numbers. They were introduced by William Rowan Hamilton in 1843 for the first time 52]. Quaternions have several applications in multivariate signal processing problems, such as color image processing [53, 54], wind profile prediction [55 [57], and adaptive beamforming [58]. A wide family of quaternion based algorithms have been introduced in adaptive filtering literatures [59-62].

As a generalization of the complex domain, the quaternion domain provides a useful way to process 3- and 4-dimensional signals. Recently, several quaternion based adaptive filtering algorithms have appeared and they take benefit from the fact that the quaternion domain is a division algebra and it has a suitable data representation [63]65]. Therefore, the quaternion algorithms allow a coupling between the components of 3 - and 4-dimensional processes. Also, the quaternion-valued algorithm results in better performance compared to the real-valued algorithms, since it accounts for the coupling of the wind measurements and can be developed to exploit the augmented quaternion statistics [55]. As a by-product, in comparison with the real-valued algorithms in $\mathbb{R}^{3}$ and $\mathbb{R}^{4}$, they show enhanced stability and more degrees of freedom in the control of the adaptation mechanism.

However, when the signals involved in the adaptation process have only three dimensions, i.e., one real and two imaginary components, we can apply the trinion based
algorithms. Using a data set for wind profile prediction, the trinion-valued least mean square (TLMS) algorithm is proposed [66] and its learning speed is compared with the quaternion least mean square (QLMS) algorithm [56]. In the TLMS algorithm, the computational complexity is lower than QLMS algorithm, since the implementation of a full quaternion-valued multiplication requires 16 and 12 real-valued multiplications and additions, respectively. In the trinion case, to multiply two 3-D numbers we only need 9 and 6 real-valued multiplications and additions, respectively. The quaternion affine projection (QAP) algorithm [67] has been applied to predict noncircular real-world 4-D wind, but it can also be used to 3-D profile wind prediction.

Here we consider a powerful approach to decrease the computational complexity of an adaptive filter by employing set-membership filtering (SMF) approach [2, 9]. For real numbers, the set-membership NLMS [2, 9] and AP [2, 30, 31] algorithms were reviewed in Chapter 2. This chapter aims to generalize these algorithms to operate with trinion and quaternion numbers. The trinion number system is not a mathematical field since there are elements which are not invertible. Therefore, to address this drawback, we replace the non-invertible element with an invertible one. In the quaternion number system, each nonzero element has inverse while the product operation is not commutative. The proposed algorithms get around these drawbacks.

Finally, we apply the trinion based algorithms to predicting the wind profile and compare their competitive performance with the quaternion based algorithms. However, the quaternion algorithms require remarkably higher computational complexity compared to their trinion counterparts. Also, we study the quaternion adaptive beamforming as an application of the quaternion-valued algorithms. In this manner, we will reduce the number of involved sensors in the adaptation mechanism. As a result, we can decrease the computational complexity and the energy consumption of the system.

Part of the content of this chapter was published in [17]. This chapter introduces new data selective adaptive filtering algorithms for trinion and quaternion number systems $\mathbb{T}$ and $\mathbb{H}$. The work advances the set-membership trinion and quaternion-valued normalized least mean square (SMTNLMS and SMQNLMS) and the set-membership trinion and quaternion-valued affine projection (SMTAP and SMQAP) algorithms. Also, as individual cases, we obtain trinion and quaternion algorithms not employing the set-membership strategy.

This chapter is organized as follows. Short introductions to quaternions and trinions are provided in Sections 4.1 and 4.2, respectively. Section 4.3 briefly reviews the concept of SMF but instead of real numbers we use trinions and quaternions.

The new trinion based SMTAP algorithm is derived in Section 4.4. Section 4.5 introduces the quaternion based SMQAP algorithm. Section 4.6 reviews the application of quaternion-valued adaptive algorithms to adaptive beamforming. Simulations are presented in Section 4.7 and Section 4.8 contains the conclusions.

### 4.1 Quaternions

The quaternion number system is a non-commutative extension of complex numbers, denoted by $\mathbb{H}$. A quaternion $q \in \mathbb{H}$ is defined as 52]

$$
\begin{equation*}
q=q_{a}+q_{b} \imath+q_{c} \jmath+q_{d} \kappa, \tag{4.1}
\end{equation*}
$$

where $q_{a}, q_{b}, q_{c}$, and $q_{d}$ are in $\mathbb{R}$. $q_{a}$ is the real component, while $q_{b}, q_{c}$, and $q_{d}$ are the three imaginary components. The orthogonal unit imaginary axis vectors $\imath, \jmath$, and $\kappa$ obey the following rules

$$
\begin{array}{r}
\imath \jmath=\kappa \quad \jmath \kappa=\imath \quad \kappa \imath=\jmath, \\
\imath^{2}=\jmath^{2}=\kappa^{2}=\imath \jmath \kappa=-1 . \tag{4.2}
\end{array}
$$

Note that due to non-commutativity of the quaternion multiplication, we have $\imath \imath=$ $-\kappa \neq \imath \jmath$ for example. The element 1 is the identity element of $\mathbb{H}$, i.e., multiplication by 1 does nothing. The conjugate of a quaternion, denoted by $q^{*}$, is defined as

$$
\begin{equation*}
q^{*}=q_{a}-q_{b} \imath-q_{c} \jmath-q_{d} \kappa, \tag{4.3}
\end{equation*}
$$

and the norm $|q|$ is given by

$$
\begin{equation*}
|q|=\sqrt{q q^{*}}=\sqrt{q_{a}^{2}+q_{b}^{2}+q_{c}^{2}+q_{d}^{2}} . \tag{4.4}
\end{equation*}
$$

The inverse of $q$ is introduced as

$$
\begin{equation*}
q^{-1}=\frac{q^{*}}{|q|^{2}} \tag{4.5}
\end{equation*}
$$

Observe that $q$ can be reformulated into the Cayley-Dickson 58] form as

$$
\begin{equation*}
q=\underbrace{\left(q_{a}+q_{c} \jmath\right)}_{z_{1}}+\imath \underbrace{\left(q_{b}+q_{d} \jmath\right)}_{z_{2}}, \tag{4.6}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ are complex numbers.
The quaternion involutions are defined as follows [68, 69]

$$
\begin{align*}
q^{\imath} & =-\imath q \imath=q_{a}+q_{b} \imath-q_{c \jmath} \jmath-q_{d} \kappa, \\
q^{\jmath} & =-\jmath q \jmath=q_{a}-q_{b} \imath+q_{c} \jmath-q_{d} \kappa, \\
q^{\kappa} & =-\kappa q \kappa=q_{a}-q_{b} \imath-q_{c \jmath} \jmath+q_{d} \kappa . \tag{4.7}
\end{align*}
$$

Therefore, we can present the four real components of a quaternion $q$ by the convolutions of $q$

$$
\begin{align*}
& q_{a}=\frac{1}{4}\left(q+q^{\imath}+q^{\jmath}+q^{\kappa}\right), \\
& q_{b}=\frac{1}{4 \imath}\left(q+q^{\imath}-q^{\jmath}-q^{\kappa}\right), \\
& q_{c}=\frac{1}{4 \jmath}\left(q-q^{\imath}+q^{\jmath}-q^{\kappa}\right), \\
& q_{d}=\frac{1}{4 \kappa}\left(q-q^{\imath}-q^{\jmath}+q^{\kappa}\right) . \tag{4.8}
\end{align*}
$$

These expressions allow us presenting any quadrivariate or quaternion-valued function $f(q)$ as [68]

$$
\begin{equation*}
f(q)=f\left(q_{a}, q_{b}, q_{c}, q_{d}\right)=f\left(q, q^{2}, q^{J}, q^{\kappa}\right) \tag{4.9}
\end{equation*}
$$

We know that the quaternion ring and $\mathbb{R}^{4}$ are isomorphic. Hence, by the same argument in the $\mathbb{C R}$ calculus [70], to introduce the duality between the derivatives of $f(q) \in \mathbb{H}$ and the derivatives of the corresponding quadrivariate real function $g\left(q_{a}, q_{b}, q_{c}, q_{d}\right) \in \mathbb{R}^{4}$, we begin with [69]

$$
\begin{align*}
f(q)=f_{a}\left(q_{a}, q_{b}, q_{c}, q_{d}\right) & +f_{b}\left(q_{a}, q_{b}, q_{c}, q_{d}\right) \imath+f_{c}\left(q_{a}, q_{b}, q_{c}, q_{d}\right) \jmath \\
& +f_{d}\left(q_{a}, q_{b}, q_{c}, q_{d}\right) \kappa=g\left(q_{a}, q_{b}, q_{c}, q_{d}\right) . \tag{4.10}
\end{align*}
$$

The real variable function $g\left(q_{a}, q_{b}, q_{c}, q_{d}\right)$ has the following differential

$$
\begin{align*}
d g & =\frac{\partial g}{\partial q_{a}} d q_{a}+\frac{\partial g}{\partial q_{b}} d q_{b}+\frac{\partial g}{\partial q_{c}} d q_{c}+\frac{\partial g}{\partial q_{d}} d q_{d} \\
& =\frac{\partial f(q)}{\partial q_{a}} d q_{a}+\frac{\partial f(q)}{\partial q_{b}} d q_{b} \imath+\frac{\partial f(q)}{\partial q_{c}} d q_{c J} J+\frac{\partial f(q)}{\partial q_{d}} d q_{d} \kappa \tag{4.11}
\end{align*}
$$

By using the relations in (4.8), the derivatives of the components of a quaternion $q$ are given by

$$
\begin{align*}
& d q_{a}=\frac{1}{4}\left(d q+d q^{\imath}+d q^{\jmath}+d q^{\kappa}\right) \\
& d q_{b}=\frac{-\imath}{4}\left(d q+d q^{\imath}-d q^{\jmath}-d q^{\kappa}\right) \\
& d q_{c}=\frac{-\jmath}{4}\left(d q-d q^{\imath}+d q^{\jmath}-d q^{\kappa}\right) \\
& d q_{d}=\frac{-\kappa}{4}\left(d q-d q^{\imath}-d q^{\jmath}+d q^{\kappa}\right) \tag{4.12}
\end{align*}
$$

Also, using (4.9) we obtain

$$
\begin{align*}
d f(q)= & \frac{\partial f\left(q, q^{\imath}, q^{\jmath}, q^{\kappa}\right)}{\partial q} d q+\frac{\partial f\left(q, q^{\imath}, q^{\jmath}, q^{\kappa}\right)}{\partial q^{\imath}} d q^{\imath} \\
& +\frac{\partial f\left(q, q^{\imath}, q^{\jmath}, q^{\kappa}\right)}{\partial q^{\jmath}} d q^{\jmath}+\frac{\partial f\left(q, q^{\imath}, q^{\jmath}, q^{\kappa}\right)}{\partial q^{\kappa}} d q^{\kappa} \tag{4.13}
\end{align*}
$$

Therefore, by replacing the components of $d q$ from (4.12) in Equation (4.11), and solving for the coefficients of $d q, d q^{2}, d q^{3}, d q^{\kappa}$ from (4.11) and (4.13), we will obtain the $\mathbb{H} \mathbb{R}$-derivatives identities as follows

$$
\left[\begin{array}{c}
\frac{\partial f\left(q, q^{\imath}, q^{j}, q^{\kappa}\right)}{\partial q}  \tag{4.14}\\
\frac{\partial f\left(q, q q^{\prime}, q^{\top}, q^{\kappa}\right)}{\partial q^{\imath}} \\
\frac{\partial f\left(q, q^{\prime}, q^{\top}, q^{\kappa}\right)}{\partial q^{\jmath}} \\
\frac{\partial f\left(q, q q^{\prime}, q^{j}, q^{\kappa}\right)}{\partial q^{\kappa}}
\end{array}\right]=\frac{1}{4}\left[\begin{array}{cccc}
1 & -\imath & -\jmath & -\kappa \\
1 & -\imath & \jmath & \kappa \\
1 & \imath & -\jmath & \kappa \\
1 & \imath & \jmath & -\kappa
\end{array}\right]\left[\begin{array}{c}
\frac{\partial f}{\partial q_{a}} \\
\frac{\partial f}{\partial q_{b}} \\
\frac{\partial f}{\partial q_{c}} \\
\frac{\partial f}{\partial q_{d}}
\end{array}\right] .
$$

Our interest is in the derivative $\frac{\partial f\left(q, q^{2}, q^{p}, q^{\kappa}\right)}{\partial q}$, thus the gradient of $f(q)$ with respect to $q$ is given by [69]

$$
\begin{equation*}
\nabla_{q} f=\frac{1}{4}\left(\frac{\partial f}{\partial q_{a}}-\frac{\partial f}{\partial q_{b}} \imath-\frac{\partial f}{\partial q_{c}} \jmath-\frac{\partial f}{\partial q_{d}} \kappa\right)=\frac{1}{4}\left(\nabla_{q_{a}} f-\nabla_{q_{b}} f \imath-\nabla_{q_{c}} f \jmath-\nabla_{q_{d}} f \kappa\right) . \tag{4.15}
\end{equation*}
$$

The real values elements $q_{a}, q_{b}, q_{c}, q_{d}$ of a quaternion $q$ can be presented in terms
of $q^{*}, q^{\imath^{*}}, q^{\gamma^{*}}, q^{\kappa^{*}}$ as follows 69]

$$
\begin{align*}
& q_{a}=\frac{1}{4}\left(q^{*}+q^{\imath^{*}}+q^{\jmath^{*}}+q^{\kappa^{*}}\right), \\
& q_{b}=\frac{1}{4 \imath}\left(-q-q^{2^{*}}+q^{\jmath^{*}}+q^{\kappa^{*}}\right), \\
& q_{c}=\frac{1}{4 \jmath}\left(-q+q^{\imath^{*}}-q^{\jmath^{*}}+q^{\kappa^{*}}\right), \\
& q_{d}=\frac{1}{4 \kappa}\left(-q^{*}+q^{\imath^{*}}+q^{\jmath^{*}}-q^{\kappa^{*}}\right) . \tag{4.16}
\end{align*}
$$

Then the derivative of the function $f(q)=f\left(q^{*}, q^{q^{*}}, q^{\gamma^{*}}, q^{\kappa^{*}}\right)$ can be expressed as

$$
\begin{align*}
d f(q)= & \frac{\partial f\left(q^{*}, q^{*^{*}},{\left.\gamma^{*^{*}}, q^{\kappa^{*}}\right)}_{\partial q^{*}} d q^{*}+\frac{\partial f\left(q^{*}, q^{q^{*}}, q^{\gamma^{*}}, q^{\kappa^{*}}\right)}{\partial q^{*^{*}}} d q^{{{ }^{*}}^{*}}\right.}{} \\
& +\frac{\partial f\left(q^{*}, q^{\imath^{*}}, q^{\jmath^{*}}, q^{\kappa^{*}}\right)}{\partial q^{\gamma^{*}}} d q^{\gamma^{*}}+\frac{\partial f\left(q^{*}, q^{\imath^{*}}, q^{\gamma^{*}}, q^{\kappa^{*}}\right)}{\partial q^{\kappa^{*}}} d q^{\kappa^{*}} . \tag{4.17}
\end{align*}
$$

Also, the derivative of the quadrivariate $g\left(q_{a}, q_{b}, q_{c}, q_{d}\right)$ is given by

$$
\begin{equation*}
d g\left(q_{a}, q_{b}, q_{c}, q_{d}\right)=A d q^{*}+B d q^{\imath^{*}}+C d q^{3^{*}}+D d q^{\kappa^{*}} \tag{4.18}
\end{equation*}
$$

By the same argument above, if we solve for the coefficients of $d q^{*}, d q^{q^{*}}, d q^{\jmath^{*}}, d q^{\kappa^{*}}$ then we will obtain the $\mathbb{H}_{\mathbb{R}}{ }^{*}$-derivatives identities,

$$
\left[\begin{array}{c}
\frac{\partial f\left(q^{*}, q^{*}, q^{*}, q^{\kappa^{*}}\right)}{\partial q^{*}}  \tag{4.19}\\
\frac{\partial f\left(q^{*}, q^{*}, q^{*}, q^{\kappa^{*}}\right)}{\partial q^{*}} \\
\left.\frac{\partial f\left(q^{*}, q^{*}, q^{*}, q^{\kappa^{*}}\right)}{\partial q^{*}}\right) \\
\frac{\partial f\left(q^{*}, q^{*}, q^{*}, q^{\kappa^{*}}\right)}{\partial q^{\kappa^{*}}}
\end{array}\right]=\frac{1}{4}\left[\begin{array}{cccc}
1 & \imath & \jmath & \kappa \\
1 & \imath & -\jmath & -\kappa \\
1 & -\imath & \jmath & -\kappa \\
1 & -\imath & -\jmath & \kappa
\end{array}\right]\left[\begin{array}{c}
\frac{\partial f}{\partial q_{a}} \\
\frac{\partial f}{\partial q_{b}} \\
\frac{\partial f}{\partial q_{c}} \\
\frac{\partial f}{\partial q_{d}}
\end{array}\right] .
$$

The derivative $\frac{\partial f\left(q^{*}, q^{*}, q^{*}, q^{\kappa^{*}}\right)}{\partial q^{*}}$ is of particular interest, thus the gradient of $f(q)$ with respect to $q^{*}$ is given by [69]

$$
\begin{equation*}
\nabla_{q^{*}} f=\frac{1}{4}\left(\frac{\partial f}{\partial q_{a}}+\frac{\partial f}{\partial q_{b}} \imath+\frac{\partial f}{\partial q_{c}} \jmath+\frac{\partial f}{\partial q_{d}} \kappa\right)=\frac{1}{4}\left(\nabla_{q_{a}} f+\nabla_{q_{b}} f \imath+\nabla_{q_{c}} f \jmath+\nabla_{q_{d}} f \kappa\right) . \tag{4.20}
\end{equation*}
$$

### 4.2 Trinions

As a group, the trinion number system $\mathbb{T}$ is isomorphic to $\mathbb{R}^{3}$. A number $v$ in $\mathbb{T}$ is composed of one real part, $v_{a}$, and two imaginary parts, $v_{b}$ and $v_{c}$,

$$
\begin{equation*}
v=v_{a}+v_{b} \bar{\imath}+v_{c} \bar{\jmath} . \tag{4.21}
\end{equation*}
$$

The number system $\mathbb{T}$ has three operations: addition, scalar multiplication, and trinion multiplication. The sum of two elements of $\mathbb{T}$ is defined to be their sum as elements of $\mathbb{R}^{3}$. Similarly the product of an element of $\mathbb{T}$ by a real number is defined to be the same as the product by a scalar in $\mathbb{R}^{3}$. To make a commutative algebraic group of the basis elements $1, \bar{\imath}$, and $\bar{\jmath}$ the following rules apply [71]

$$
\begin{equation*}
\bar{\imath}^{2}=\bar{\jmath}, \bar{\imath} \bar{\jmath}=\bar{\jmath}=-1, \bar{\jmath}^{2}=-\bar{\imath} . \tag{4.22}
\end{equation*}
$$

Trinions with these rules set a commutative mathematical ring, i.e., $v w=w v$ for $v, w \in$ $\mathbb{T}$. The basis element 1 will be the identity element of $\mathbb{T}$, meaning that multiplication by 1 does nothing. The conjugate of $v$ is given by 66]

$$
\begin{equation*}
v^{*}=v_{a}-v_{b} \bar{\jmath}-v_{c} \bar{\imath}, \tag{4.23}
\end{equation*}
$$

and the norm by 66]

$$
\begin{equation*}
|v|=\sqrt{\Re\left(v v^{*}\right)}=\sqrt{v_{a}^{2}+v_{b}^{2}+v_{c}^{2}} . \tag{4.24}
\end{equation*}
$$

The inverse of $v$, if exists, is $w=\left(w_{a}+w_{b} \bar{\imath}+w_{c} \bar{\jmath}\right) \in \mathbb{T}$ such that $v w=w v=1$. To solve this equation we consider $v=\left[\begin{array}{lll}v_{a} & v_{b} & v_{c}\end{array}\right]^{T}$ and $w=\left[\begin{array}{lll}w_{a} & w_{b} & w_{c}\end{array}\right]^{T}$ then we get

$$
\left\{\begin{array}{l}
v_{a} w_{a}-v_{c} w_{b}-v_{b} w_{c}=1,  \tag{4.25}\\
v_{b} w_{a}+v_{a} w_{b}-v_{c} w_{c}=0, \\
v_{c} w_{a}+v_{b} w_{b}+v_{a} w_{c}=0,
\end{array}\right.
$$

or in the matrix form $\mathbf{A} w=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$ where $\mathbf{A}$ is given by

$$
\mathbf{A}=\left[\begin{array}{ccc}
v_{a} & -v_{c} & -v_{b}  \tag{4.26}\\
v_{b} & v_{a} & -v_{c} \\
v_{c} & v_{b} & v_{a}
\end{array}\right]
$$

thus $w=\mathbf{A}^{-1}\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$. When the determinant of $\mathbf{A}$ is zero, the inverse of $v$ does not exist. In order to get around this problem when the determinant of $\mathbf{A}$ is zero, we define $\mathbf{A}=\delta \mathbf{I}$ where $\delta$ is a small positive constant and $\mathbf{I}$ is a $3 \times 3$ identity matrix. Note that $\mathbf{A}$ is replaced by the identity matrix multiplied by a small constant in order to avoid numerical problems in the matrix inversion. This strategy avoids division by zero in the trinion-valued algorithms. We will now define $v^{-1}=\mathbf{A}^{-1}\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$.

In the field of complex numbers, a variable $z$ and its conjugate $z^{*}$ can be considered as two independent variables, so that the complex-valued gradient can be defined [72]. As far as we know, the trinion involutions, $v^{\bar{\imath}}$ and $v^{\bar{\nu}}$, are not available in general. In this chapter, we use the following formulas for the gradients of a function $f(v)$ with respect to the trinion-valued variable $v$ and its conjugate [66]

$$
\begin{align*}
\nabla_{v} f & =\frac{1}{3}\left(\nabla_{v_{a}} f-\nabla_{v_{b}} f \bar{\jmath}-\nabla_{v_{c}} f \bar{\imath}\right), \\
\nabla_{v^{*}} f & =\frac{1}{3}\left(\nabla_{v_{a}} f+\nabla_{v_{b}} f \bar{\imath}+\nabla_{v_{c}} f \bar{\jmath}\right), \tag{4.27}
\end{align*}
$$

where $v=v_{a}+v_{b} \bar{\imath}+v_{c} \bar{\jmath}$.

### 4.3 Set-Membership Filtering (SMF) in $\mathbb{T}$ and $\mathbb{H}$

The target of the SMF is to design w such that the magnitude of the estimation error is upper bounded by a predetermined parameter $\bar{\gamma}$. The value of $\bar{\gamma}$ can change with the specific application. If the value of $\bar{\gamma}$ is suitably selected, there are many valid estimates for $\mathbf{w}$. Suppose that $\mathcal{S}$ denotes the set of all possible input-desired data pairs ( $\mathbf{x}, d$ ) of interest and define $\Theta$ as the set of all vectors $\mathbf{w}$ whose magnitudes of their estimation errors are upper bounded by $\bar{\gamma}$ whenever $(\mathbf{x}, d) \in \mathcal{S}$. The set $\Theta$ is named feasibility set and is given by

$$
\begin{equation*}
\Theta \triangleq \bigcap_{(\mathbf{x}, d) \in \mathcal{S}}\left\{\mathbf{w} \in \mathbb{F}^{N+1}:\left|d-\mathbf{w}^{H} \mathbf{x}\right| \leq \bar{\gamma}\right\} \tag{4.28}
\end{equation*}
$$

where $\mathbb{F}$ is $\mathbb{T}$ or $\mathbb{H}$. Let's define the constraint set $\mathcal{H}(k)$ consisting of all vectors w such that their estimation errors at time instant $k$ are upper bounded in magnitude by $\bar{\gamma}$,

$$
\begin{equation*}
\mathcal{H}(k) \triangleq\left\{\mathbf{w} \in \mathbb{F}^{N+1}:\left|d(k)-\mathbf{w}^{H} \mathbf{x}(k)\right| \leq \bar{\gamma}\right\} . \tag{4.29}
\end{equation*}
$$

The membership set $\psi(k)$ defined as

$$
\begin{equation*}
\psi(k) \triangleq \bigcap_{i=0}^{k} \mathcal{H}(i) \tag{4.30}
\end{equation*}
$$

will include $\Theta$ and will coincide with $\Theta$ if all data pairs in $\mathcal{S}$ are traversed up to time instant $k$. Owing to difficulties to compute $\psi(k)$, adaptive approaches are required [9]. The easiest route is to compute a point estimate using, for example, the information provided by the constraint set $\mathcal{H}(k)$ like in the set-membership NLMS algorithm [9], or several previous constraint sets as is done in the set-membership affine projection algorithm [31].

### 4.4 SMTAP Algorithm

In this section, we propose the SMTAP algorithm. This trinion-valued algorithm is the counterpart of the real-valued SM-AP algorithm. Then we derive the update equations for the simpler algorithms related to the normalized LMS algorithm.

The membership set $\psi(k)$ defined in (4.30) encourages the use of more constraint sets in the update. Therefore, we elaborate an algorithm whose updates belong to a set composed of $L+1$ constraint sets.

For this purpose, we express $\psi(k)$ as

$$
\begin{equation*}
\psi(k)=\bigcap_{i=0}^{k-L-1} \mathcal{H}(i) \bigcap_{j=k-L}^{k} \mathcal{H}(j)=\psi^{k-L-1}(k) \bigcap \psi^{L+1}(k) \tag{4.31}
\end{equation*}
$$

where $\psi^{L+1}(k)$ indicates the intersection of the $L+1$ last constraint sets, and $\psi^{k-L-1}(k)$ represents the intersection of the first $k-L$ constraint sets. Our goal is to formulate an algorithm whose coefficient update belongs to the last $L+1$ constraint sets, i.e., $\mathbf{w}(k+1) \in \psi^{L+1}(k)$.

Assume that $\mathcal{S}(k-i)$ denotes the set which includes all vectors $\mathbf{w}$ such that $d(k-$ $i)-\mathbf{w}^{H} \mathbf{x}(k-i)=\gamma_{i}(k)$, for $i=0, \cdots, L$. All choices for $\gamma_{i}(k)$ satisfying the bound constraint are valid. That is, if all $\gamma_{i}(k)$ are selected such that $\left|\gamma_{i}(k)\right| \leq \bar{\gamma}$, then $\mathcal{S}(k-i) \in \mathcal{H}(k-i)$, for $i=0, \cdots, L$.

The objective function which we ought to minimize can now be stated. A coefficient
update is implemented whenever $\mathbf{w}(k) \notin \psi^{L+1}(k)$ as follows

$$
\min \frac{1}{2}\|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2}
$$ subject to:

$$
\begin{equation*}
\mathbf{d}(k)-\left(\mathbf{w}^{H}(k+1) \mathbf{X}(k)\right)^{T}=\gamma(k), \tag{4.32}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\mathbf{d}(k) \in \mathbb{T}^{(L+1) \times 1} & \begin{array}{l}
\text { contains the desired output from the } L+1 \text { last } \\
\text { time instants; }
\end{array} \\
\gamma(k) \in \mathbb{T}^{(L+1) \times 1} & \text { specifies the point in } \psi^{L+1}(k) ; \\
\mathbf{X}(k) \in \mathbb{T}^{(N+1) \times(L+1)} & \text { contains the corresponding input vectors, i.e., }
\end{array}
$$

$$
\begin{align*}
\mathbf{d}(k) & =\left[\begin{array}{llll}
d(k) & d(k-1) & \cdots & d(k-L)
\end{array}\right]^{T}, \\
\gamma(k) & =\left[\begin{array}{llll}
\gamma_{0}(k) & \gamma_{1}(k) & \cdots & \gamma_{L}(k)
\end{array}\right]^{T},  \tag{4.33}\\
\mathbf{X}(k) & =\left[\begin{array}{llll}
\mathbf{x}(k) & \mathbf{x}(k-1) & \cdots & \mathbf{x}(k-L)
\end{array}\right]
\end{align*}
$$

with $\mathbf{x}(k)$ being the input-signal vector

$$
\begin{equation*}
\mathbf{x}(k)=[x(k) x(k-1) \cdots x(k-N)]^{T} . \tag{4.34}
\end{equation*}
$$

If we use the method of Lagrange multipliers to transform a constrained minimization into an unconstrained one, then we have to minimize

$$
\begin{align*}
F[\mathbf{w}(k+1)]= & \frac{1}{2}\|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2} \\
& +\Re\left\{\boldsymbol{\lambda}^{T}(k)\left[\mathbf{d}(k)-\left(\mathbf{w}^{H}(k+1) \mathbf{X}(k)\right)^{T}-\gamma(k)\right]\right\}, \tag{4.35}
\end{align*}
$$

where $\boldsymbol{\lambda}(k) \in \mathbb{T}^{(L+1) \times 1}$ is a vector of Lagrange multipliers. To find the minimum solution, we must calculate the following gradient

$$
\begin{align*}
\nabla_{\mathbf{w}^{*}(k+1)} F[\mathbf{w}(k+1)]= & \frac{1}{3}\left[\nabla_{\mathbf{w}_{a}(k+1)} F[\mathbf{w}(k+1)]+\nabla_{\mathbf{w}_{b}(k+1)} F[\mathbf{w}(k+1)] \bar{\imath}\right. \\
& \left.+\nabla_{\mathbf{w}_{c}(k+1)} F[\mathbf{w}(k+1)] \bar{\jmath}\right] . \tag{4.36}
\end{align*}
$$

In order to find the above gradient, we ought to calculate the cost function $F[\mathbf{w}(k+1)]$
as a function of real-valued variables. As a result we have,

$$
\begin{align*}
\|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2}= & \left\|\mathbf{w}_{a}(k+1)-\mathbf{w}_{a}(k)\right\|^{2}+\left\|\mathbf{w}_{b}(k+1)-\mathbf{w}_{b}(k)\right\|^{2} \\
& +\left\|\mathbf{w}_{c}(k+1)-\mathbf{w}_{c}(k)\right\|^{2} . \tag{4.37}
\end{align*}
$$

We drop the time index ' $k$ ' for the sake of compact notation. In order to find the second term in (4.35) as a real-valued term we perform the following calculations,

$$
\begin{align*}
\Re & \left.\Re \boldsymbol{\lambda}^{T}\left[\mathbf{d}-\mathbf{X}^{T} \mathbf{w}^{*}(k+1)-\boldsymbol{\gamma}\right]\right\}=\Re\left\{( \boldsymbol { \lambda } _ { a } ^ { T } + \boldsymbol { \lambda } _ { b } ^ { T } \overline { \imath } + \boldsymbol { \lambda } _ { c } ^ { T } \overline { \jmath } ) \left[\left(\mathbf{d}_{a}+\mathbf{d}_{b} \bar{\imath}+\mathbf{d}_{c} \bar{\jmath}\right)\right.\right. \\
& \left.\left.-\left(\mathbf{X}_{a}^{T}+\mathbf{X}_{b}^{T} \bar{\imath}+\mathbf{X}_{c}^{T} \bar{\jmath}\right)\left(\mathbf{w}_{a}(k+1)-\mathbf{w}_{b}(k+1) \bar{\jmath}-\mathbf{w}_{c}(k+1) \bar{\imath}\right)-\left(\boldsymbol{\gamma}_{a}+\boldsymbol{\gamma}_{b} \bar{\imath}+\boldsymbol{\gamma}_{c} \bar{\jmath}\right)\right]\right\} \\
= & \Re\left\{( \boldsymbol { \lambda } _ { a } ^ { T } + \boldsymbol { \lambda } _ { b } ^ { T } \overline { \imath } + \boldsymbol { \lambda } _ { c } ^ { T } \overline { \jmath } ) \left[\left(\mathbf{d}_{a}-\mathbf{X}_{a}^{T} \mathbf{w}_{a}(k+1)-\mathbf{X}_{b}^{T} \mathbf{w}_{b}(k+1)-\mathbf{X}_{c}^{T} \mathbf{w}_{c}(k+1)-\boldsymbol{\gamma}_{a}\right)\right.\right. \\
& +\left(\mathbf{d}_{b}-\mathbf{X}_{b}^{T} \mathbf{w}_{a}(k+1)+\mathbf{X}_{a}^{T} \mathbf{w}_{c}(k+1)-\mathbf{X}_{c}^{T} \mathbf{w}_{b}(k+1)-\boldsymbol{\gamma}_{b}\right) \bar{\imath} \\
& \left.\left.+\left(\mathbf{d}_{c}-\mathbf{X}_{c}^{T} \mathbf{w}_{a}(k+1)+\mathbf{X}_{a}^{T} \mathbf{w}_{b}(k+1)+\mathbf{X}_{b}^{T} \mathbf{w}_{c}(k+1)-\gamma_{c}\right) \bar{\jmath}\right]\right\} \\
= & \boldsymbol{\lambda}_{a}^{T}\left(\mathbf{d}_{a}-\mathbf{X}_{a}^{T} \mathbf{w}_{a}(k+1)-\mathbf{X}_{b}^{T} \mathbf{w}_{b}(k+1)-\mathbf{X}_{c}^{T} \mathbf{w}_{c}(k+1)-\boldsymbol{\gamma}_{a}\right) \\
& -\boldsymbol{\lambda}_{b}^{T}\left(\mathbf{d}_{c}-\mathbf{X}_{c}^{T} \mathbf{w}_{a}(k+1)+\mathbf{X}_{a}^{T} \mathbf{w}_{b}(k+1)+\mathbf{X}_{b}^{T} \mathbf{w}_{c}(k+1)-\boldsymbol{\gamma}_{c}\right) \\
& -\boldsymbol{\lambda}_{c}^{T}\left(\mathbf{d}_{b}-\mathbf{X}_{b}^{T} \mathbf{w}_{a}(k+1)+\mathbf{X}_{a}^{T} \mathbf{w}_{c}(k+1)-\mathbf{X}_{c}^{T} \mathbf{w}_{b}(k+1)-\boldsymbol{\gamma}_{b}\right) . \tag{4.38}
\end{align*}
$$

Therefore, by (4.35), (4.37), and (4.38) we obtain

$$
\begin{equation*}
F[\mathbf{w}(k+1)]=\frac{1}{2} \mathrm{Eq} \cdot(4.37)+\text { Eq. (4.38) } . \tag{4.39}
\end{equation*}
$$

Thus, the three component-wise gradients can be attained as

$$
\begin{align*}
& \nabla_{\mathbf{w}_{a}(k+1)} F[\mathbf{w}(k+1)]=\left(\mathbf{w}_{a}(k+1)-\mathbf{w}_{a}(k)\right)-\boldsymbol{\lambda}_{a}^{T} \mathbf{X}_{a}^{T}+\boldsymbol{\lambda}_{b}^{T} \mathbf{X}_{c}^{T}+\boldsymbol{\lambda}_{c}^{T} \mathbf{X}_{b}^{T},  \tag{4.40}\\
& \nabla_{\mathbf{w}_{b}(k+1)} F[\mathbf{w}(k+1)]=\left(\mathbf{w}_{b}(k+1)-\mathbf{w}_{b}(k)\right)-\boldsymbol{\lambda}_{a}^{T} \mathbf{X}_{b}^{T}-\boldsymbol{\lambda}_{b}^{T} \mathbf{X}_{a}^{T}+\boldsymbol{\lambda}_{c}^{T} \mathbf{X}_{c}^{T},  \tag{4.41}\\
& \nabla_{\mathbf{w}_{c}(k+1)} F[\mathbf{w}(k+1)]=\left(\mathbf{w}_{c}(k+1)-\mathbf{w}_{c}(k)\right)-\boldsymbol{\lambda}_{a}^{T} \mathbf{X}_{c}^{T}-\boldsymbol{\lambda}_{b}^{T} \mathbf{X}_{b}^{T}-\boldsymbol{\lambda}_{c}^{T} \mathbf{X}_{a}^{T} . \tag{4.42}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
\mathbf{X} \boldsymbol{\lambda}= & \left(\mathbf{X}_{a}+\mathbf{X}_{b} \bar{\imath}+\mathbf{X}_{c} \bar{\jmath}\right)\left(\boldsymbol{\lambda}_{a}+\boldsymbol{\lambda}_{b} \bar{\imath}+\boldsymbol{\lambda}_{c} \bar{\jmath}\right) \\
= & \left(\mathbf{X}_{a} \boldsymbol{\lambda}_{a}-\mathbf{X}_{b} \boldsymbol{\lambda}_{c}-\mathbf{X}_{c} \boldsymbol{\lambda}_{b}\right)+\left(\mathbf{X}_{a} \boldsymbol{\lambda}_{b}+\mathbf{X}_{b} \boldsymbol{\lambda}_{a}-\mathbf{X}_{c} \boldsymbol{\lambda}_{c}\right) \bar{\imath} \\
& +\left(\mathbf{X}_{a} \boldsymbol{\lambda}_{c}+\mathbf{X}_{c} \boldsymbol{\lambda}_{a}+\mathbf{X}_{b} \boldsymbol{\lambda}_{b}\right) \bar{\jmath} . \tag{4.43}
\end{align*}
$$

Overall, by employing Equations (4.36) and (4.40)-(4.43), we get,

$$
\begin{align*}
\nabla_{\mathbf{w}^{*}(k+1)} F[\mathbf{w}(k+1)]= & \frac{1}{3}\left\{\left[\left(\mathbf{w}_{a}(k+1)-\mathbf{w}_{a}(k)\right)-(\mathbf{X}(k) \boldsymbol{\lambda}(k))_{a}\right]\right. \\
& +\left[\left(\mathbf{w}_{b}(k+1)-\mathbf{w}_{b}(k)\right)-(\mathbf{X}(k) \boldsymbol{\lambda}(k))_{b}\right] \bar{\imath} \\
& \left.+\left[\left(\mathbf{w}_{c}(k+1)-\mathbf{w}_{c}(k)\right)-(\mathbf{X}(k) \boldsymbol{\lambda}(k))_{c}\right] \bar{\jmath}\right\} \\
= & \frac{1}{3}[\mathbf{w}(k+1)-\mathbf{w}(k)-\mathbf{X}(k) \boldsymbol{\lambda}(k)] \tag{4.44}
\end{align*}
$$

After setting the above equation equal to zero, we obtain

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mathbf{X}(k) \boldsymbol{\lambda}(k) \tag{4.45}
\end{equation*}
$$

If we substitute (4.45) in the constraint relation (4.32) the following expression results,

$$
\begin{equation*}
\mathbf{X}^{T}(k) \mathbf{X}^{*}(k) \boldsymbol{\lambda}^{*}(k)=\mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}^{*}(k)-\gamma(k)=(\mathbf{e}(k)-\gamma(k)) \tag{4.46}
\end{equation*}
$$

From the above equation we get $\boldsymbol{\lambda}(k)$ as

$$
\begin{equation*}
\boldsymbol{\lambda}(k)=\left(\mathbf{X}^{H}(k) \mathbf{X}(k)\right)^{-1}(\mathbf{e}(k)-\gamma(k))^{*} \tag{4.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{e}(k)=[e(k) \epsilon(k-1) \cdots \epsilon(k-L)]^{T} \tag{4.48}
\end{equation*}
$$

with $e(k)=d(k)-\mathbf{w}^{H}(k) \mathbf{x}(k)$, and $\epsilon(k-i)=d(k-i)-\mathbf{w}^{H}(k) \mathbf{x}(k-i)$ for $i=1, \cdots, L$. We can now conclude the SMTAP algorithm by starting from (4.45) with $\boldsymbol{\lambda}(k)$ being given by (4.47), i.e.,

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{p}_{\mathrm{ap}}(k) & \text { if }|e(k)|>\bar{\gamma}  \tag{4.49}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\mathbf{p}_{\mathrm{ap}}(k)=\mathbf{X}(k)\left(\mathbf{X}^{H}(k) \mathbf{X}(k)\right)^{-1}(\mathbf{e}(k)-\gamma(k))^{*} \tag{4.50}
\end{equation*}
$$

Remark 1: In order to check if an update $\mathbf{w}(k+1)$ is required, we only have to test if $\mathbf{w}(k) \notin \mathcal{H}(k)$ since in the previous updates $\mathbf{w}(k) \in \mathcal{H}(k-i+1)$ is guaranteed
for $i=2, \cdots, L+1$.
Remark 2: For the initial time instants $k<L+1$, i.e., during initialization, only the knowledge of $\mathcal{H}(i)$ for $i=0,1, \cdots, k$ is available. As a consequence, if an update is required for $k<L+1$, the algorithm is implemented with the available $k+1$ accessible constraint sets.

Remark 3: By adopting the bound $\bar{\gamma}=0$, the algorithm will convert to the trinion affine projection (TAP) algorithm with unity step size which is the generalization of the conventional real-valued AP algorithm in $\mathbb{T}$. Therefore, the TAP algorithm can be described as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu \mathbf{p}_{\mathrm{ap}}^{\prime}(k), \tag{4.51}
\end{equation*}
$$

where $\mu$ is the convergence factor and

$$
\begin{equation*}
\mathbf{p}_{\mathrm{ap}}^{\prime}(k)=\mathbf{X}(k)\left(\mathbf{X}^{H}(k) \mathbf{X}(k)\right)^{-1} \mathbf{e}^{*}(k) \tag{4.52}
\end{equation*}
$$

Note that we can utilize (4.49) and derive the update equation of the SMTNLMS algorithm. In this case we have to evade data-reusing in (4.49), $L=0$, so that the updating equation becomes,

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{p}(k) & \text { if }|e(k)|>\bar{\gamma}  \tag{4.53}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where

$$
\begin{align*}
\mathbf{p}(k) & =\mathbf{x}(k)\left(\mathbf{x}^{H}(k) \mathbf{x}(k)\right)^{-1}(e(k)-\gamma(k))^{*}  \tag{4.54}\\
e(k) & =d(k)-\mathbf{w}^{H}(k) \mathbf{x}(k) \tag{4.55}
\end{align*}
$$

We will now choose $\gamma(k)=\frac{\bar{\gamma} e(k)}{|e(k)|}$, hence from (4.53) we attain the SMTNLMS update equation as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu(k) \mathbf{x}(k)\left(\mathbf{x}^{H}(k) \mathbf{x}(k)\right)^{-1} e^{*}(k) \tag{4.56}
\end{equation*}
$$

where

$$
\mu(k)= \begin{cases}1-\frac{\bar{\gamma}}{|e(k)|} & \text { if }|e(k)|>\bar{\gamma}  \tag{4.57}\\ 0 & \text { otherwise }\end{cases}
$$

Recalling that the normalized LMS algorithm can be derived as a particular case of AP algorithm for $L=0$.

Remark 4: By choosing the bound $\bar{\gamma}=0$ in (4.56), the algorithm will reduce to the TNLMS algorithm with unity step size which is the generalization of the popular real-valued NLMS algorithm in $\mathbb{T}$. As a result, TNLMS algorithm can be described as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu \mathbf{x}(k)\left(\mathbf{x}^{H}(k) \mathbf{x}(k)\right)^{-1} e^{*}(k), \tag{4.58}
\end{equation*}
$$

where $\mu$ is the convergence factor.

### 4.5 SMQAP Algorithm

This section outlines the derivation of the SMQAP algorithm. Then we obtain an update equation for the SMQNLMS algorithm that follows the same steps as the derivation of the SMTNLMS algorithm. The SMQAP and the SMQNLMS algorithms are the quaternion versions of the real-valued SM-AP and SM-NLMS algorithms, respectively.

The membership set $\psi(k)$ introduced in (4.30) suggests the use of more constraint sets in the update. Let us express $\psi(k)$ as in (4.31), our purpose is to derive an algorithm whose coefficient update belongs to the last $L+1$ constraint set, i.e., $\mathbf{w}(k+$ 1) $\in \psi^{L+1}(k)$. Suppose that $\mathcal{S}(k-i)$ describes the set which contains all vectors $\mathbf{w}$ such that $d(k-i)-\mathbf{w}^{H} \mathbf{x}(k-i)=\gamma_{i}(k)$, for $i=0, \cdots, L$. All choices for $\gamma_{i}(k)$ satisfying the bound constraint are valid. That is, if all $\gamma_{i}(k)$ are chosen such that $\left|\gamma_{i}(k)\right| \leq \bar{\gamma}$, then $\mathcal{S}(k-i) \in \mathcal{H}(k-i)$, for $i=0, \cdots, L$.

The objective function to be minimized in case of the SMQAP algorithm can be stated as follows: perform a coefficient update whenever $\mathbf{w}(k) \notin \psi^{L+1}(k)$ as in Equation (4.32). Note that $\mathbf{d}(k), \gamma(k) \in \mathbb{H}^{(L+1) \times 1}, \mathbf{X}(k) \in \mathbb{H}^{(N+1) \times(L+1)}$, and $\mathbf{x}(k)$ are defined as in (4.33) and (4.34).

By employing the method of Lagrange multipliers, the unconstrained function to be minimized becomes as in Equation (4.35), where $\boldsymbol{\lambda}(k) \in \mathbb{H}^{(L+1) \times 1}$ is a vector of Lagrange multipliers. After setting the gradient of $F[\mathbf{w}(k+1)]$ with respect to $\mathbf{w}^{*}(k+1)$ equal to zero, we will get the equation

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mathbf{X}(k) \boldsymbol{\lambda}(k) . \tag{4.59}
\end{equation*}
$$

Then, by invoking the constraints in (4.32), the expression of $\boldsymbol{\lambda}(k)$ is as

$$
\begin{equation*}
\boldsymbol{\lambda}(k)=\left(\mathbf{X}^{H}(k) \mathbf{X}(k)\right)^{-1}(\mathbf{e}(k)-\gamma(k))^{*}, \tag{4.60}
\end{equation*}
$$

where $\mathbf{e}(k)$ is defined as in (4.48). Finally, the update equation for the SMQAP algorithm is given by

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{q}_{\mathrm{ap}}(k) & \text { if }|e(k)|>\bar{\gamma}  \tag{4.61}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\mathbf{q}_{\mathrm{ap}}(k)=\mathbf{X}(k)\left(\mathbf{X}^{H}(k) \mathbf{X}(k)\right)^{-1}(\mathbf{e}(k)-\boldsymbol{\gamma}(k))^{*} \tag{4.62}
\end{equation*}
$$

Note that the Remarks 1 and 2 of Subsection 4.4 also apply to the SMQAP algorithm.

Remark 5: We can quickly verify that adopting the bound $\bar{\gamma}=0$, the algorithm will reduce to QAP algorithm [67] with unity step size. Therefore, the QAP algorithm cab be expressed as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu \mathbf{X}(k)\left(\mathbf{X}^{H}(k) \mathbf{X}(k)\right)^{-1} \mathbf{e}^{*}(k) \tag{4.63}
\end{equation*}
$$

where $\mu$ is the convergence factor.
Note that we can use the SMQAP algorithm to derive the update equation of the SMQNLMS algorithm. In fact, the SMQNLMS does not require data-reusing as the SMQAP algorithm [9], thus by taking $L=0$ and $\gamma(k)=\frac{\bar{\gamma}(k)}{|e(k)|}$ we obtain the update equation of the SMQNLMS algorithm as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu(k)\|\mathbf{x}(k)\|^{-2} \mathbf{x}(k) e^{*}(k) \tag{4.64}
\end{equation*}
$$

where $e(k)$ and $\mu(k)$ are defined as in (4.55) and (4.57), respectively.
Remark 6: By adopting the bound $\bar{\gamma}=0$ in (4.64), the algorithm will reduce to the QNLMS algorithm with unity step size. Therefore, the QNLMS algorithm can be described as

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu\|\mathbf{x}(k)\|^{-2} \mathbf{x}(k) e^{*}(k), \tag{4.65}
\end{equation*}
$$

Table 4.1: COMPUTATIONAL COMPLEXITY PER UPDATE OF THE WEIGHT VECTOR

| Algorithm | Real Multiplications | Real additions |
| :---: | :---: | :---: |
| QNLMS | $20 N+4$ | $20 N-1$ |
| QAP | $32 L^{3}+16 N L^{2}+16 L^{2}$ |  |
|  | $+19 N L+26 L$ | $32 L^{3}+16 N L^{2}+4 L^{2}$ |
| $+16 N L+8 L$ |  |  |
| TNLMS | $12 N+3$ | $12 N-1$ |
| TAP | $18 L^{3}+9 N L^{2}+9 L^{2}$ | $18 L^{3}+9 N L^{2}$ |
|  | $+11 N L+50 L$ | $+9 N L+39 L$ |


(a)

(b)

Figure 4.1: The numerical complexity of the TAP and the QAP algorithms for two cases: (a) $N=15$, variable $L$; (b) $L=3$, variable $N$.
where $\mu$ is the convergence factor.
The computational complexity for each update of the weight vector of the trinion based and quaternion based adaptive filtering algorithms are listed in Table 4.1. The filter length and the memory length are $N$ and $L$, respectively. Also, Figures 4.1(a) and 4.1(b) show a comparison between the total number of real multiplications and additions required by the TAP and the QAP algorithms for two cases: $N=15$, variable $L$ and $L=3$, variable $N$. As can be seen, the trinion model can efficiently decrease the computational complexity in comparison with the quaternion model, whenever the problem at hand suits both the quaternion and trinion solutions.

### 4.6 Application of quaternion-valued adaptive algorithms to adaptive beamforming

As an illustration for the use of quaternions, we can study its application to adaptive beamforming. By utilizing the crossed-dipole array and quaternions, we can decrease the number of engaged sensors in the adaptive beamforming process. Therefore, the computational complexity and the energy consumption of the system will reduce without losing the quality of the performance [3, 73-75].

A uniform linear array (ULA) is illustrated in Figure 4.2 [3, 57]. It contains $M$ crossed-dipole pairs, they are placed on $y$-axis and the distance between neighboring antennas is $d$. At each position, the two crossed components are parallel to $x$-axis and $y$-axis, respectively. The direction of arrival (DOA) of a far-field incident signal is defined by the angles $\theta$ and $\phi$. Assume that this signal impinges upon the array from the $y-z$ plane. Thus, $\phi=\frac{\pi}{2}$ or $-\frac{\pi}{2}$, and $0 \leq \theta \leq \frac{\pi}{2}$. As a consequence, the spatial steering vector for this far-field incident signal is given by

$$
\begin{equation*}
\mathbf{s}_{c}(\theta, \phi)=\left[1, e^{-\jmath 2 \pi d \sin \theta \sin \phi / \lambda}, \cdots, e^{-\jmath 2 \pi(M-1) d \sin \theta \sin \phi / \lambda}\right]^{T}, \tag{4.66}
\end{equation*}
$$

where $\lambda$ stands for the wavelength of the incident signal. For a crossed-dipole the spatial-polarization coherent vector can be expressed by [76, 77]

$$
\mathbf{s}_{p}(\theta, \phi, \gamma, \eta)= \begin{cases}{\left[-\cos \gamma, \cos \theta \sin \gamma e^{\jmath \eta}\right]} & \text { for } \phi=\frac{\pi}{2}  \tag{4.67}\\ {\left[\cos \gamma,-\cos \theta \sin \gamma e^{\jmath \eta}\right]} & \text { for } \phi=-\frac{\pi}{2}\end{cases}
$$

where $\gamma \in\left[0, \frac{\pi}{2}\right]$ and $\eta \in[-\pi, \pi]$ are the auxiliary polarization angle and the polarization phase difference, respectively.

We can divide the array structure into two sub-arrays so that one of them is parallel to the $x$-axis and the other one is parallel to the $y$-axis. Then the complex-valued steering vector parallel to the $x$-axis is presented as

$$
\mathbf{s}_{x}(\theta, \phi, \gamma, \eta)= \begin{cases}-\cos \gamma \mathbf{s}_{c}(\theta, \phi) & \text { for } \phi=\frac{\pi}{2}  \tag{4.68}\\ \cos \gamma \mathbf{s}_{c}(\theta, \phi) & \text { for } \phi=-\frac{\pi}{2}\end{cases}
$$



Figure 4.2: A ULA with crossed-dipole [3].
and the one parallel to the $y$-axis is given by

$$
\mathbf{s}_{y}(\theta, \phi, \gamma, \eta)= \begin{cases}\cos \theta \sin \gamma e^{\jmath \eta} \mathbf{s}_{c}(\theta, \phi) & \text { for } \phi=\frac{\pi}{2}  \tag{4.69}\\ -\cos \theta \sin \gamma e^{\jmath \eta} \mathbf{s}_{c}(\theta, \phi) & \text { for } \phi=-\frac{\pi}{2}\end{cases}
$$

Using the Cayley-Dickson formula (4.6), we can combine $\mathbf{s}_{x}(\theta, \phi, \gamma, \eta)$ and $\mathbf{s}_{y}(\theta, \phi, \gamma, \eta)$ together, we obtain a quaternion-valued steering vector as follows

$$
\begin{equation*}
\mathbf{s}_{q}(\theta, \phi, \gamma, \eta)=\mathbf{s}_{x}(\theta, \phi, \gamma, \eta)+\imath \mathbf{s}_{y}(\theta, \phi, \gamma, \eta) \tag{4.70}
\end{equation*}
$$

The response of the array for the quaternion-valued weight vector $\mathbf{w}$ is given as below

$$
\begin{equation*}
r(\theta, \phi, \gamma, \eta)=\mathbf{w}^{H} \mathbf{s}_{q}(\theta, \phi, \gamma, \eta) \tag{4.71}
\end{equation*}
$$

In the case of reference signal based quaternion-valued adaptive beamforming, the reference signal $d(k)$ is available. Therefore, the response of the array is the quaternionvalued beamformer output and it is defined as $y(k)=\mathbf{w}^{H}(k) \mathbf{x}(k)$, where $\mathbf{x}(k)$ is the received quaternion-valued vector sensor signals and $\mathbf{w}(k)$ is the quaternion-valued weigh vector. Also, the quaternion-valued error signal can be defined as $e(k)=d(k)-$ $y(k)$.

### 4.7 Simulations

In this section, we apply the proposed algorithms to two scenarios. Scenario 1 verifies the performance of the trinion based and the quaternion based algorithms when they are used to wind profile prediction. In Scenario 2, we implement quaternionic adaptive beamforming by quaternion-valued algorithms.

### 4.7.1 Scenario 1

In this scenario, all the proposed algorithms in this chapter are applied to anemometer readings provided by Google's $\mathrm{RE}<\mathrm{C}$ Initiative [78]. The wind speed recorded on May 25,2011 , is utilized for the algorithms comparisons. The step size, $\mu$, is selected to be $10^{-8}$ for the TLMS and the QLMS algorithms and 0.9 for the TNLMS, the TAP, the QNLMS, and the QAP algorithms, and $\bar{\gamma}$ is set to be 5. Also, the threshold bound vector $\gamma(k)$ is selected as simple choice constraint vector [8] which is defined as $\gamma_{0}(k)=\frac{\bar{\gamma} e(k)}{|e(k)|}$ and $\gamma_{i}(k)=d(k-i)-\mathbf{w}^{T}(k) \mathbf{x}(k-i)$, for $i=1, \cdots, L$. The filter length is 8 , the memory length, $L$, and the prediction step are chosen equal to 1 . All algorithms are initialized with zeros.

The predicted results provided by trinion and quaternion based algorithms are shown in Figures 4.3 and 4.4, respectively. The learning curves using the TNLMS, the SMTNLMS, the TAP, and the SMTAP algorithms are shown in Figures 4.5(a) and 4.5(b). Also, for comparison between the trinion and the quaternion based algorithms, the learning curves related to the TNLMS, the QNLMS, the TAP, and the QAP algorithms are depicted in Figures 4.6(a) and 4.6(b).

The average of implementation times and the number of updates performed by the trinion and the quaternion based algorithms are presented in Table 4.2, From the results, we can observe that all algorithms can track the wind data efficiently; however, the trinion based algorithms need a shorter time for implementation compared to their corresponding quaternion based algorithms. Also, we can observe that the setmembership based versions of the TNLMS, the QNLMS, the TAP, and the QAP algorithms have a low number of updates. Therefore, the set-membership algorithms can save energy effectively.

Moreover, we implemented the same scenario using a real-valued algorithm. Indeed, we used three affine projection (AP) algorithms whose parameters are chosen similar to the TAP algorithm to compare the tracking results between the AP and the TAP

Table 4.2: The Average of implementation times and the number of updates for the trinion and the quaternion based algorithms using MATLAB software

| Algorithm | Time <br> (second) | Update <br> rate | Algorithm | Time <br> (second) | Update <br> rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TLMS | 2.45 | $100 \%$ | QLMS | 7.2 | $100 \%$ |
| TNLMS | 8 | $100 \%$ | QNLMS | 9.4 | $100 \%$ |
| TAP | 67 | $100 \%$ | QAP | 142 | $100 \%$ |
| SMTNLMS | 3.8 | $17.92 \%$ | SMQNLMS | 9.2 | $17.87 \%$ |
| SMTAP | 13 | $6.52 \%$ | SMQAP | 20.1 | $6.34 \%$ |



Figure 4.3: Predicted results from the trinion based algorithms.


Figure 4.4: Predicted results from the quaternion based algorithms.


Figure 4.5: Learning curves of (a) the TNLMS and the SMTNLMS algorithms; (b) the TAP and the SMTAP algorithms.


Figure 4.6: Learning curves of (a) the TNLMS and the QNLMS algorithms; (b) the TAP and the QAP algorithms.
algorithms. We did not notify a significant difference between the tracking results of the AP and the TAP algorithms, thus we avoid presenting an additional figure since the results were similar to Figure 4.3(b). However, in wind profile prediction, It would be preferable to employ trinion-valued algorithms since there is some structure between the three components of data.

### 4.7.2 Scenario 2

In this scenario, we simulate the quaternionic adaptive beamforming [57] using the QLMS, the QNLMS, the SMQNLMS, the QAP, and the SMQAP algorithms. We assume a sensor array with 10 crossed-dipoles and half-wavelength spacing. The step size, $\mu$, for the QLMS, the QNLMS, and the QAP algorithms are $4 \times 10^{-5}, 0.009$, and 0.005 , respectively. For the QAP and the SMQAP algorithms, the memory length, $L$, is set to 1. A desired signal with $20 \mathrm{~dB} \operatorname{SNR}\left(\sigma_{n}^{2}=0.01\right)$ impinges from broadside, $\theta=0$ and $\phi=\frac{\pi}{2}$, and two interfering signals with signal-to-interference ratio (SIR) of -10 dB arrive from $(\theta, \phi)=\left(\frac{\pi}{9}, \frac{\pi}{2}\right)$ and $(\theta, \phi)=\left(\frac{\pi}{6},-\frac{\pi}{2}\right)$, respectively. All the signals have the same polarization of $(\gamma, \eta)=(0,0) . \bar{\gamma}$ is set to be $\sqrt{2 \sigma_{n}^{2}}$, and the vector $\gamma(k)$ is selected as simple choice constraint vector defined in Scenario 1.

The learning curves of quaternion algorithms over 100 trials are shown in Figure4.7. The average number of updates performed by the SMQNLMS and the SMQAP algorithms are 1408 and 1815 in a total of 10000 iterations (about $14.08 \%$ and $18.15 \%$ ), respectively. As can be seen, the set-membership quaternion algorithms converge faster while having a lower number of updates. Also, the convergence rate of the QAP algorithm is higher than the SMQNLMS algorithm.

The response of a beamformer to the impinging signals as a function of $\theta$ is called beam pattern and is defined as $B(\theta)=\mathbf{w}^{H} \mathbf{s}(\theta)$, where $\mathbf{s}(\theta)$ is the steering vector. The magnitude of beam pattern explains the variation of a beamformer concerning the signal arriving from different DOA angles. Figure4.8illustrates the magnitude of beam pattern of the quaternion algorithms with $\theta=0$. In this figure, the positive values of $\theta$ show the value range $\theta \in\left[0, \frac{\pi}{2}\right]$ for $\phi=\frac{\pi}{2}$ and the negative values, $\theta \in\left[-\frac{\pi}{2}, 0\right]$, indicate the same range of $\theta \in\left[0, \frac{\pi}{2}\right]$ but $\phi=-\frac{\pi}{2}$. We can observe that all the quaternion algorithms attained an acceptable beamforming result since the two nulls at the directions of the interfering signals are clearly visible.

The output signal to desired plus noise ratio (OSDR) and the output signal to interference plus noise ratio (OSIR) for the quaternion algorithms are presented in Table 4.3. The OSDR is achieved by calculating the power of the output signal and the total power of desired plus one-third of the noise signal, then we compute the ratio between these two values. Also, the OSIR is obtained by computing the power of the output signal and the total power of interference plus one-third of the noise signal, then we find the ratio between the two. As can be seen, the best results are obtained by the SMQNLMS and the SMQAP algorithms.


Figure 4.7: Learning curves of the QLMS, the QNLMS, the QAP, the SMQNLMS, and the SMQAP algorithms.

Table 4.3: The OSDR and the OSIR for the quaternion algorithms

| Algorithms | QLMS | QNLMS | QAP | SMQNLMS | SMQAP |
| :---: | :---: | :---: | :---: | :---: | :---: |
| OSDR (dB) | -1.645 | -1.502 | -0.647 | -0.024 | 0.004 |
| OSIR (dB) | -11.699 | -11.557 | -10.701 | -10.079 | -10.050 |

### 4.8 Conclusions

In this chapter, we have generalized the set-membership model for the trinion and the quaternion number systems. First, we have reviewed some properties of the quaternion and the trinion systems. Then we have derived the set-membership trinion based algorithms and, by the same argument, the quaternion based adaptive filtering algorithms have been introduced. Also, we have presented the counterparts of the proposed algorithms without employing the set-membership approach. Moreover, we have reviewed


Figure 4.8: Beam patterns of the QLMS, the QNLMS, the QAP, the SMQNLMS, and the SMQAP algorithms when DOA of desired signal is $(\theta, \phi)=\left(0, \frac{\pi}{2}\right)$.
the application of quaternion algorithms to adaptive beamforming. Numerical simulations for the recorded wind data and the adaptive beamforming have proven that the set-membership based algorithms have significantly lower update rates, while the penalty to be paid for that is not noteworthy. Also, we have observed that the trinion based algorithms have comparable performance to the quaternion based ones, however with striking lower computational complexity.

## Chapter 5

## Improved Set-Membership Partial-Update Affine Projection Algorithm

Adaptive filters have applications in a wide range of areas such as noise cancellation, signal prediction, echo cancellation, communications, radar, and speech processing. In several applications, a large number of coefficients to be updated leads to high computational complexity, turning the adaptation of the filter coefficients prohibitive regarding hardware requirements. In some cases, like acoustic echo cancellation, the adaptive filter might use a few thousand coefficients in order to model the underlying physical system with sufficient accuracy. In these applications, the convergence would entail a large number of iterations, calling for a more sophisticated updating rule which is inherently more computationally intensive. For a given adaptive filter, the computational complexity can be reduced by updating only part of the filter coefficients at each iteration, forming a family of algorithms called partial-update (PU) algorithms. In the literature, several variants of adaptive filtering algorithms with partial-update have been proposed [2, 79 91].

Another powerful approach to decrease the computational complexity of an adaptive filter is to employ set-membership filtering (SMF) approach [2, 9]. Algorithms developed from the SMF framework employ a deterministic objective function related to a bounded error constraint on the filter output, such that the updates belong to a set of feasible solutions. Implementation of SMF algorithms involves two main steps: 1) information evaluation, 2) parameter update. As compared with the standard
normalized least mean square (NLMS) and affine projection (AP) algorithms, the setmembership normalized least mean square (SM-NLMS) and the set-membership affine projection (SM-AP) algorithms lead to reduced computational complexity chiefly due to data-selective updates $29,30,31,43,47,92$ 94].

The use of PU strategy decreases the computational complexity while reducing convergence speed. We employ SMF technique to reduce further the computational load due to a lower number of updates. However applying the SMF and PU strategies together might result in slow convergence speed. One approach to accelerate the convergence speed is choosing a smaller error estimation bound, but it might increase the number of updates. Also, if we adopt a higher error estimation threshold to reduce the number of updates, the convergence rate will decrease. Therefore, convergence speed and computational complexity are conflicting requirements.

In this chapter, we introduce an interesting algorithm which can accelerate the convergence speed and simultaneously reduce the number of updates (and as a result decrease the computational complexity) in the set-membership partial-update affine projection (SM-PUAP) algorithm. In the SM-PUAP algorithm, some updates move too far from their SM-AP update; especially when the angle between the updating direction and the threshold hyperplane is small. In this case, we might have a significant disturbance in the coefficient update while attempting to reach the feasibility set. Therefore, to limit the distance between two consecutive updates, first, we will construct a hypersphere centered at the present weight vector whose radius equals the distance between the current weight vector and the weight vector that would be obtained with the SM-AP algorithm. This radius is an upper bound on the Euclidean norm of the coefficient disturbance that is allowed in the proposed improved set-membership partial-update affine projection (I-SM-PUAP) algorithm.

The content of this chapter was published in [95]. In this chapter, first of all, we review the SM-PUAP algorithm in Section 5.1. Then, in Section 5.2, we derive the I-SM-PUAP algorithm. Section 5.3 presents simulations of the algorithms. Finally, Section 5.4 contains the conclusions.

### 5.1 Set-Membership Partial-Update Affine Projection Algorithm

In this section, we present the SM-PUAP algorithm [2]. The main objective of the partial-update adaptation is to perform updates in $M$ out of $N+1$ adaptive filter coefficients, where $N$ is the order of the adaptive filter. The $M$ coefficients to be updated at time instant $k$ are specified by an index set $\mathcal{I}_{M}(k)=\left\{i_{0}(k), \cdots, i_{M-1}(k)\right\}$ with $\left\{i_{j}(k)\right\}_{j=0}^{M-1}$ chosen from the set $\{0, \cdots, N\}$. The subset of coefficients with indices in $\mathcal{I}_{M}(k)$ plays an essential role in the performance and the effectiveness of the partialupdate strategy. Note that $\mathcal{I}_{M}(k)$ varies with the time instant $k$. As a result, the $M$ coefficients to be updated can change according to the time instant. The choice of which $M$ coefficients should be updated is related to the optimization criterion chosen for algorithm derivation. The SM-PUAP algorithm [2] takes the update vector $\mathbf{w}(k+1)$ as the vector minimizing the Euclidean distance $\|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2}$ subject to the constraint $\mathbf{w}(k+1) \in \mathcal{H}(k)$ in such a way that only $M$ coefficients are updated.

The optimization criterion in the SM-PUAP algorithm is described as follows. Let $\psi^{L+1}(k)$ indicate the intersection of the last $L+1$ constraint sets. A coefficient update is implemented whenever $\mathbf{w}(k) \notin \psi^{L+1}(k)$ as follows

$$
\min \|\mathbf{w}(k+1)-\mathbf{w}(k)\|^{2}
$$

subject to :

$$
\begin{align*}
& \mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)=\gamma(k)  \tag{5.1}\\
& \tilde{\mathbf{C}}_{\mathcal{I}_{M}(k)}[\mathbf{w}(k+1)-\mathbf{w}(k)]=0
\end{align*}
$$

where

$$
\begin{array}{ll}
\mathbf{d}(k) \in \mathbb{R}^{(L+1) \times 1} & \text { contains the desired output from the } \\
& L+1 \text { last time instants; } \\
\gamma(k) \in \mathbb{R}^{(L+1) \times 1} & \text { specifies the point in } \psi^{L+1}(k) ; \\
\mathbf{X}(k) \in \mathbb{R}^{(N+1) \times(L+1)} & \text { contains the corresponding input vectors, i.e., }
\end{array}
$$

$$
\begin{align*}
\mathbf{d}(k) & =\left[\begin{array}{llll}
d(k) & d(k-1) & \cdots & d(k-L)
\end{array}\right]^{T}, \\
\gamma(k) & =\left[\begin{array}{llll}
\gamma_{0}(k) & \gamma_{1}(k) & \cdots & \gamma_{L}(k)
\end{array}\right]^{T}  \tag{5.2}\\
\mathbf{X}(k) & =\left[\begin{array}{llll}
\mathbf{x}(k) & \mathbf{x}(k-1) & \cdots & \mathbf{x}(k-L)
\end{array}\right]
\end{align*}
$$

with $\mathbf{x}(k)$ being the input-signal vector

$$
\begin{equation*}
\mathbf{x}(k)=[x(k) x(k-1) \cdots x(k-N)]^{T} . \tag{5.3}
\end{equation*}
$$

Moreover, the matrix $\tilde{\mathbf{C}}_{\mathcal{I}_{M}(k)}=\mathbf{I}-\mathbf{C}_{\mathcal{I}_{M}(k)}$ is a complementary matrix that gives $\tilde{\mathbf{C}}_{\mathcal{I}_{M}(k)} \mathbf{w}(k+1)=\tilde{\mathbf{C}}_{\mathcal{I}_{M}(k)} \mathbf{w}(k)$, which means that only $M$ coefficients are updated. The threshold vector elements are such that $\left|\gamma_{i}(k)\right| \leq \bar{\gamma}$, for $i=0, \cdots, L$. The matrix $\mathrm{C}_{\mathcal{I}_{M}(k)}$ is a diagonal matrix that identifies the coefficients to be updated at instant $k$, if an update is required. This matrix has $M$ nonzero elements equal to one located at positions declared by $\mathcal{I}_{M}(k)$.

Using the method of Lagrange multipliers we obtain the following updating rule

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k)\right]^{-1}[\mathbf{e}(k)-\gamma(k)] \tag{5.4}
\end{equation*}
$$

The updating equation of the SM-PUAP algorithm is given by

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k) \mathbf{P}(k)(\mathbf{e}(k)-\gamma(k)) & \text { if }|e(k)|>\bar{\gamma}  \tag{5.5}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where

$$
\begin{align*}
\mathbf{P}(k) & =\left(\mathbf{X}^{T}(k) \mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k)+\delta \mathbf{I}\right)^{-1}  \tag{5.6}\\
\mathbf{e}(k) & =\left[\begin{array}{lll}
e(k) \epsilon(k-1) & \cdots \epsilon(k-L)
\end{array}\right]^{T}, \tag{5.7}
\end{align*}
$$

with $e(k)=d(k)-\mathbf{w}^{T}(k) \mathbf{x}(k)$, and $\epsilon(k-i)=d(k-i)-\mathbf{w}^{T}(k) \mathbf{x}(k-i)$ for $i=1, \cdots, L$. In the Equation (5.6), $\delta$ and $\mathbf{I}$ are a small positive constant and an $L+1) \times(L+1)$ identity matrix, respectively. The diagonal matrix $\delta \mathbf{I}$ is added to the matrix to be inverted in order to avoid numerical problems in the inversion operation in the cases $\mathbf{X}^{T}(k) \mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k)$ is ill conditioned.

A natural choice for the $M$ nonzero diagonal elements of $\mathbf{C}_{\mathcal{I}_{M}(k)}$ is those corresponding to the coefficients of $\mathbf{w}(k)$ with the most significant norms. In fact, by this selection, the $M$ coefficients with the largest norms will be updated, and the rest of the parameters will remain unchanged.

Figure 5.1 illustrates a possible update in SM-PUAP algorithm in $\mathbb{R}^{3}$ for $L=0$. As can be seen, $\mathbf{w}(k+1)$ is far from the $\mathbf{w}_{\mathrm{SM}-\mathrm{AP}}(k)$, and it will reduce the convergence rate of the SM-PUAP algorithm. In the next section, we will address this issue by


Figure 5.1: Update in SM-PUAP algorithm in $\mathbb{R}^{3}$ for $L=0$.
presenting the I-SM-PUAP algorithm.

### 5.2 Improved Set-membership Partial-Update Affine Projection Algorithm

In this section, we propose the I-SM-PUAP algorithm aiming at accelerating the convergence speed of SM-PUAP algorithm and decreasing the number of updates.

Since the partial update strategy deviates the updating direction from the one determined by the input signal vector $\mathbf{x}(k)$ utilized by the SM-PUAP algorithm, it is natural that the size of the step for a partial update algorithm should be smaller than the corresponding algorithm that updates all coefficients. A solution to this problem is to constrain the Euclidean norm of the coefficient disturbance of the partial update algorithm to the disturbance implemented by the originating nonpartial updating algorithm, in our case the SM-AP algorithm. For that, we build hypersphere, $S(k)$, whose radius is the distance between $\mathbf{w}(k)$ and the SM-AP update. The SM-AP update takes a step towards the hyperplanes $d(k)-\mathbf{w}^{T} \mathbf{x}(k)= \pm \bar{\gamma}$ with the minimum disturbance, i.e., when the step in the direction $\mathbf{x}(k)$ touches the hyperplane perpendicularly. Therefore, the radius of the hypersphere $S(k)$ is given by

$$
\begin{equation*}
\mu(k)=\min \left(\frac{\left|\mathbf{w}^{T}(k) \mathbf{x}(k)-d(k) \pm \bar{\gamma}\right|}{\|\mathbf{x}(k)\|_{2}}\right), \tag{5.8}
\end{equation*}
$$

where $\|\cdot\|_{2}$ is the Euclidean norm in $\mathbb{R}^{N+1}$. The equation describing the hypersphere


Figure 5.2: Update in I-SM-PUAP algorithm in $\mathbb{R}^{3}$ for $L=0$.
$S(k)$ with the radius $\mu(k)$ and centered at $\mathbf{w}(k)$ is as follows

$$
\begin{equation*}
\left(w_{0}-w_{0}(k)\right)^{2}+\cdots+\left(w_{N}-w_{N}(k)\right)^{2}=\mu^{2}(k) . \tag{5.9}
\end{equation*}
$$

As can be observed in Figure 5.1, $\mathbf{w}(k+1)$ is the point where, starting from $\mathbf{w}(k)$, the vector representing the $\mathbf{w}(k+1)$ direction touches the hyperplane $d(k)-\mathbf{w}^{T} \mathbf{x}(k)=$ $\bar{\gamma}$. Unlike the SM-PUAP algorithm, in the I-SM-PUAP algorithm $\mathbf{w}(k+1)$ is the point where, starting from $\mathbf{w}(k)$, the vector representing the partial direction touches the defined $N$ dimensional hypersphere $S(k)$ and points at a sparse version of $\mathbf{x}(k)$. A visual interpretation of the I-SM-PUAP algorithm is described in Figure 5.2.

Define $\hat{\mathbf{w}}(k)$ as the update result of Equation (5.5) with $\gamma(k)=\left[\begin{array}{lll}0 & \cdots & 0\end{array}\right]^{T}$. In order to find the update of $\mathbf{w}(k)$ to the boundary of hypersphere $S(k)$ such that $\tilde{\mathbf{C}}_{\mathcal{I}_{M}(k)} \mathbf{w}(k+1)=\tilde{\mathbf{C}}_{\mathcal{I}_{M}(k)} \mathbf{w}(k)$ we have to find the intersection of the hypersphere $S(k)$ with the line $l(k)$ passing through $\mathbf{w}(k)$ and $\hat{\mathbf{w}}(k)$. This line is parallel to the vector $\mathbf{u}(k)=\frac{\mathbf{a}(k)}{\|\mathbf{a}(k)\|_{2}}$, where $\mathbf{a}(k)=\left[\hat{w}_{0}(k)-w_{0}(k) \cdots \hat{w}_{N}(k)-w_{N}(k)\right]^{T}$. Hence, the equation of the line $l(k)$ is given as follows

$$
\begin{cases}\frac{w_{0}-w_{0}(k)}{u_{0}(k)}=\cdots=\frac{w_{i}-w_{i}(k)}{u_{i}(k)}=\cdots=\frac{w_{N}-w_{N}(k)}{u_{N}(k)}, & \text { for } i \in \mathcal{I}_{M}(k),  \tag{5.10}\\ w_{i}=w_{i}(k), & \text { for } i \notin \mathcal{I}_{M}(k)\end{cases}
$$

In order to find the intersection of the line $l(k)$ with the hypersphere $S(k)$, we should replace Equation (5.10) in Equation (5.9). Thus, we will attain $w_{i}=w_{i}(k)$ for
$i \notin \mathcal{I}_{M}(k)$, and for $i \in \mathcal{I}_{M}(k)$ we have

$$
\begin{equation*}
\frac{u_{0}^{2}(k)}{u_{i}^{2}(k)}\left(w_{i}-w_{i}(k)\right)^{2}+\cdots+\left(w_{i}-w_{i}(k)\right)^{2}+\cdots+\frac{u_{N}^{2}(k)}{u_{i}^{2}(k)}\left(w_{i}-w_{i}(k)\right)^{2}=\mu^{2}(k) . \tag{5.11}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left(w_{i}-w_{i}(k)\right)^{2}=u_{i}^{2}(k) \mu^{2}(k), \tag{5.12}
\end{equation*}
$$

where we obtained the last equality owing to $\|\mathbf{u}(k)\|_{2}=1$. Therefore, the intersections of the line $l(k)$ and the hypersphere $S(k)$ are given by

$$
\begin{equation*}
w_{i}=w_{i}(k) \pm u_{i}(k) \mu(k) . \tag{5.13}
\end{equation*}
$$

We will choose the positive sign in Equation (5.13) since the direction of the vector $\mathbf{a}(k)$ is from $\mathbf{w}(k)$ to $\hat{\mathbf{w}}(k)$. As a result, vector $\mathbf{w}(k+1)$ becomes as below

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu(k) \mathbf{u}(k) . \tag{5.14}
\end{equation*}
$$

Also, as an alternative method, we can get $\mathbf{w}(k+1)$ through an elegant geometrical view. Denote $\mathbf{w}(k+1)$ in Equation (5.5) as $\hat{\mathbf{w}}(k)$ while taking $\gamma(k)=[0 \cdots 0]^{T}$. Define $\mathbf{a}(k)$ as

$$
\begin{equation*}
\mathbf{a}(k)=\hat{\mathbf{w}}(k)-\mathbf{w}(k)=\mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k) \mathbf{P}(k) \mathbf{e}(k) \tag{5.15}
\end{equation*}
$$

If we take the step size equal to $\|\mathbf{a}(k)\|_{2}$ and do the update in the direction of $\frac{\mathbf{a}(k)}{\|\mathbf{a}(k)\|_{2}}$, then the parameters will reach $\hat{\mathbf{w}}(k)$. However, our objective is to reach the boundary of hypersphere $S(k)$ centered at $\mathbf{w}(k)$ with radius $\mu(k)$ in the direction of $\frac{\mathbf{a}(k)}{\|\mathbf{a}(k)\|_{2}}$, thus the step size must be equal to the radius of $S(k)$ so that the update equation becomes

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu(k) \frac{\mathbf{a}(k)}{\|\mathbf{a}(k)\|_{2}}=\mathbf{w}(k)+\mu(k) \mathbf{u}(k) \tag{5.16}
\end{equation*}
$$

Table 5.1 summarizes the I-SM-PUAP algorithm.

Table 5.1: Improved Set-Membership Partial-Update Affine Projection(I-SM-PUAP) Algorithm

| I-SM-PUAP Algorithm |
| :--- |
| Initialization |
| $\mathbf{x}(-1)=\mathbf{w}(0)=\left[\begin{array}{lll}0 & \cdots & 0\end{array}\right]^{T}$ |
| $\delta=\operatorname{small}$ positive constant |
| choose $\bar{\gamma}$ |
| Do for $k \geq 0$ |
| $\mathbf{e}(k)=\mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k)$ |
| if $\|e(k)\|>\bar{\gamma}$ |
| $\mu(k)=\min \left(\frac{\|-e(k) \pm \bar{\gamma}\|}{\\|\mathbf{x} k\\|_{2}}\right)$ |
| $\mathbf{a}(k)=\mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{C}_{\mathcal{I}_{M}(k)} \mathbf{X}(k)+\delta \mathbf{I}\right]^{-1} \mathbf{e}(k)$ |
| $\mathbf{w}(k+1)=\mathbf{w}(k)+\frac{\mu(k)}{\\|\mathbf{a}(k)\\|_{2}} \mathbf{a}(k)$ |
| else |
| $\mathbf{w}(k+1)=\mathbf{w}(k)$ |
| end |
| end |

### 5.3 Simulations

### 5.3.1 Scenario 1

In this section, the SM-PUAP algorithm [2] and the proposed I-SM-PUAP algorithm are applied to a system identification problem. The unknown system has order $N=79$ and its coefficients are random scalars drawn from the standard normal distribution. The input signal is a binary phase-shift keying (BPSK) signal with $\sigma_{x}^{2}=1$. The signal-to-noise ratio (SNR) is set to 20 dB , i.e., $\sigma_{n}^{2}=0.01$. The bound on the output estimation error is chosen as $\bar{\gamma}=\sqrt{25 \sigma_{n}^{2}}$. Also, we adopt the threshold bound vector $\gamma(k)$ as $\gamma_{0}(k)=\frac{\bar{\gamma} e(k)}{|e(k)|}$ and $\gamma_{i}(k)=d(k-i)-\mathbf{w}^{T}(k) \mathbf{x}(k-i)$, for $i=1, \cdots, L[2,24]$. The regularization constant, $\delta$, is $10^{-12}$ and $\mathbf{w}(0)=\left[\begin{array}{lll}1 & \cdots & 1\end{array}\right]^{T}$ which is not close to the unknown system. All learning curves averaged over 200 trials. We are updating 50 percent of the components randomly chosen of the filter to illustrate the partial updating, i.e., half of the elements of $\mathcal{I}_{M}(k)$ are nonzero at each time instant $k$.

Figure 5.3 shows the learning curves for the I-SM-PUAP algorithm with $L=1,4$, and it illustrates the learning curves for the SM-PUAP algorithm with $L=64$ and 69. Also, in Figure 5.3 a blue curve is depicted using correlated inputs and $L=1$. In


Figure 5.3: Learning curves of the I-SM-PUAP and the SM-PUAP algorithms applied on system identification problem.
fact, for the blue curve all of the specifications of the system are the same as explained above and the only difference is the input signal. The correlated input signal is chosen as $x(k)=0.95 x(k-1)+0.19 x(k-2)+0.09 x(k-3)-0.5 x(k-1)+m(k-4)$, where $m(k)$ is a zero-mean Gaussian noise with unit variance.

The average number of updates performed by the I-SM-PUAP algorithm are 8.3\% and $6.5 \%$ for $L=1$ and 4 , respectively, and $20 \%$ in the case of the correlated input signal. The average number of updates implemented by the SM-PUAP algorithm are $14 \%$ and $25 \%$ for $L=69$ and 64 , respectively. Note that in both algorithms we have to find the inverse of an $(L+1) \times(L+1)$ matrix, thus large $L$ implies high computational complexity. Therefore, the I-SM-PUAP algorithm requires lower implementation time since it presents fast convergence even for a small value of $L$. Also, it is worth mentioning that for $L<64$ the SM-PUAP algorithm does not reach its steady-state in 10000 iterations. From the results, we can observe that the proposed
algorithm, I-SM-PUAP, has faster convergence speed and lower number of updates as compared to the SM-PUAP algorithm.

### 5.3.2 Scenario 2

In this section, we perform the equalization of a channel with the following impulse response

$$
\mathbf{h}=\left[\begin{array}{lllllll}
1 & 2 & 3 & 4 & 4 & 3 & 2 \tag{5.17}
\end{array}\right]^{T} .
$$

We use a known training signal that consists of independent binary samples $(-1,1)$ and an additional Gaussian white noise with variance 0.01 is present at the channel output. The I-SM-PUAP and the SM-PUAP algorithms are applied to find the impulse response of an equalizer of order 80 . The delay in the reference signal is selected as 45. The parameters $\bar{\gamma}$ and $\gamma(k)$ are chosen as $\sqrt{25 \sigma_{n}^{2}}$ and the simple choice constraint vector is utilized as Scenario 1, respectively. The regularization constant, $\delta$, is $10^{-12}$ and $\mathbf{w}(0)=\left[\begin{array}{lll}1 & \cdots & 1\end{array}\right]^{T}$. All learning curves are averaged over 100 trials. At each iteration, half of the elements of $\mathcal{I}_{M}(k)$ are set nonzero randomly. The memory-length, $L$, is 3 .

Figure 5.4(a) shows the learning curves for the I-SM-PUAP and the SM-PUAP algorithms. The convolution of the equalizer impulse response at a given iteration after convergence with the channel impulse response is shown in Figure 5.4(b). The average number of updates implemented by the I-SM-PUAP and the SM-PUAP algorithms are $61 \%$ and $82 \%$, respectively. As can be seen, the I-SM-PUAP algorithm has lower MSE and lower number of updates compared to the SM-PUAP algorithm.

### 5.4 Conclusions

In this chapter, we have introduced the improved set-membership partial-update affine projection (I-SM-PUAP) algorithm aiming at accelerating the convergence rate of the set-membership partial-update affine projection (SM-PUAP) algorithm, with lower computational complexity and reduced number of updates. To achieve this goal, we use the distance between the present weight vector and the one obtained with the SM-AP update, in order to provide a hypersphere that upper bounds the coefficient disturbance. Numerical simulations for the system identification and the channel
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Figure 5.4: (a) Learning curves of the I-SM-PUAP and the SM-PUAP algorithms performing the equalization of a channel; (b) convolution results.
equalization problems have confirmed that the I-SM-PUAP algorithm has not only faster convergence rate, but also it requires a lower number of updates as compared to the SM-PUAP algorithm.

## Chapter 6

## Adaptive Filtering Algorithms for Sparse System Modeling

Adaptive filtering applied to signals originating from time-varying systems find applications in a wide diversity of areas such as communications, control, radar, acoustics, and speech processing. Nowadays, it is well known that many types of signal or system parameters admit sparse representation in a certain domain. However, classical adaptive algorithms such as the least-mean-square (LMS), the normalized LMS (NLMS), the affine projection (AP), and the recursive least-squares (RLS) do not take into consideration the sparsity in the signal or system models.

Recently, it has been understood that by exploiting appropriately signal sparsity, significant improvement in convergence rate and steady-state performance can be achieved. As a consequence, many extensions of the classical algorithms were proposed aiming at exploiting sparsity. One of the most widely used approaches consists in updating each filter coefficient using a step-size proportional to its magnitude in order to speed up the convergence rate of the coefficients with large magnitudes. This approach led to the development of a family of algorithms known as proportionate [41, 96 99]. Another interesting approach to exploit sparsity is to include a sparsity-promoting penalty (sometimes called regularization) function into the original optimization problem of classical algorithms [1]. Within this approach, most algorithms employ the $l_{1}$ norm as the sparsity-promoting penalty [100-103], but recently an approximation to the $l_{0}$ norm has shown some advantages [8, 104 106]. In addition, these two approaches were combined and tested in [107, 108] yielding interesting results. Observe that in all of the aforementioned approaches something is being included/added to the classical algorithms, thus entailing an increase in their computational complexity.

In this chapter, we use a different strategy to exploit sparsity. Instead of including additional features in the algorithm, as the techniques described in the previous paragraph, we actually discard some coefficients, thus reducing the computational burden. This idea is motivated by the existence of some uncertainty in the coefficients in practical applications. Indeed, a measured sparse impulse response of a system presents a few coefficients concentrating most of the energy, whereas the other coefficients are close to zero, but not precisely equal to zero [8] 1 . Thus, if we have some prior information about the uncertainty in those parameters, then we can replace the parameters which are "lower than" this uncertainty with zero (i.e., discard the coefficients) in order to save computational resources.

In addition to this new way of exploiting sparsity, we also employ the setmembership filtering (SMF) approach [2, 9] in order to generate the Simple SetMembership Affine Projection (S-SM-AP) algorithm, which is mostly the combination of the set-membership affine projection algorithm [31] with our strategy to exploit sparsity. The SMF approach is used just to reduce the computational burden even further since the filter coefficients are updated only when the estimation error is greater than a predetermined threshold.

Moreover, we derive the improved S-SM-AP (IS-SM-AP) algorithm to reduce the overall number of computations required by the S-SM-AP algorithm even further by replacing small coefficients with zero. Also, we obtain the simple affine projection (S-AP) and the improved S-AP (IS-AP) algorithms as special cases of the S-SM-AP and the IS-SM-AP algorithms, respectively. The S-AP and the IS-AP algorithms do not resort to the SMF concept and can be regarded as affine projection algorithms for sparse systems.

Finally, we introduce some sparsity-aware RLS algorithms employing the discard function and the $l_{0}$ norm approximation. The first proposed algorithm, the RLS for sparse systems (S-RLS), sets low weights to the coefficients close to zero and exploits system sparsity with low computational complexity. On the other hand, the second algorithm, the $l_{0}$ norm RLS ( $l_{0}$-RLS), has higher computational complexity in comparison with the S-RLS algorithm. For both algorithms, in order to reduce the computational load further, we apply a data-selective strategy [9] leading to the dataselective S-RLS (DS-S-RLS) and the data-selective $l_{0}$-RLS (DS- $l_{0}$-RLS) algorithms. That is, the proposed algorithms update the weight vector if the output estimation
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The content of this chapter was published in [109, 110]. In Sections 6.1 and 6.2, we review the sparsity-aware SM-AP (SSM-AP) algorithm and the set-membership proportionate AP algorithm (SM-PAPA), respectively. The proposed S-SM-AP algorithm is derived in Section 6.3, Sections 6.5 and 6.6 propose the S-RLS and the $l_{0}$-RLS algorithms, respectively. Simulations are presented in Section 6.7 and Section 6.8 contains the conclusions.

### 6.1 Sparsity-Aware SM-AP Algorithm

In literature, a method to deal with the sparsity has been obtained by adding a penalty function to the original objective function [1, 8, 100, 104, 105]. This penalty function is generally related to the $l_{0}$ or $l_{1}$ norms. Utilizing $l_{0}$ norm has some difficulties since it leads to an NP-hard problem. Therefore, we must try to approximate the $l_{0}$ norm by almost everywhere differentiable functions, for then we can apply stochastic gradient methods to solve the optimization problem. In other words, the $l_{0}$ norm can be estimated by a continuous function $G_{\beta}: \mathbb{R}^{N+1} \rightarrow \mathbb{R}_{+}$, where $\beta \in \mathbb{R}_{+}$is a parameter responsible for controlling the agreement between quality of the estimation and smoothness of $G_{\beta}$. This function must satisfy the following condition [1, 8]

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} G_{\beta}(\mathbf{w})=\|\mathbf{w}\|_{0} \tag{6.1}
\end{equation*}
$$

where $\|\cdot\|_{0}$ denotes the $l_{0}$ norm which, for $\mathbf{w} \in \mathbb{R}^{N+1}$, is defined as $\|\mathbf{w}\|_{0} \triangleq \#\{i \in$ $\left.\mathbb{N}: w_{i} \neq 0\right\}$, in which \# stands for the cardinality of a finite set. Here we present


Figure 6.1: Univariate functions $G_{\beta}(w)$, with $w \in[-1,1]$ and $\beta=5$ : (a) LF; (b) GMF.
four examples of function $G_{\beta}[1,8]$

$$
\begin{align*}
\text { LF }: G_{\beta}(\mathbf{w}) & =\sum_{i=0}^{N}\left(1-e^{-\beta\left|w_{i}\right|}\right)  \tag{6.2a}\\
\text { MLF }: G_{\beta}(\mathbf{w}) & =\sum_{i=0}^{N}\left(1-e^{-0.5 \beta^{2} w_{i}^{2}}\right),  \tag{6.2b}\\
\mathrm{GMF}: G_{\beta}(\mathbf{w}) & =\sum_{i=0}^{N}\left(1-\frac{1}{1+\beta\left|w_{i}\right|}\right),  \tag{6.2c}\\
\mathrm{MGMF}: G_{\beta}(\mathbf{w}) & =\sum_{i=0}^{N}\left(1-\frac{1}{1+\beta^{2} w_{i}^{2}}\right) \tag{6.2d}
\end{align*}
$$

The functions expressed in Equations (6.2a) and (6.2c) are called the multivariate Laplace function (LF) and the multivariate Geman-McClure function (GMF), respectively. Equations (6.2b) and (6.2d) are modifications of the LF and the GMF, respectively, so that they have continuous derivatives too. Figure 6.1 shows the univariate Laplace and Geman-McClure functions for $\beta=5$.

The gradient of $G_{\beta}$ is defined as follows

$$
\begin{equation*}
\nabla G_{\beta}(\mathbf{w}) \triangleq \mathbf{g}_{\beta}(\mathbf{w}) \triangleq\left[g_{\beta}\left(w_{0}\right) \cdots g_{\beta}\left(w_{N}\right)\right]^{T} \tag{6.3}
\end{equation*}
$$

where $g_{\beta}\left(w_{i}\right)=\frac{\partial G_{\beta}(\mathbf{w})}{\partial w_{i}}$. Note that (6.2a) and (6.2C) are not differentiable at the origin, thus we define their derivatives at the origin equal to zero. The derivatives corresponding to (6.2a)- (6.2d) are, respectively,

$$
\begin{align*}
g_{\beta}\left(w_{i}\right) & =\beta \operatorname{sgn}\left(w_{i}\right) \mathrm{e}^{-\beta\left|w_{i}\right|}  \tag{6.4a}\\
g_{\beta}\left(w_{i}\right) & =\beta^{2} w_{i} \mathrm{e}^{-0.5 \beta^{2} w_{i}^{2}}  \tag{6.4b}\\
g_{\beta}\left(w_{i}\right) & =\frac{\beta \operatorname{sgn}\left(w_{i}\right)}{\left(1+\beta\left|w_{i}\right|\right)^{2}}  \tag{6.4c}\\
g_{\beta}\left(w_{i}\right) & =\frac{2 \beta^{2} w_{i}}{\left(1+\beta^{2} w_{i}^{2}\right)^{2}} \tag{6.4d}
\end{align*}
$$

where $\operatorname{sgn}(\cdot)$ denotes the sign function. The interested reader can find the details of approximating the $l_{0}$ norm in [8].

The SSM-AP algorithm performs an update whenever $|e(k)|=\mid d(k)-$ $\mathbf{w}^{T}(k) \mathbf{x}(k) \mid>\bar{\gamma}$, following an update recursion that is an approximation of the solution to the optimization problem [8]

$$
\min \|\mathbf{w}(k+1)-\mathbf{w}(k)\|_{2}^{2}+\alpha\|\mathbf{w}(k+1)\|_{0}
$$

subject to

$$
\begin{equation*}
\mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)=\gamma(k), \tag{6.5}
\end{equation*}
$$

where $\alpha \in \mathbb{R}_{+}$denotes the weight given to the $l_{0}$ norm.
After replacing the $l_{0}$ norm with its approximation $G_{\beta}$, and using the method of Lagrange multipliers, the updating equation of the SSM-AP algorithm is reached as follows [8]

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{X}(k) \mathbf{A}(k)[\mathbf{e}(k)-\gamma(k)] &  \tag{6.6}\\ +\frac{\alpha}{2}\left[\mathbf{X}(k) \mathbf{A}(k) \mathbf{X}^{T}(k)-\mathbf{I}\right] \mathbf{g}_{\beta}(\mathbf{w}(k)) & \text { if }|e(k)|>\bar{\gamma} \\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where $\mathbf{A}(k)=\left(\mathbf{X}^{T}(k) \mathbf{X}(k)\right)^{-1}$.

### 6.2 Set-Membership Proportionate AP Algorithm

The sparsity of the signals in some applications motivates us to update each coefficient of the model independently of the others. Therefore, in adaptive filtering, one of the
most widely used methods to exploit sparsity is by implementing coefficient updates that are proportional to the magnitude of the related coefficients. Thus, the coefficients with large magnitude will update with higher convergence rate and, as a result, we have faster overall convergence speed [97]. This approach leads to a well known family of algorithms called proportionate. A noticeable number of algorithms utilizing the proportionate approach have been already introduced in the literature. Some of them are the proportionate NLMS (PNLMS) [96], the proportionate AP algorithm (PAPA) [99], and their set-membership counterparts [41]. In this section, we review the set-membership PAPA (SM-PAPA). The optimization criterion of the SM-PAPA when it implements an update (i.e., when $|e(k)|>\bar{\gamma})$ is given by

$$
\begin{align*}
& \min \|\mathbf{w}(k+1)-\mathbf{w}(k)\|_{\mathbf{M}^{-1}(k)}^{2} \\
& \text { subject to } \\
& \mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)=\gamma(k) . \tag{6.7}
\end{align*}
$$

The norm in this optimization criterion is defined as $\|\mathbf{w}\|_{\mathbf{M}}^{2} \triangleq \mathbf{w}^{T} \mathbf{M w}$ and matrix $\mathbf{M}(k)$ is a diagonal weighting matrix of the form

$$
\begin{equation*}
\mathbf{M}(k) \triangleq \operatorname{diag}\left[m_{0}(k) \cdots m_{N}(k)\right] \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{i}(k) \triangleq \frac{1-r \mu(k)}{N}+\frac{r \mu(k)\left|w_{i}(k)\right|}{\|\mathbf{w}(k)\|_{1}} \tag{6.9}
\end{equation*}
$$

with

$$
\mu(k)= \begin{cases}1-\frac{\bar{\gamma}}{|e(k)|} & \text { if }|e(k)|>\bar{\gamma}  \tag{6.10}\\ 0 & \text { otherwise }\end{cases}
$$

and $r \in[0,1]$. Also, $\|\cdot\|_{1}$ stands for the $l_{1}$ norm and for $\mathbf{w} \in \mathbb{R}^{N+1}$ it is defined as $\|\mathbf{w}\|_{1}=\sum_{i=0}^{N}\left|w_{i}\right|$. Utilizing the method of Lagrange multipliers to solve (6.7), the update equation of the SM-PAPA is obtained as follows [41]

$$
\begin{align*}
& \mathbf{w}(k+1)= \\
& \begin{cases}\mathbf{w}(k)+\mathbf{M}(k) \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{M}(k) \mathbf{X}(k)\right]^{-1}[\mathbf{e}(k)-\gamma(k)] & \text { if }|e(k)|>\bar{\gamma} \\
\mathbf{w}(k) & \text { otherwise }\end{cases} \tag{6.11}
\end{align*}
$$

### 6.3 A Simple Set-Membership Affine Projection Algorithm

In the previous sections, we have observed that to exploit sparsity, we require a higher number of arithmetic operations compared to the SM-AP algorithm, which cannot exploit sparsity. Here we introduce a new algorithm to exploit sparsity with low computational complexity. In this algorithm, instead of including/adding something to the classical algorithms, we discard the coefficients close to zero.

In Subsection 6.3.1, we propose a Simple Set-Membership Affine Projection (S-SMAP ) algorithm that exploits the sparsity of the involved system with low computational complexity. For this purpose, the strategy consists in not updating the coefficients of the sparse filter which are close to zero. Then, in Subsection 6.3.2, we include a discussion of some characteristics of the proposed algorithm. In Subsection 6.3.3, we introduce an improved version of the proposed algorithm aiming at reducing the computational burden even further. Finally, in Subsection 6.3.4, we derive the S-AP and IS-AP algorithms by not employing the SMF technique.

### 6.3.1 Derivation of the S-SM-AP algorithm

Let us define the discard function $f_{\epsilon}: \mathbb{R} \rightarrow \mathbb{R}$ for the positive constant $\epsilon$ as follows

$$
f_{\epsilon}(w)= \begin{cases}w & \text { if }|w|>\epsilon  \tag{6.12}\\ 0 & \text { if }|w| \leq \epsilon\end{cases}
$$

That is, function $f_{\epsilon}$ discards the values of $w$ which are close to zero. The parameter $\epsilon$ defines what is considered as close to zero and, therefore, should be chosen based on some a priori information about the relative importance of a coefficient to the sparse system. Figure 6.2 depicts the function $f_{\epsilon}(w)$ for $\epsilon=10^{-4}$. Note that the function $f_{\epsilon}(w)$ is not differentiable at $\pm \epsilon$, however, we need to differentiate this function in order to derive the S-SM-AP algorithm. To address this issue, we define the derivative of $f_{\epsilon}(w)$ at $+\epsilon$ and $-\epsilon$ as equal to the left and the right derivatives, respectively. Thus, the derivative of $f_{\epsilon}(w)$ at $\pm \epsilon$ is zero. Define the discard vector function $\mathbf{f}_{\epsilon}: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N+1}$ as

$$
\mathbf{f}_{\epsilon}(\mathbf{w})=\left[\begin{array}{llll}
f_{\epsilon}\left(w_{0}\right) & \cdots & f_{\epsilon}\left(w_{N}\right) \tag{6.13}
\end{array}\right]^{T} .
$$



Figure 6.2: Discard function $f_{\epsilon}(w)$ for $\epsilon=10^{-4}$.

The S-SM-AP algorithm updates the coefficients whose absolute values are larger than $\epsilon$ whenever the error is such that $|e(k)|=\left|d(k)-\mathbf{w}^{T}(k) \mathbf{x}(k)\right|>\bar{\gamma}$. Let $\psi^{L+1}(k)$ denote the intersection of the last $L+1$ constraint sets and state the following optimization criterion for the vector update whenever $\mathbf{w}(k) \notin \psi^{L+1}(k)$

$$
\begin{align*}
& \min \frac{1}{2}\left\|\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))-\mathbf{w}(k)\right\|^{2} \\
& \text { subject to } \\
& \mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)=\boldsymbol{\gamma}(k) . \tag{6.14}
\end{align*}
$$

In order to solve this optimization problem, we construct the Lagrangian $\mathbb{L}$ as

$$
\begin{equation*}
\mathbb{L}=\frac{1}{2}\left\|\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))-\mathbf{w}(k)\right\|^{2}+\boldsymbol{\lambda}^{T}(k)\left[\mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k+1)-\gamma(k)\right], \tag{6.15}
\end{equation*}
$$

where $\boldsymbol{\lambda}(k) \in \mathbb{R}^{L+1}$ is a vector of Lagrange multipliers. After differentiating the above equation with respect to $\mathbf{w}(k+1)$ and setting the result equal to zero, we obtain

$$
\begin{equation*}
\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))=\mathbf{w}(k)+\mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k+1)) \mathbf{X}(k) \boldsymbol{\lambda}(k), \tag{6.16}
\end{equation*}
$$

where $\mathbf{F}_{\epsilon}(\mathbf{w}(k+1))$ is the Jacobian matrix of $\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))$. In Equation (6.16), by employing a similar strategy as the PASTd (projection approximation subspace tracking with deflation) [111], we replace $\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))$ and $\mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k+1))$ with $\mathbf{w}(k+1)$ and $\mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k))$, respectively, in order to form the recursion, then we obtain

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k)) \mathbf{X}(k) \boldsymbol{\lambda}(k) . \tag{6.17}
\end{equation*}
$$

If we substitute the above equation in the constraint relation (6.14), then we will find $\boldsymbol{\lambda}(k)$ as follows

$$
\begin{equation*}
\boldsymbol{\lambda}(k)=\left(\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k)) \mathbf{X}(k)\right)^{-1}(\mathbf{e}(k)-\gamma(k)) \tag{6.18}
\end{equation*}
$$

Replacing (6.18) into (6.17) leads to the following updating equation

$$
\begin{align*}
\mathbf{w}(k+1) & =\mathbf{w}(k) \\
& +\mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k)) \mathbf{X}(k)\left(\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}^{-1}(\mathbf{w}(k)) \mathbf{X}(k)\right)^{-1}(\mathbf{e}(k)-\gamma(k)) . \tag{6.19}
\end{align*}
$$

Note that $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is not an invertible matrix and, therefore, we apply the MoorePenrose pseudoinverse (generalization of the inverse matrix) instead of the standard inverse. However, $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is a diagonal matrix with diagonal entries equal to zero or one. Indeed, for the components of $\mathbf{w}(k)$ whose absolute values are larger than $\epsilon$, their corresponding entries on the diagonal matrix $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ are equal to one, whereas the remaining entries are zero. Hence, the pseudoinverse of $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is again $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$. As a result, the update equation of the S-SM-AP algorithm is as follows

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{w}(k)+\mathbf{q}(k) & \text { if }|e(k)|>\bar{\gamma},  \tag{6.20}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\mathbf{q}(k)=\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)+\delta \mathbf{I}\right]^{-1}(\mathbf{e}(k)-\gamma(k)) . \tag{6.21}
\end{equation*}
$$

Note that, we applied a regularization factor $\delta \mathbf{I}$ in (6.21) in order to avoid numerical problems in the matrix inversion. The S-SM-AP algorithm is described in Table 6.1.

### 6.3.2 Discussion of the S-SM-AP algorithm

## Computational Complexity

The update equation of the S-SM-AP algorithm is similar to the update equation of the SM-AP algorithm, but the former one updates only the subset of coefficients of $\mathbf{w}(k)$ whose absolute values are larger than $\epsilon$. As a result, the role of matrix $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is to discard some coefficients of $\mathbf{w}(k)$, thus reducing the computational complexity when compared to the SM-AP algorithm.

Table 6.1: Simple set-membership affine projection algorithm (S-SM-AP)

| S-SM-AP Algorithm |
| :--- |
| Initialization |
| $\mathbf{w}(0)=[11 \cdots 1]^{T}$ |
| choose $\bar{\gamma}$ around $\sqrt{5 \sigma_{n}^{2}}$ and small constant $\delta>0$ |
| Do for $k>0$ |
| $\mathbf{e}(k)=\mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k)$ |
| if $\|e(k)\|>\bar{\gamma}$ |
| $\mathbf{q}(k)=\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)+\delta \mathbf{I}\right]^{-1}(\mathbf{e}(k)-\gamma(k))$ |
| $\mathbf{w}(k+1)=\mathbf{w}(k)+\mathbf{q}(k)$ |
| else |
| $\mathbf{w}(k+1)=\mathbf{w}(k)$ |
| end |
| end |

The computational complexity for each update of the weight vector of the SMPAPA [41], the SSM-AP [8], and the proposed S-SM-AP algorithms are listed in Table 6.2. The filter order and the memory length factors are $N$ and $L$, respectively. It should be noted that the number of operations in Table 6.2 is presented for the full update of all coefficients. In other words, for the S-SM-AP algorithm we have presented the worst case scenario which is equivalent to setting $\epsilon=0.2$ while in practice we are updating only the coefficients with absolute values larger than a predetermined positive constant. Also, it is notable that the number of divisions in the S-SM-AP algorithm is less than the SM-PAPA and SSM-AP algorithms. This is quite significant, as divisions are more complex than other operations. Figures 6.3(a) and 6.3(b) show a comparison of the total number of arithmetic operations required by the SM-PAPA, the SSM-AP, and the S-SM-AP algorithms for two cases: $N=15$, variable $L$ and $L=3$, variable $N$. As can be seen, the S-SM-AP algorithm is much less complex than the other two algorithms, especially for high values of $N$ and $L$.

## Initialization

Unlike classical algorithms in which the initialization of the weight vector is often chosen as $\mathbf{w}(0)=\mathbf{0}$, this same procedure cannot be applied to the proposed algorithm. If the initial coefficients have absolute values lower than $\epsilon$, then the matrix $\mathbf{F}_{\epsilon}$ is equal to
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Figure 6.3: The numerical complexity of the SM-PAPA, the SSM-AP, and the IS-SM-AP algorithms for two cases: (a) $N=15$, variable $L$; (b) $L=3$, variable $N$.

Table 6.2: Number of operations for SM-PAPA, SSM-AP, and S-SM-AP algorithms

| Algorithm | Addition \& Subtraction | Multiplication | Division |
| :---: | :---: | :---: | :---: |
| SM-PAPA | $\begin{gathered} N^{2}+\left(L^{2}+4 L+5\right) N+ \\ \left(2 L^{3}+5 L^{2}+7 L+5\right) \\ \hline \end{gathered}$ | $\begin{gathered} \left(L^{2}+5 L+7\right) N+ \\ \left(2 L^{3}+6 L^{2}+9 L+8\right) \end{gathered}$ | $\begin{gathered} 2 N+ \\ \left(2 L^{2}+4 L+4\right) \end{gathered}$ |
| SSM-AP | $\begin{gathered} \left(L^{2}+6 L+7\right) N+ \\ \left(2 L^{3}+6 L^{2}+9 L+7\right) \end{gathered}$ | $\begin{gathered} \left(L^{2}+6 L+9\right) N+ \\ \left(2 L^{3}+7 L^{2}+12 L+11\right) \end{gathered}$ | $\begin{gathered} N+ \\ \left(2 L^{2}+4 L+3\right) \end{gathered}$ |
| S-SM-AP | $\begin{gathered} \frac{1}{2}\left(L^{2}+5 L+6\right) N \\ \frac{1}{2}\left(L^{3}+4 L^{2}+11 L+8\right) \end{gathered}$ | $\begin{gathered} \frac{1}{2}\left(L^{2}+5 L+6\right) N \\ \frac{1}{2}\left(L^{3}+6 L^{2}+11 L+8\right) \\ \hline \end{gathered}$ | $L^{2}$ |

the zero matrix, and it does not allow any update. Indeed, for the S-SM-AP algorithm, each of the coefficients should be initialized as $\left|w_{i}(0)\right|>\epsilon$ for $i=0,1, \cdots, N$.

## Relation with other algorithms

The similarities and differences between the proposed algorithm and the SM-AP algorithm were already addressed when we discussed the complexity of these algorithms. Now, one should observe that the update equation of the S-SM-AP algorithm is similar to the one of the set-membership partial update affine projection (SM-PUAP) algorithm [2], in which our matrix $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is replaced by a diagonal matrix $\mathbf{C}$ also with entries equal to 1 or 0 , but there is no specific form to set/select $\mathbf{C}$. Therefore,
the proposed algorithm can be considered as a particular case of the SM-PUAP in which there is a mathematically defined way (based on the sparsity of the unknown system) to select the coefficients that are relevant and the ones that will be discarded. Regarding the memory requirements of the proposed algorithm, they are the same as in the AP algorithm, i.e., determined by the data-reuse factor $L$.

### 6.3.3 The Improved S-SM-AP (IS-SM-AP) algorithm

As we can observe in the update equation of the S-SM-AP algorithm, if a coefficient of the weight vector falls inside the interval $[-\epsilon,+\epsilon]$, then in the next update this coefficient does not update since it is eliminated by the discard function. On the other hand, the coefficients $w_{i}(k)$ inside the interval $[-\epsilon,+\epsilon]$ are close to zero, and the best intuitive approximation for them is zero (the center of the interval). Besides, making these coefficients $w_{i}(k)$ equal to zero implies in a reduction of computational complexity, because it reduces the number of operations required to compute the output of the adaptive filter $y(k)=\mathbf{x}^{T}(k) \mathbf{w}(k) \cdot 3$ For this purpose, we multiply $\mathbf{w}(k)$ by $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$, and obtain the Improved S-SM-AP (IS-SM-AP) algorithm as follows

$$
\mathbf{w}(k+1)= \begin{cases}\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{w}(k)+\mathbf{q}(k) & \text { if }|e(k)|>\bar{\gamma}  \tag{6.22}\\ \mathbf{w}(k) & \text { otherwise }\end{cases}
$$

Table 6.3 illustrates the IS-SM-AP algorithm.

### 6.3.4 The S-AP and the IS-AP algorithms

By adopting the bound $\bar{\gamma}=0$, the S-SM-AP algorithm will convert to the S-AP algorithm with unity step size. Therefore, the S-AP algorithm can be described as follows

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)+\delta \mathbf{I}\right]^{-1} \mathbf{e}(k) \tag{6.23}
\end{equation*}
$$

where $\mu$ is the convergence factor.
By the same argument, we can obtain the update equation of the IS-AP algorithm
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| IS-SM-AP Algorithm |
| :--- |
| Initialization |
| $\mathbf{w}(0)=[11 \cdots 1]^{T}$ |
| choose $\bar{\gamma}$ around $\sqrt{5 \sigma_{n}^{2}}$ and small constant $\delta>0$ |
| Do for $k>0$ |
| $\mathbf{e}(k)=\mathbf{d}(k)-\mathbf{X}^{T}(k) \mathbf{w}(k)$ |
| if $\|e(k)\|>\bar{\gamma}$ |
| $\mathbf{q}(k)=\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)+\delta \mathbf{I}\right]^{-1}(\mathbf{e}(k)-\gamma(k))$ |
| $\mathbf{w}(k+1)=\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{w}(k)+\mathbf{q}(k)$ |
| else |
| $\mathbf{w}(k+1)=\mathbf{w}(k)$ |
| end |
| end |

as below

$$
\begin{align*}
\mathbf{w}(k+1)= & \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{w}(k) \\
& +\mu \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)\left[\mathbf{X}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{X}(k)+\delta \mathbf{I}\right]^{-1} \mathbf{e}(k) \tag{6.24}
\end{align*}
$$

where $\mu$ is the convergence factor. These algorithms are counterparts of the AP algorithm, however they can exploit the sparsity in systems.

Remark: In the previous sections, we have focused on the AP algorithms. However, the NLMS and the binormalized data-reusing LMS algorithms can be derived as special cases of the AP algorithms. Indeed, by choosing $L=0$ and 1 , the AP algorithms will be reduced to the NLMS and the binormalized data-reusing LMS algorithms, respectively.

### 6.4 Some issues of the S-SM-AP and the IS-SM-AP Algorithms

As we discussed in Subsection 6.3.2, the proposed S-SM-AP and the IS-SM-AP algorithms are sensitive to the initialization. In fact, the absolute value of parameters of $\mathbf{w}(0)$ have to be greater than $\epsilon$ and $w_{i}(0) w_{o i}>0$ for $i=0, \cdots, N$, i.e., $w_{i}(0)$ and $w_{o i}$ must have the same sign, where $w_{o i}$ is the $i$-th component of the unknown system. Moreover, when the system is time-varying, these algorithms cannot track the system.

Table 6.4: Discard set-membership affine projection algorithm (D-SM-AP)


In other words, if a coefficient falls inside $[-\epsilon, \epsilon]$, then it cannot go out. Thus, in the case of time-varying systems, it means that the algorithm is unable to track the system.

To address this issue, we can use an auxiliary weight vector $\mathbf{m}(k)$ as in [114]. Through this technique, the discard function applies only to the auxiliary weight vector, and we can propose the discard SM-AP (D-SM-AP) algorithm. The D-SM-AP algorithm is presented in Table 6.4. Note that the computational burden of the D-SMAP algorithm is higher than the IS-SM-AP and the S-SM-AP algorithms. However, it can be utilized in time-varying systems, and we can adopt any initialization $\mathbf{w}(0)$.

### 6.5 Recursive Least-Squares Algorithm Exploiting Sparsity

In this section, we utilize the discard function to introduce an RLS algorithm for sparse systems. In Subsection 6.5.1, we derive the S-RLS algorithm that exploits the sparsity of the estimated parameters by giving low weight to the small coefficients. For this purpose, the strategy consists in multiplying the coefficients of the sparse filter which are close to zero by a small constant. Then, in Subsection 6.5.2, we include a discussion of some characteristics of the proposed algorithm. Subsection 6.5.3 briefly describes the DS-S-RLS algorithm, the data-selective version of the S-RLS algorithm.

### 6.5.1 Derivation of the S-RLS algorithm

We utilize the discard vector function defined in Equation (6.13) in order to introduce the objective function of the S-RLS algorithm as follows

$$
\begin{equation*}
\min \xi^{d}(k)=\sum_{i=0}^{k} \lambda^{k-i}\left[d(i)-\mathbf{x}^{T}(i) \mathbf{f}_{\epsilon}(\mathbf{w}(k))\right]^{2}, \tag{6.25}
\end{equation*}
$$

where the parameter $\lambda$ is an exponential weighting factor that should be selected in the range $0 \ll \lambda \leq 1$.

By differentiating $\xi^{d}(k)$ with respect to $\mathbf{w}(k)$, we obtain

$$
\begin{equation*}
\frac{\partial \xi^{d}(k)}{\partial \mathbf{w}(k)}=-2 \sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i)\left[d(i)-\mathbf{x}^{T}(i) \mathbf{f}_{\epsilon}(\mathbf{w}(k))\right] \tag{6.26}
\end{equation*}
$$

where $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is the Jacobian matrix of $\mathbf{f}_{\epsilon}(\mathbf{w}(k))$ (see (6.13)). By equating the above equation to zero, we find the optimal vector $\mathbf{w}(k)$ that solves the least-square problem, as follows

$$
-\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{f}_{\epsilon}(\mathbf{w}(k))+\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) d(i)=\left[\begin{array}{c}
0  \tag{6.27}\\
\vdots \\
0
\end{array}\right]
$$

Therefore,

$$
\begin{equation*}
\mathbf{f}_{\epsilon}(\mathbf{w}(k))=\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i)\right]^{-1} \times \sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) d(i) \tag{6.28}
\end{equation*}
$$

Note that $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is a diagonal matrix with diagonal entries equal to zero or one. Indeed, for the components of $\mathbf{w}(k)$ whose absolute values are larger than $\epsilon$, their corresponding entries on the diagonal matrix $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ are one, whereas the remaining entries are zero. Hence,

$$
\begin{align*}
\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) & =\mathbf{F}_{\epsilon}^{2}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i)=\mathbf{F}_{\epsilon}(\mathbf{w}(k))\left(\mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k))\right)^{T} \mathbf{x}^{T}(i) \\
& =\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \tag{6.29}
\end{align*}
$$

By utilizing (6.29) in (6.28) and replacing $\mathbf{f}_{\epsilon}(\mathbf{w}(k))$ by $\mathbf{w}(k+1)$, we get

$$
\begin{align*}
\mathbf{w}(k+1) & =\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k))\right]^{-1} \times \sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) d(i) \\
& =\mathbf{R}_{D, \epsilon}^{-1}(k) \mathbf{p}_{D, \epsilon}(k) \tag{6.30}
\end{align*}
$$

where $\mathbf{R}_{D, \epsilon}(k)$ and $\mathbf{p}_{D, \epsilon}(k)$ are called the deterministic correlation matrix of the input signal and the deterministic cross-correlation vector between the input and the desired signals, respectively. Whenever the $i$-th diagonal entry of matrix $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ is zero, it is replaced by a small power-of-two (e.g., $2^{-5}$ ) multiplied by the sign of the component $w_{i}(k)$ in order to avoid that matrix $\mathbf{R}_{D, \epsilon}(k)$ becomes ill conditioned.

If we apply the direct method to calculate the inverse of $\mathbf{R}_{D, \epsilon}(k)$, then the resulting algorithm has computational complexity of $O\left[N^{3}\right]$. Generally, in the traditional RLS algorithm, the inverse matrix is computed through the matrix inversion lemma [32]. In matrix inversion lemma, we have

$$
\begin{equation*}
[\mathbf{A}+\mathbf{B C D}]^{-1}=\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left[\mathbf{D A}^{-1} \mathbf{B}+\mathbf{C}^{-1}\right]^{-1} \mathbf{D} \mathbf{A}^{-1} \tag{6.31}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ are matrices of appropriate dimensions, and $\mathbf{A}$ and $\mathbf{C}$ are invertible. If we choose $\mathbf{A}=\lambda \mathbf{R}_{D, \epsilon}(k-1), \mathbf{B}=\mathbf{D}^{T}=\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k)$, and $\mathbf{C}=1$ then by using the matrix inversion lemma, the inverse of the deterministic correlation matrix can be calculated in the form

$$
\begin{align*}
\mathbf{S}_{D, \epsilon}(k) & =\mathbf{R}_{D, \epsilon}^{-1}(k) \\
& =\frac{1}{\lambda}\left[\mathbf{S}_{D, \epsilon}(k-1)-\frac{\mathbf{S}_{D, \epsilon}(k-1) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) \mathbf{x}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{S}_{D, \epsilon}(k-1)}{\lambda+\mathbf{x}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{S}_{D, \epsilon}(k-1) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k)}\right] . \tag{6.32}
\end{align*}
$$

The resulting equation to compute $\mathbf{R}_{D, \epsilon}^{-1}(k)$ has computational complexity of $O\left[N^{2}\right]$, whereas the computational resources for the direct inversion is of order $N^{3}$. Finally,

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{S}_{D, \epsilon}(k) \mathbf{p}_{D, \epsilon}(k) \tag{6.33}
\end{equation*}
$$

Table 6.5 describes the S-RLS algorithm.
We can introduce the alternative S-RLS (AS-RLS) algorithm in order to decrease the computational load of the S-RLS. Assuming $\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \approx \mathbf{F}_{\epsilon}(\mathbf{w}(k-1))$, we can

Table 6.5: Recursive least-squares algorithm for sparse systems (S-RLS)

| S-RLS Algorithm |
| :--- |
| Initialization |
| $\mathbf{S}_{D, \epsilon}(-1)=\delta \mathbf{I}$ |
| where $\delta$ can be the inverse of the input signal power estimate |
| $\mathbf{p}_{D, \epsilon}(-1)=\left[\begin{array}{ll}0 & \cdots \\ \mathbf{w}(0)=\left[\begin{array}{ll}1\end{array}\right]^{T} \\ \text { Do for } k \geq 0 & 1\end{array}\right]^{T}$ |
| compute $\mathbf{S}_{D, \epsilon}(k)$ through Equation (6.32) |
| $\mathbf{p}_{D, \epsilon}(k)=\lambda \mathbf{p}_{D, \epsilon}(k-1)+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k)$ |
| $\mathbf{w}(k+1)=\mathbf{S}_{D, \epsilon}(k) \mathbf{p}_{D, \epsilon}(k)$ |
| end |

rewrite Equation (6.30) as

$$
\begin{align*}
& {\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k))\right] \mathbf{w}(k+1)=\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) d(i)} \\
& =\lambda\left[\sum_{i=0}^{k-1} \lambda^{k-i-1} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) d(i)\right]+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k) \\
& \approx \lambda\left[\sum_{i=0}^{k-1} \lambda^{k-i-1} \mathbf{F}_{\epsilon}(\mathbf{w}(k-1)) \mathbf{x}(i) d(i)\right]+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k) \\
& =\lambda \mathbf{p}_{D, \epsilon}(k-1)+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k) \tag{6.34}
\end{align*}
$$

By considering that $\mathbf{R}_{D, \epsilon}(k-1) \mathbf{w}(k)=\mathbf{p}_{D, \epsilon}(k-1)$, we obtain

$$
\begin{align*}
& {\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k))\right] \mathbf{w}(k+1)} \\
& \approx \lambda \mathbf{R}_{D, \epsilon}(k-1) \mathbf{w}(k)+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k) \\
& =\left[\sum_{i=0}^{k-1} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k-1)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k-1))\right] \mathbf{w}(k)+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k) \\
& \approx\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(i) \mathbf{x}^{T}(i) \mathbf{F}_{\epsilon}(\mathbf{w}(k))-\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) \mathbf{x}^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k))\right] \mathbf{w}(k) \\
& +\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k) . \tag{6.35}
\end{align*}
$$

Table 6.6: Alternative recursive least-squares algorithm for sparse systems

| AS-RLS Algorithm |
| :--- |
| Initialization |
| $\mathbf{S}_{D, \epsilon}(-1)=\delta \mathbf{I}$ |
| where $\delta$ can be inverse of the input signal power estimate |
| $\mathbf{w}(0)=[11 \cdots 1]^{T}$ |
| Do for $k \geq 0$ |
| $e(k)=d(k)-\mathbf{x}^{T}(k) \mathbf{w}(k)$ |
| $\psi(k)=\mathbf{S}_{D, \epsilon}(k-1) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k)$ |
| $\mathbf{S}_{D, \epsilon}(k)=\frac{1}{\lambda}\left[\mathbf{S}_{D, \epsilon}(k-1)-\frac{{ }_{2}(k) \psi^{T}(k)}{\lambda+\psi^{T}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k)}\right]$ |
| $\mathbf{w}(k+1)=\mathbf{w}(k)+e(k) \mathbf{S}_{D, \epsilon}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k)$ |
| end |

Then, by using Equation (6.29) and a few manipulations, we get

$$
\begin{equation*}
\mathbf{w}(k+1) \approx \mathbf{w}(k)+e(k) \mathbf{S}_{D, \epsilon}(k) \mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) \tag{6.36}
\end{equation*}
$$

where $e(k)=d(k)-\mathbf{x}^{T}(k) \mathbf{w}(k)$. Table 6.6 illustrates the AS-RLS algorithm.

### 6.5.2 Discussion of the S-RLS algorithm

The update equation of the S-RLS algorithm is similar to the update equation of the RLS algorithm, but the former gives importance only to the subset of coefficients of $\mathbf{w}(k)$ whose absolute values are larger than $\epsilon$. The matrix $\mathbf{F}_{\epsilon}(\mathbf{w}(k))$ defines the important coefficients of $\mathbf{w}(k)$.

### 6.5.3 DS-S-RLS algorithm

In this subsection, our goal is to reduce the update rate of the S-RLS algorithm. In fact, when the current weight vector is acceptable, i.e., the output estimation error is small, we can save computational resources by avoiding the new update. The data selective S-RLS (DS-S-RLS) algorithm updates whenever the output estimation error is larger than a prescribed value $\bar{\gamma}$, i.e., when $|e(k)|=\left|d(k)-\mathbf{w}^{T}(k) \mathbf{x}(k)\right|>\bar{\gamma}$. Therefore, the DS-S-RLS algorithm reduces the computational complexity by avoiding updates whenever the estimate is acceptable. Table 6.7 describes the DS-S-RLS algorithm.

Table 6.7: Data-selective recursive least-squares algorithm for sparse systems (DS-SRLS)

| DS-S-RLS Algorithm |
| :--- |
| Initialization |
| $\mathbf{S}_{D, \epsilon}(-1)=\delta \mathbf{I}$ |
| where $\delta$ can be the inverse of the input signal power estimate |
| choose $\bar{\gamma}$ around $\sqrt{5 \sigma_{n}^{2}}$ |
| $\mathbf{p}_{D, \epsilon}(-1)=[00 \cdots]^{T}$ |
| $\mathbf{w}(0)=[11 \cdots 1]^{T}$ |
| Do for $k \geq 0$ |
| $e(k)=d(k)-\mathbf{w}^{T}(k) \mathbf{x}(k)$ |
| if $\|e(k)\|>\bar{\gamma}$ |
| compute $\mathbf{S}_{D, \epsilon}(k)$ through Equation $\sqrt{(6.32)}$ |
| $\mathbf{p}_{D, \epsilon}(k)=\mathbf{p}_{D, \epsilon}(k-1)+\mathbf{F}_{\epsilon}(\mathbf{w}(k)) \mathbf{x}(k) d(k)$ |
| $\mathbf{w}(k+1)=\mathbf{S}_{D, \epsilon}(k) \mathbf{p}_{D, \epsilon}(k)$ |
| else |
| $\mathbf{w}(k+1)=\mathbf{w}(k)$ |
| end |
| end |

## 6.6 $l_{0}$ Norm Recursive Least-Squares Algorithm

In the previous section, we have introduced the S-RLS algorithm for sparse systems utilizing the discard function. Another interesting approach to exploit the system sparsity can be derived by using the $l_{0}$ norm [8] leading to the $l_{0}$-RLS algorithm. However, as mentioned earlier, the resulting optimization problem of $l_{0}$ norm has difficulties due to the discontinuity of the $l_{0}$ norm. Thus, we use Equations (6.2a)(6.2d) to approximate the $l_{0}$ norm.

Therefore, the objective function of the $l_{0}$-RLS algorithm is given by

$$
\begin{equation*}
\min \sum_{i=0}^{k} \lambda^{k-i}\left[d(i)-\mathbf{x}^{T}(i) \mathbf{w}(k)\right]^{2}+\alpha\|\mathbf{w}(k)\|_{0} \tag{6.37}
\end{equation*}
$$

where $\alpha \in \mathbb{R}_{+}$is the weight given to the $l_{0}$ norm penalty. Replacing $\|\mathbf{w}(k)\|_{0}$ by its approximation, we obtain

$$
\begin{equation*}
\min \sum_{i=0}^{k} \lambda^{k-i}\left[d(i)-\mathbf{x}^{T}(i) \mathbf{w}(k)\right]^{2}+\alpha G_{\beta}(\mathbf{w}(k)) . \tag{6.38}
\end{equation*}
$$

Table 6.8: $l_{0}$ norm recursive least-squares algorithm for sparse systems ( $l_{0}$-RLS)

| $\quad l_{0}$-RLS Algorithm |
| :--- |
| Initialization |
| $\mathbf{S}_{D}(-1)=\delta \mathbf{I}$ |
| where $\delta$ can be inverse of the input signal power estimate |
| $\left.\mathbf{p}_{D}(-1)=\left[\begin{array}{lll}0 & 0 & \cdots\end{array}\right]\right]^{T}$ |
| $\mathbf{w}(-1)=\left[\begin{array}{lll}11 & \cdots & 1\end{array}\right]^{T}$ |
| Do for $k \geq 0$ |
| $\mathbf{S}_{D}(k)$ as in Equation $(\underline{6.42)}$ |
| $\mathbf{p}_{D}(k)=\lambda \mathbf{p}_{D}(k-1)+d(k) \mathbf{x}(k)$ |
| $\mathbf{w}(k)=\mathbf{S}_{D}(k)\left(\mathbf{p}_{D}(k)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))\right)$ |
| end |

By differentiating the above equation with respect to $\mathbf{w}(k)$, and equating the result to zero, we get

$$
\begin{align*}
\mathbf{w}(k) & =\left[\sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) \mathbf{x}^{T}(i)\right]^{-1} \times\left(\left(\sum_{i=0}^{k} \lambda^{k-i} \mathbf{x}(i) d(i)\right)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k))\right) \\
& =\mathbf{R}_{D}^{-1}(k)\left(\mathbf{p}_{D}(k)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k))\right) \tag{6.39}
\end{align*}
$$

If we adopt $\mathbf{A}=\lambda \mathbf{R}_{D}(k-1), \mathbf{B}=\mathbf{D}^{T}=\mathbf{x}(k)$, and $\mathbf{C}=1$ then by using the matrix inversion lemma, the update equation of the $l_{0}$-RLS algorithm is given as follows

$$
\begin{equation*}
\mathbf{w}(k)=\mathbf{S}_{D}(k)\left(\mathbf{p}_{D}(k)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))\right), \tag{6.40}
\end{equation*}
$$

where the same strategy as the PASTd (projection approximation subspace tracking with deflation) [111] is employed and $\mathbf{g}_{\beta}(\mathbf{w}(k))$ is replaced by $\mathbf{g}_{\beta}(\mathbf{w}(k-1))$ in order to form the recursion. Also, $\mathbf{p}_{D}(k)$ and $\mathbf{S}_{D}(k)$ are given as follows

$$
\begin{align*}
& \mathbf{p}_{D}(k)=\lambda \mathbf{p}_{D}(k-1)+d(k) \mathbf{x}(k),  \tag{6.41}\\
& \mathbf{S}_{D}(k)=\frac{1}{\lambda}\left[\mathbf{S}_{D}(k-1)-\frac{\mathbf{S}_{D}(k-1) \mathbf{x}(k) \mathbf{x}^{T}(k) \mathbf{S}_{D}(k-1)}{\lambda+\mathbf{x}^{T}(k) \mathbf{S}_{D}(k-1) \mathbf{x}(k)}\right] . \tag{6.42}
\end{align*}
$$

Table 6.8 presents the $l_{0}$-RLS algorithm.
Similarly to the AS-RLS algorithm, we can derive the alternative $l_{0}$-RLS (A- $l_{0}{ }^{-}$

RLS) algorithm. We can rewrite Equation (6.40) as

$$
\begin{equation*}
\mathbf{R}_{D}(k) \mathbf{w}(k)=\mathbf{p}_{D}(k)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))=\lambda \mathbf{p}_{D}(k-1)+\mathbf{x}(k) d(k)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1)) \tag{6.43}
\end{equation*}
$$

By Equation (6.39), we have $\mathbf{R}_{D}(k-1) \mathbf{w}(k-1)=\mathbf{p}_{D}(k-1)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))$, then we get

$$
\begin{align*}
\mathbf{R}_{D}(k) \mathbf{w}(k)= & \lambda \mathbf{R}_{D}(k-1) \mathbf{w}(k-1)+\frac{\lambda \alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1)) \\
& -\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))+\mathbf{x}(k) d(k) \\
= & {\left[\sum_{j=0}^{k} \lambda^{k-i} \mathbf{x}(i) \mathbf{x}^{T}(i)-\mathbf{x}(k) \mathbf{x}^{T}(k)\right] \mathbf{w}(k-1) } \\
& +\frac{(\lambda-1) \alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))+\mathbf{x}(k) d(k) . \tag{6.44}
\end{align*}
$$

If we define the a priori error as

$$
\begin{equation*}
e(k)=d(k)-\mathbf{x}^{T}(k) \mathbf{w}(k-1) \tag{6.45}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathbf{R}_{D}(k) \mathbf{w}(k)=\mathbf{R}_{D}(k) \mathbf{w}(k-1)+e(k) \mathbf{x}(k)+\frac{(\lambda-1) \alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1)) . \tag{6.46}
\end{equation*}
$$

Therefore, the update equation of the $\mathrm{A}-l_{0}$-RLS algorithm is given by

$$
\begin{equation*}
\mathbf{w}(k)=\mathbf{w}(k-1)+\mathbf{S}_{D}(k)\left[e(k) \mathbf{x}(k)+\frac{(\lambda-1) \alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))\right] . \tag{6.47}
\end{equation*}
$$

Table 6.9 presents the $\mathrm{A}-l_{0}$-RLS algorithm.

### 6.6.1 $\mathrm{DS}-l_{0}$-RLS algorithm

In this subsection, we propose the $\mathrm{DS}-l_{0}$-RLS algorithm to decrease the update rate of the $l_{0}$-RLS algorithm. Similarly to the discussion in Subsection 6.5.3, the DS- $l_{0}$-RLS algorithm for sparse systems can be derived by implementing an update in the $l_{0}$-RLS algorithm whenever the output estimation error is larger than a predetermined value $\bar{\gamma}$, i.e., when $|e(k)|=\left|d(k)-\mathbf{w}^{T}(k) \mathbf{x}(k)\right|>\bar{\gamma}$. Hence, the computational resources of the DS- $l_{0}$-RLS algorithm is lower than the $l_{0}$-RLS algorithm since it prevents unnecessary

Table 6.9: Alternative $l_{0}$ norm recursive least-squares algorithm for sparse systems

| $\mathbf{A -} l_{0}$-RLS Algorithm |
| :--- |
|  |
| Initialization |
| $\mathbf{S}_{D}(-1)=\delta \mathbf{I}$ |
| where $\delta$ can be inverse of the input signal power estimate |
| $\mathbf{w}(-1)=[11 \cdots 1]^{T}$ |
| Do for $k \geq 0$ |
| $\quad e(k)=d(k)-\mathbf{x}^{T}(k) \mathbf{w}(k-1)$ |
| $\psi(k)=\mathbf{S}_{D}(k-1) \mathbf{x}(k)$ |
| $\quad \mathbf{S}_{D}(k)=\frac{1}{\lambda}\left[\mathbf{S}_{D}(k-1)-\frac{\psi(k) \psi^{T}(k)}{\lambda+\psi^{T}(k) \mathbf{x}(k)}\right]$ |
| $\quad \mathbf{w}(k)=\mathbf{w}(k-1)+\mathbf{S}_{D}(k)\left[e(k) \mathbf{x}(k)+\frac{(\lambda-1) \alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))\right]$ |
| end |

Table 6.10: Data-selective $l_{0}$ norm recursive least-squares algorithm for sparse systems (DS- $l_{0}$-RLS)

| DS- $l_{0}$-RLS Algorithm |
| :--- |
| Initialization |
| $\mathbf{S}_{D}(-1)=\delta \mathbf{I}$ |
| where $\delta$ can be inverse of the input signal power estimate |
| choose $\bar{\gamma}$ around $\sqrt{5 \sigma_{n}^{2}}$ |
| $\mathbf{p}_{D}(-1)=\left[\begin{array}{lll}0 & 0 & \cdots\end{array}\right]^{T}$ |
| $\mathbf{w}(-1)=\left[\begin{array}{lll}11 & \cdots & 1\end{array}\right]^{T}$ |
| Do for $k \geq 0$ |
| $e(k)=d(k)-\mathbf{w}^{T}(k-1) \mathbf{x}(k)$ |
| if $\|e(k)\|>\bar{\gamma}$ |
| $\mathbf{S}_{D}(k)$ as in Equation |
| $\mathbf{p}_{D}(k)=\lambda \mathbf{p}_{D}(k-1)+d(k) \mathbf{x}(k)$ |
| $\mathbf{w}(k)=\mathbf{S}_{D}(k)\left(\mathbf{p}_{D}(k)-\frac{\alpha}{2} \mathbf{g}_{\beta}(\mathbf{w}(k-1))\right)$ |
| else |
| $\mathbf{w}(k)=\mathbf{w}(k-1)$ |
| end |
| end |

updates. The DS- $l_{0}$-RLS algorithm is described in Table 6.10,
In Subsection 6.7.2, we compare the simulation results of the RLS-based algorithms with the Adaptive Sparse Variational Bayes iterative scheme based on Laplace prior

Table 6.11: Number of operations for AS-RLS, $l_{0}$-RLS, and ASVB-L algorithms

| Algorithm | Addition \& Subtraction | Multiplication | Division |
| :--- | :---: | :---: | :---: |
| AS-RLS | $N^{2}+3 N$ | $N^{2}+5 N+1$ | 1 |
| A- $l_{0}$-RLS | $N^{2}+5 N$ | $N^{2}+9 N+1$ | $N+1$ |
| ASVB-L | $N^{2}+7 N+6$ | $2 N^{2}+10 N+3$ | $6 N+2$ |

(ASVB-L) algorithm [115 117]. Therefore, it is worthwhile to compare the computational complexity of these algorithms. Table 6.11shows the number of real multiplications, real additions, and real divisions must be performed at each iteration by these algorithms.

### 6.7 Simulations

In this section, we present some numerical simulations for the proposed algorithms. In all scenarios, we deal with the system identification problem. In Subsection 6.7.1, we apply the LMS-based algorithms. The numerical results of the RLS-based algorithms are illustrated in Subsection 6.7.2.

### 6.7.1 Simulation results of the LMS-based algorithms

Here, we have applied the algorithms described in this chapter, the NLMS, and the AP algorithms to identify three unknown sparse systems of order $14 \sqrt[4]{4}$ The first one is an arbitrary sparse system $\mathbf{w}_{o}$, the second one is a block sparse system $\mathbf{w}_{o}^{\prime}$, and the third one is a symmetric-block sparse system $\mathbf{w}_{o}^{\prime \prime}$. The coefficients of these three systems are presented in Table 6.12. The input is a binary phase-shift keying (BPSK) signal with variance $\sigma_{x}^{2}=1$. The signal-to-noise ratio (SNR) is set to be 20 dB , i.e., the noise variance is $\sigma_{n}^{2}=0.01$. The data-reuse factor is $L=1$, the bound on the estimation error is set to be $\bar{\gamma}=\sqrt{5 \sigma_{n}^{2}}$, and the threshold bound vector $\gamma(k)$ is selected as the simple-choice constraint vector [8] which is defined as $\gamma_{0}(k)=\frac{\bar{\gamma} e(k)}{|e(k)|}$ and $\gamma_{i}(k)=d(k-i)-\mathbf{w}^{T}(k) \mathbf{x}(k-i)$, for $i=1, \cdots, L$. The initial vector $\mathbf{w}(0)$ and the regularization factor are $10^{-3} \times[1, \cdots, 1]^{T}$ and $10^{-12}$, respectively. The learning curves are the results of averaging of the outcomes of 500 trials.

[^5]Table 6.12: The coefficients of unknown systems $\mathbf{w}_{o}, \mathbf{w}_{o}^{\prime}$, and $\mathbf{w}_{o}^{\prime \prime}$.

| $\mathbf{w}_{o}$ | $\mathbf{w}_{o}^{\prime}$ | $\mathbf{w}_{o}^{\prime \prime}$ |
| :---: | :---: | :---: |
| $\mathbf{2 4 e - 2}$ | $2 \mathrm{e}-7$ | $2 \mathrm{e}-8$ |
| $2 \mathrm{e}-8$ | $-21 \mathrm{e}-10$ | $-1 \mathrm{e}-9$ |
| $\mathbf{- 2 3 e}-\mathbf{2}$ | $17 \mathrm{e}-8$ | $1 \mathrm{e}-7$ |
| $-3 \mathrm{e}-7$ | $21 \mathrm{e}-8$ | $-3 \mathrm{e}-7$ |
| $\mathbf{5 e - 1}$ | $-3 \mathrm{e}-7$ | $\mathbf{- 6 4 e - 3}$ |
| $-1 \mathrm{e}-9$ | $\mathbf{2 4 e - 2}$ | $\mathbf{2 e - 1}$ |
| $\mathbf{2 e - 1}$ | $\mathbf{7 e - 1}$ | $\mathbf{5 e - 1}$ |
| $1 \mathrm{e}-7$ | $\mathbf{2 e - 1}$ | $\mathbf{2 e - 1}$ |
| $-5 \mathrm{e}-8$ | $\mathbf{3 3 e - 2}$ | $\mathbf{- 6 4 e - 3}$ |
| $12 \mathrm{e}-6$ | $\mathbf{- 6 e - 1}$ | $-5 \mathrm{e}-5$ |
| $1 \mathrm{e}-8$ | $-5 \mathrm{e}-7$ | $12 \mathrm{e}-6$ |
| $-5 \mathrm{e}-6$ | $18 \mathrm{e}-9$ | $1 \mathrm{e}-8$ |
| $4 \mathrm{e}-6$ | $-5 \mathrm{e}-7$ | $-5 \mathrm{e}-6$ |
| $-1 \mathrm{e}-7$ | $21 \mathrm{e}-8$ | $4 \mathrm{e}-6$ |
| $\mathbf{- 2 e - 1}$ | $-11 \mathrm{e}-8$ | $-1 \mathrm{e}-5$ |

## Scenario 1

In this scenario, we have implemented the IS-SM-AP, the SSM-AP, the SM-PAPA, and the NLMS algorithms to identify the three unknown sparse systems in Table 6.12. The convergence factor of the NLMS algorithm is $\mu=0.9$. The constant $\epsilon$ in the IS-SM-AP algorithm is chosen as $2 \times 10^{-4}$; that is, on average, 5 out of 15 coefficients (boldface coefficients in $\mathbf{w}_{o}, \mathbf{w}_{o}^{\prime}$, and $\mathbf{w}_{o}^{\prime \prime}$ ) are updated at each iteration. We have selected $\alpha=5 \times 10^{-3}, \beta=5$, and $\varepsilon=100$ for the SM-PAPA and the SSM-AP algorithms. In the SSM-AP algorithm, we have used the GMF as the approximation of the $l_{0}$ norm.

Figures 6.4(a). 6.4(b), and 6.4(c) depict the learning curves for the IS-SM-AP, the SM-PAPA, the SSM-AP, and the NLMS algorithms to identify the unknown systems $\mathbf{w}_{o}, \mathbf{w}_{o}^{\prime}$, and $\mathbf{w}_{o}^{\prime \prime}$, respectively. The average number of updates implemented by the IS-SM-AP, the SM-PAPA, and the SSM-AP algorithms are given in columns 2 to 4 of Table 6.13,

In addition, we have applied all the aforementioned algorithms in this scenario, using the parameters that were already defined in the previous paragraph, but changing the input signal model to an autoregressive (AR) process in order to identify the unknown system $\mathbf{w}_{o}$. The new input signal is generated as a first-order AR process


Figure 6.4: The learning curves of the SM-PAPA, the SSM-AP, the IS-SM-AP, and the NLMS algorithms applied on: (a) $\mathbf{w}_{o}$; (b) $\mathbf{w}_{o}^{\prime}$; (c) $\mathbf{w}_{o}^{\prime \prime}$.
defined as $x(k)=0.95 x(k-1)+n(k)$. In this case, the learning curves of the algorithms are shown in Figure 6.5, and the average number of updates performed by the IS-SMAP, the SM-PAPA, and the SSM-AP algorithms are presented in the fifth column of Table 6.13. Also, the number of arithmetic operations required by the IS-SM-AP, the SM-PAPA, and the SSM-AP algorithms in whole iterations are 41635, 110835, and 84396, respectively.

Observe that, in every scenario we tested, the IS-SM-AP algorithm performed as well as the other state-of-the-art sparsity-aware algorithms, but this algorithm has the


Figure 6.5: The learning curves of the SM-PAPA, the SSM-AP, the IS-SM-AP, and the NLMS algorithms applied on $\mathbf{w}_{o}$ using AR input signal.
advantage of requiring fewer computations since at each iteration in which an update occurs only a subset (on average, one third) of the coefficients is updated. Another interesting observation is that the SM-PAPA algorithm works better with BPSK input signal, whereas the SSM-AP algorithm is slightly better when a correlated input signal is used.

## Scenario 2

In this scenario, we have applied the AP and the IS-AP algorithms to identify the three unknown sparse systems in Table 6.12. To identify $\mathbf{w}_{o}$ and $\mathbf{w}_{o}^{\prime}$ we choose the convergence factor $\mu=0.6$ and to identify $\mathbf{w}_{o}^{\prime \prime}$ we adopt $\mu=0.1$. Figures 6.6(a), 6.6(b), and 6.6(c) show the learning curves for the AP and the IS-AP algorithms to identify the unknown systems $\mathbf{w}_{o}, \mathbf{w}_{o}^{\prime}$, and $\mathbf{w}_{o}^{\prime \prime}$, respectively.

Moreover, we have applied the AP and the IS-AP algorithms in this scenario, with same parameters, but changing the input signal model to an autoregressive (AR) as

Table 6.13: The average number of updates implemented by the IS-SM-AP, the SMPAPA, and the SSM-AP algorithms

| Algorithm | $\mathbf{w}_{o}$ BPSK input | $\mathbf{w}_{o}^{\prime}$ BPSK input | $\mathbf{w}_{o}^{\prime \prime}$ BPSK input | $\mathbf{w}_{o}^{\prime \prime}$ AR input |
| :--- | :---: | :---: | :---: | :---: |
| IS-SM-AP | $6.3 \%$ | $6.3 \%$ | $7.6 \%$ | $8.4 \%$ |
| SM-PAPA | $5.3 \%$ | $5.3 \%$ | $5.9 \%$ | $7.7 \%$ |
| SSM-AP | $8.9 \%$ | $8.9 \%$ | $20.5 \%$ | $5.6 \%$ |



Figure 6.6: The learning curves of the AP and the IS-AP algorithms applied on: (a) $\mathbf{w}_{o} ;(\mathrm{b}) \mathbf{w}_{o}^{\prime} ;(\mathrm{c}) \mathbf{w}_{o}^{\prime \prime}$.


Figure 6.7: The learning curves of the AP and the IS-AP algorithms applied on $\mathbf{w}_{o}$ using AR input signal.

Scenario 1 to identify the unknown system $\mathbf{w}_{o}$. The convergence factor $\mu$ is equal to 0.6. Their learning curves are shown in Figure 6.7. By comparing Figures 6.5 and 6.7 we can observe the value of set-membership filtering. In fact, by utilizing the SMF approach not only we have a lower number of arithmetic operations, but also we improve the steady state performance. Note that, we have obtained better MSE in all figures of Scenario 1 compared to their corresponding figures in Scenario 2.

### 6.7.2 Simulation results of the RLS-based algorithms

Here, the RLS, the S-RLS, the AS-RLS, the $l_{0}$-RLS, the A- $l_{0}$-RLS, the ASVB-L 115 117], the DS-S-RLS, the DS- $l_{0}$-RLS, and the data-selective ASVB-L (DS-ASVB-L) algorithms are tested to identify three unknown sparse systems of order 14 . The first model is an arbitrary sparse system $\mathbf{w}_{o}$, the second model is a block sparse system $\mathbf{w}_{o}^{\prime}$, and the third model, $\mathbf{w}_{o}^{\prime \prime \prime}$, is a sparse system which its coefficients changes at $500 t h$ and


Figure 6.8: The learning curves of the RLS, the S-RLS, the $l_{0}$-RLS, and the ASVB-L algorithms applied to identify: (a) $\mathbf{w}_{o}$; (b) $\mathbf{w}_{o}^{\prime}$; (c) $\mathbf{w}_{o}^{\prime \prime \prime}$.
$1000 t h$ iterations. The coefficients of $\mathbf{w}_{o}$ and $\mathbf{w}_{o}^{\prime}$ are listed in Table 6.12. The input is an autoregressive signal generated by $x(k)=0.95 x(k-1)+n(k-1)$. The signal-to-noise ratio (SNR) is set to be 20 dB , meaning that the noise variance is $\sigma_{n}^{2}=0.01$. The bound on the estimation error is set to be $\bar{\gamma}=\sqrt{5 \sigma_{n}^{2}}$. The initial vector $\mathbf{w}(0)$ and $\lambda$ are $[1, \cdots, 1]^{T}$ and 0.97 , respectively. The parameter $\delta$ is 0.2 and the constant $\epsilon$ is chosen as 0.015 . For the $\mathrm{DS}-l_{0}$-RLS and the $l_{0}$-RLS algorithms, the parameters $\alpha$ and $\beta$ are chosen as 0.005 and 5 , respectively. We have chosen the GMF as the approximation of the $l_{0}$ norm. The depicted learning curves represent the results of


Figure 6.9: The learning curves of the DS-S-RLS, the DS- $l_{0}$-RLS, and the DS-ASVB-L algorithms applied to identify: (a) $\mathbf{w}_{o}$; (b) $\mathbf{w}_{o}^{\prime}$; (c) $\mathbf{w}_{o}^{\prime \prime \prime}$.
averaging of the outcomes of 500 trials.
Figures 6.8(a), 6.8(b), and 6.8(c) show the learning curves for the RLS, the SRLS, the $l_{0}$-RLS, and the ASVB-L algorithms to identify the unknown systems $\mathbf{w}_{o}$, $\mathbf{w}_{o}^{\prime}$, and $\mathbf{w}_{o}^{\prime \prime \prime}$, respectively. Figures 6.9(a), 6.9(b), and 6.9(c) illustrate the learning curves for the DS-S-RLS, the DS- $l_{0}$-RLS, and the DS-ASVB-L algorithms to identify the unknown systems $\mathbf{w}_{o}, \mathbf{w}_{o}^{\prime}$, and $\mathbf{w}_{o}^{\prime \prime \prime}$, respectively. The average number of updates implemented by the DS-S-RLS, the DS- $l_{0}$-RLS, and the DS-ASVB-L algorithms are presented in columns 2 to 4 of Table 6.14.

Table 6.14: The average number of updates implemented by the DS-S-RLS, the DS-$l_{0}$-RLS, and the DS-ASVB-L algorithms

| Algorithm | $\mathrm{w}_{o}$ | $\mathrm{w}_{o}^{\prime}$ | $\mathrm{w}_{o}^{\prime \prime \prime}$ |
| :--- | :---: | :---: | :---: |
| DS-S-RLS | $11.95 \%$ | $14.13 \%$ | $19.40 \%$ |
| DS- $l_{0}$-RLS | $8.72 \%$ | $10.90 \%$ | $17.74 \%$ |
| DS-ASVB-L | $9.18 \%$ | $10.53 \%$ | $19.69 \%$ |



Figure 6.10: The learning curves of the S-RLS, the AS-RLS, the $l_{0}$-RLS, and the A- $l_{0}$-RLS algorithms applied to identify: (a) $\mathbf{w}_{o}$; (b) $\mathbf{w}_{o}^{\prime}$.

Observe that, in every scenario we tested, the S-RLS and the $l_{0}$-RLS algorithms performed as well as the RLS algorithm. The S-RLS algorithm has lower computational complexity compared to the $l_{0}$-RLS algorithm. As can be seen, the performances of the S-RLS and the DS-S-RLS algorithms are close to the ASVB-L and the DS-ASVB-L algorithms, respectively, while the former ones require lower computational resources.

Finally, Figures 6.10(a) and 6.10(b) depict the learning curves of the S-RLS, the AS-RLS, the $l_{0}$-RLS, and the A- $l_{0}$-RLS algorithms, when they are applied to identify the unknown systems $\mathbf{w}_{o}$ and $\mathbf{w}_{o}^{\prime}$, respectively. As can be seen, the performances of the AS-RLS and the A- $l_{0}$-RLS algorithms are similar to the S-RLS and the $l_{0}$-RLS algorithms, respectively.

### 6.8 Conclusions

In this chapter, we have proposed the S-SM-AP and the IS-SM-AP algorithms to take advantage of sparsity in the signal models while attaining low computational complexity. To reach this target, we have derived a simple update equation which only updates the filter coefficients whose magnitudes are greater than a predetermined value. Also, this method is jointly applied with the well-known set-membership approach aiming at obtaining even lower computational complexity and better convergence rate. The simulation results have shown the excellent performance of the algorithm and lower computational complexity as compared to some other sparsity-aware data-selective adaptive filters. Indeed, the IS-SM-AP algorithm performed as well as the SM-PAPA algorithm while requiring fewer arithmetic operations (for the scenarios in Section 6.7, it entailed about $38 \%$ of the operations spent by the SM-PAPA). Also, the numerical results in Section 6.7 confirm the importance of SMF technique for the proposed algorithm.

Moreover, we have used the discard function and the $l_{0}$ norm in order to propose the S-RLS and the $l_{0}$-RLS algorithms, respectively, to exploit the sparsity in the involved signal models. Also, we have employed the data-selective strategy to implement an update when the output estimation error is greater than a pre-described positive value leading to reduced update rate and lower computational complexity. The simulation results have shown the excellent performance of the proposed algorithms as compared to the standard RLS algorithm being competitive with the new proposed state-of-the-art ASVB-L algorithm which requires much more computations. It is worthy to mention that there are many RLS-based algorithms to exploit sparsity in signal and system models [118-120]; however, their update equation is entirely different from the algorithms proposed in this chapter. Therefore, we avoid comparing the RLS-based algorithms proposed here with other RLS-based algorithms in the literature.

## Chapter 7

## Feature LMS algorithms

Among the adaptive filtering algorithms, the popular least-mean-square (LMS) algorithm, first introduced in 1960 [121, 122], has been widely considered as the most used in the field. Elaborate studies of the LMS algorithm were presented in [2, 123]. Also, the LMS and its variants solve real problems including active noise control [124], digital equalization [125], continuous-time filter tuning [126], system identification [127], among others.

In the previous chapter, some adaptive filtering algorithms exploiting the sparsity in the system parameters were proposed. Also, a number of adaptive filtering algorithms exploiting the sparsity in the model coefficients has been introduced by imposing some constraints in the cost function [8, 100, 128, 129]. This strategy relies on the attraction of some coefficient values to zero enabling the detection of nonrelevant parameters of the model.

In this chapter, we introduce the feature LMS (F-LMS) family of algorithms inducing simple sparsity properties hidden in the parameters. The type of feature to seek determines the structure of the feature matrix $\mathbf{F}(k)$ to be applied in the constraints of the F-LMS algorithm. In fact, a plethora of featured algorithms is possible to be defined by applying smart combinations of feature matrices to the coefficient vector. In this work, some simple cases are discussed whereas many more advanced solutions will be exploited in future publications. Moreover, by introducing feature function, we propose the low-complexity F-LMS (LCF-LMS) algorithm to reduce the computational complexity of the F-LMS algorithms. The LCF-LMS algorithm implements less multiplication in calculating the output signal.

The content of this chapter was partially published in [130]. This chapter is organized as follows. Section 7.1 proposes the F-LMS family of algorithms. Some examples
of F-LMS algorithms for systems with lowpass and highpass spectrum are introduced in Section 7.2. The LCF-LMS and the alternative LCF-LMS (ALCF-LMS) algorithms are derived in Sections 7.3 and 7.4, respectively. The matrix representation of the feature function is explained in Section 7.5. Simulation results are presented in Section 7.6 and the conclusions are drawn in Section 7.7 .

### 7.1 The Feature LMS algorithms

Feature LMS (F-LMS) refers to a family of LMS-type algorithms capable of exploiting the features inherent to the unknown systems to be identified. These algorithms minimize the general objective function

$$
\begin{equation*}
\xi_{\text {F-LMS }}(k)=\underbrace{\frac{1}{2}|e(k)|^{2}}_{\text {standard LMS term }}+\underbrace{\alpha \mathcal{P}(\mathbf{F}(k) \mathbf{w}(k))}_{\text {feature-inducing term }} \tag{7.1}
\end{equation*}
$$

where $\alpha \in \mathbb{R}_{+}$stands for the weight given to the sparsity-promoting penalty function $\mathcal{P}$, which maps a vector to the nonnegative reals $\mathbb{R}_{+}$, and $\mathbf{F}(k)$ is the so-called feature matrix responsible for revealing the hidden sparsity, i.e., the result of applying $\mathbf{F}(k)$ to $\mathbf{w}(k)$ should be a sparse vector (in the sense that most entries of the vector $\mathbf{F}(k) \mathbf{w}(k)$ should be close or equal to zero).

The penalty function $\mathcal{P}$ can be any sparsity-promoting penalty function that is almost everywhere differentiable in order to allow for gradient-based methods. Examples of suitable functions are: (i) vector norms, especially the widely used $l_{1}$ norm 100,128$]$; (ii) vector norms combined with shrinking strategies [109]; (iii) a function that approximates the $l_{0}$ norm [8, 105].

The feature matrix $\mathbf{F}(k)$ can vary at each iteration and it represents any linear combination that when applied to $\mathbf{w}(k)$ results in a sparse vector. In practice, $\mathbf{F}(k)$ should be chosen based on some previous knowledge about the unknown system $\mathbf{w}_{o}$. For instance, $\mathbf{w}_{o}$ can represent a lowpass or a highpass filter, it can have linear phase, it can be an upsampled or downsampled signal, etc. All these features can be exploited by the F-LMS algorithm in order to accelerate convergence and/or achieve lower meansquared error (MSE).

The resulting gradient-based algorithms using the objective function given in (7.1)
are known as F-LMS algorithms, and their recursions have the general form

$$
\begin{equation*}
\mathbf{w}(k+1)=\mathbf{w}(k)+\mu e(k) \mathbf{x}(k)-\mu \alpha \mathbf{p}(k), \tag{7.2}
\end{equation*}
$$

where $\mu \in \mathbb{R}_{+}$is the step size, which should be small enough to ensure convergence [2], and $\mathbf{p}(k) \in \mathbb{R}^{N+1}$ is the gradient of function $\mathcal{P}(\mathbf{F}(k) \mathbf{w}(k))$.

### 7.2 Examples of F-LMS algorithms

From Section 7.1, it is clear that the F-LMS family contains infinitely many algorithms. So, in this section we introduce some of these algorithms in order to illustrate how some specific features of the unknown system can be exploited. For the sake of clarity, we focus on simple algorithms and, therefore, we choose function $\mathcal{P}$ to be the $l_{1}$ norm and the feature matrix to be time-invariant $\mathbf{F}$ so that the cost function in (7.1) simplifies to

$$
\begin{equation*}
\xi_{\mathrm{F}-\mathrm{LMS}}(k)=\frac{1}{2}|e(k)|^{2}+\alpha\|\mathbf{F w}(k)\|_{1} \tag{7.3}
\end{equation*}
$$

where $\|\cdot\|_{1}$ denotes the $l_{1}$-norm and for a vector $\mathbf{w} \in \mathbb{R}^{N+1}$ it is given by $\|\mathbf{w}\|_{1}=$ $\sum_{i=0}^{N}\left|w_{i}\right|$. As a consequence, the reader will notice that the computational complexity of the algorithms proposed in this section is only slightly superior to the complexity of the LMS algorithm, as the computation of $\mathbf{p}(k)$ required in (7.2) is very simple (does not involve multiplication or division).

### 7.2.1 The F-LMS algorithm for lowpass systems

Most systems found in practice have their energy concentrated mainly in the low frequencies. If the unknown system has lowpass narrowband spectrum, then its impulse response $\mathbf{w}_{o}$ is smooth, meaning that the difference between adjacent coefficients is small (probably close to zero).

The adaptive filtering algorithm can take advantage of this feature present in the unknown system by selecting the feature matrix properly. Indeed, by selecting $\mathbf{F}$ as
$\mathbf{F}_{l}$, where $\mathbf{F}_{l}$ is a $N \times N+1$ matrix defined as

$$
\mathbf{F}_{l}=\left[\begin{array}{ccccc}
1 & -1 & 0 & \cdots & 0  \tag{7.4}\\
0 & 1 & -1 & \cdots & 0 \\
\vdots & & \ddots & \ddots & \\
0 & 0 & \cdots & 1 & -1
\end{array}\right]
$$

and $\left\|\mathbf{F}_{l} \mathbf{w}(k)\right\|_{1}=\sum_{i=0}^{N-1}\left|w_{i}(k)-w_{i+1}(k)\right|$, the optimization problem in (7.3) can be interpreted as: we seek for $\mathbf{w}(k)$ that minimizes both the squared error (LMS term) and the distances between adjacent coefficients of $\mathbf{w}(k)$. In other words, the F-LMS algorithm for lowpass systems acts like the LMS algorithm, but enforcing $\mathbf{w}(k)$ to be a lowpass system. It is worth mentioning that if $\mathbf{w}_{o}$ is indeed a lowpass system, then matrix $\mathbf{F}_{l}$ yields a sparse vector $\mathbf{F}_{l} \mathbf{w}(k) \cdot 1$

Thus, the F-LMS algorithm for lowpass systems is defined by the recursion given in (7.2), but replacing vector $\mathbf{p}(k)$ with $\mathbf{p}_{l}(k)$ defined as

$$
\begin{cases}p_{l, i}(k)=\operatorname{sgn}\left(w_{0}(k)-w_{1}(k)\right) & \text { if } i=0,  \tag{7.5}\\ p_{l, i}(k)=-\operatorname{sgn}\left(w_{i-1}(k)-w_{i}(k)\right)+\operatorname{sgn}\left(w_{i}(k)-w_{i+1}(k)\right) & \text { if } i=1, \cdots, N-1, \\ p_{l, i}(k)=-\operatorname{sgn}\left(w_{N-1}(k)-w_{N}(k)\right) & \text { if } i=N,\end{cases}
$$

where $\operatorname{sgn}(\cdot)$ denotes the sign function.
As previously explained, the F-LMS algorithm above tries to reduce the distances between consecutive coefficients of $\mathbf{w}(k)$, i.e., matrix $\mathbf{F}_{l}$ can be understood as the process of windowing $\mathbf{w}(k)$ with a window of length 2 (i.e., two coefficients are considered at a time). We can increase the window length, in order to make a smoothing considering more coefficients simultaneously, by nesting linear combinations as follows

$$
\begin{equation*}
\mathbf{F}_{l}^{M-\text { nested }}=\prod_{m=1}^{M} \mathbf{F}_{l}^{(m)} \mathbf{F}_{l}, \tag{7.6}
\end{equation*}
$$

where $\mathbf{F}_{l}^{(m)}$ has the same structure given in (7.4), but losing $m$ rows and $m$ columns in relation to the dimensions of $\mathbf{F}_{l}$.

In addition to the previous examples, suppose that the unknown system is the

[^6]result of upsampling a lowpass system by a factor of $L$. In this case, we should use matrix $\mathbf{F}_{l}^{*}$, whose rows have $L-1$ zeros between the $\pm 1$ entries, in (7.3). For $L=2$, we have the following matrix
\[

\mathbf{F}_{l}^{*}=\left[$$
\begin{array}{cccccc}
1 & 0 & -1 & 0 & \cdots & 0  \tag{7.7}\\
0 & 1 & 0 & -1 & \cdots & 0 \\
\vdots & & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & 1 & 0 & -1
\end{array}
$$\right]
\]

and $\left\|\mathbf{F}_{l}^{*} \mathbf{w}(k)\right\|_{1}=\sum_{i=0}^{N-2}\left|w_{i}(k)-w_{i+2}(k)\right|$.
Next the F-LMS algorithm using such $\mathbf{F}_{l}^{*}$ has the update rule given in (7.2), but replacing $\mathbf{p}(k)$ with $\mathbf{p}_{l}^{*}(k)$ defined as

$$
\begin{cases}p_{l, i}^{*}(k)=\operatorname{sgn}\left(w_{i}(k)-w_{i+2}(k)\right) & \text { if } i=0,1  \tag{7.8}\\ p_{l, i}^{*}(k)=-\operatorname{sgn}\left(w_{i-2}(k)-w_{i}(k)\right)+\operatorname{sgn}\left(w_{i}(k)-w_{i+2}(k)\right) & \text { if } i=2, \cdots, N-2 \\ p_{l, i}^{*}(k)=-\operatorname{sgn}\left(w_{i-2}(k)-w_{i}(k)\right) & \text { if } i=N-1, N\end{cases}
$$

### 7.2.2 The F-LMS algorithm for highpass systems

If the unknown system $\mathbf{w}_{o}$ has a highpass narrowband spectrum, then adjacent coefficients tend to have similar absolute values, but with opposite signs. Therefore, the sum of two consecutive coefficients is close to zero and we can exploit this feature in the learning process by minimizing the sum of adjacent coefficients of $\mathbf{w}(k)$. This can be accomplished by selecting $\mathbf{F}$ as $\mathbf{F}_{h}$, where $\mathbf{F}_{h}$ is an $N \times N+1$ feature matrix defined as

$$
\mathbf{F}_{h}=\left[\begin{array}{ccccc}
1 & 1 & 0 & \cdots & 0  \tag{7.9}\\
0 & 1 & 1 & \cdots & 0 \\
\vdots & & \ddots & \ddots & \\
0 & 0 & \cdots & 1 & 1
\end{array}\right]
$$

such that $\left\|\mathbf{F}_{h} \mathbf{w}(k)\right\|_{1}=\sum_{i=0}^{N-1}\left|w_{i}(k)+w_{i+1}(k)\right|$.
The F-LMS algorithm for highpass systems is characterized by the recursion given
in (17.2), but replacing $\mathbf{p}(k)$ with $\mathbf{p}_{h}(k)$, which is defined as

$$
\begin{cases}p_{h, i}(k)=\operatorname{sgn}\left(w_{0}(k)+w_{1}(k)\right) & \text { if } i=0,  \tag{7.10}\\ p_{h, i}(k)=\operatorname{sgn}\left(w_{i-1}(k)+w_{i}(k)\right)+\operatorname{sgn}\left(w_{i}(k)+w_{i+1}(k)\right) & \text { if } i=1, \cdots, N-1, \\ p_{h, i}(k)=\operatorname{sgn}\left(w_{N-1}(k)+w_{N}(k)\right) & \text { if } i=N .\end{cases}
$$

Similar to the lowpass case, let us consider that the unknown system is the result of interpolating a highpass system by a factor $L=2$. The set of interpolated highpass systems leads to a notch filter with zeros at $z= \pm$ ر. In this case, we can utilize $\mathbf{F}_{h}^{*}$ in the objective function (7.3), where $\mathbf{F}_{h}^{*}$ is described by

$$
\mathbf{F}_{h}^{*}=\left[\begin{array}{cccccc}
1 & 0 & 1 & 0 & \cdots & 0  \tag{7.11}\\
0 & 1 & 0 & 1 & \cdots & 0 \\
\vdots & & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & 1 & 0 & 1
\end{array}\right]
$$

and $\left\|\mathbf{F}_{h}^{*} \mathbf{w}(k)\right\|_{1}=\sum_{i=0}^{N-2}\left|w_{i}(k)+w_{i+2}(k)\right|$.
Using $\mathbf{F}_{h}^{*}$, the $\mathbf{F}$-LMS recursion in (7.2) should substitute $\mathbf{p}(k)$ by $\mathbf{p}_{h}^{*}(k)$ defined as

$$
\begin{cases}p_{h, i}^{*}(k)=\operatorname{sgn}\left(w_{i}(k)+w_{i+2}(k)\right) & \text { if } i=0,1  \tag{7.12}\\ p_{h, i}^{*}(k)=\operatorname{sgn}\left(w_{i-2}(k)+w_{i}(k)\right)+\operatorname{sgn}\left(w_{i}(k)+w_{i+2}(k)\right) & \text { if } i=2, \cdots, N-2, \\ p_{h, i}^{*}(k)=\operatorname{sgn}\left(w_{i-2}(k)+w_{i}(k)\right) & \text { if } i=N-1, N\end{cases}
$$

### 7.3 Low-complexity F-LMS Algorithms

In this section, we derive the low-complexity feature LMS (LCF-LMS) algorithm to exploit sparsity in the linear combination of the parameters, as the F-LMS algorithms do, while also reducing the computational cost of calculating the output signal.

Here, the idea is to reduce the number of multiplications required for computing the output signal when there is a strong relation between neighboring coefficients. In systems with lowpass frequency content, for example, neighboring coefficients vary smoothly. Therefore, when the input signal is highly correlated, we can fix the value of the neighboring coefficients where the distances (the absolute value of their differences) between any two consecutive coefficients are less than a small constant $\epsilon>0$. As a
result, we reduce the number of multiplications in the calculation of $y(k) \triangleq \mathbf{w}^{T}(k) \mathbf{x}(k)$. For instance, if for nonnegative integers $m$ and $j$, where $m, j<N$, the discrepancies between the coefficients with indexes $m$ to $m+j$ are less than $\epsilon$, then we can use the $m$ th coefficient as a reference. Mathematically, if the value of $\left|w_{m+i+1}(k)-w_{m+i}(k)\right| \leq \epsilon$ for $i=0,1,2, \cdots, j-1$, then in the calculation of the output signal instead of computing

$$
\begin{equation*}
y(k)=w_{m}(k) x_{m}(k)+\cdots+w_{m+j}(k) x_{m+j}(k), \tag{7.13}
\end{equation*}
$$

we can approximate $y(k)$ as

$$
\begin{equation*}
\hat{y}(k) \triangleq \underbrace{w_{m}(k) x_{m}(k)+\cdots+w_{m}(k) x_{m}(k)}_{(j+1)-\text { times }} . \tag{7.14}
\end{equation*}
$$

As a result, we decrease the number of multiplications from $j+1$ to one. Hence, for a block of coefficients in which the distance between any two consecutive coefficients is less than $\epsilon$, we can use the first parameter of the block as the reference parameter. As soon as the distance between two consecutive coefficients becomes greater than $\epsilon$, we will use the new one as a reference for the new block of coefficients.

To this end, for each block of coefficients in which the distance of any two consecutive coefficients is less than $\epsilon$, we have to preserve the first coefficient of the block, and the rest of them will be replaced by zero. Furthermore, when the absolute value of a coefficient is less than $\epsilon$, we can replace it with zero to avoid additional multiplication [109, 110]. Therefore, two subsets of parameters will be replaced by zero: (I) the coefficients whose absolute values are less than $\epsilon$, and (II) the coefficients whose distances from their antecessor are less than $\epsilon$.

The above reasoning can be implemented by means of the feature function, $\mathbb{F}_{\epsilon}$ : $\mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N+1}$, applied to the weigh vector of the adaptive filter. The $i$ th element of the feature function, for $i=0,1, \cdots, N$, is defined as

$$
\mathbb{F}_{\epsilon, i}(\mathbf{w}(k)) \triangleq \begin{cases}f_{\epsilon}\left(w_{0}(k)\right) & \text { if } i=0  \tag{7.15}\\ f_{\epsilon}\left(w_{i}(k)\right) & \text { if }\left|w_{i}(k)-w_{i-1}(k)\right|>\epsilon \& i \neq 0 \\ 0 & \text { if }\left|w_{i}(k)-w_{i-1}(k)\right| \leq \epsilon \& i \neq 0\end{cases}
$$

where $f_{\epsilon}$ is the discard function defined in (6.12). As can be observed, the feature function replaces the subsets (I) and (II) of the coefficients of $\mathbf{w}(k)$ with zero. Let us define $\mathbf{w}_{s}(k) \triangleq \mathbb{F}_{\epsilon}(\mathbf{w}(k))$. Figure 7.1 shows an example for the impulse response


Figure 7.1: The impulse response of (a) $\mathbf{w}(k) ;(\mathrm{b}) \mathbf{w}_{s}(k)=\mathbb{F}_{\epsilon}(\mathbf{w}(k))$ for $\epsilon=0.02$.
of $\mathbf{w}(k)$ and $\mathbf{w}_{s}(k)$ when $\epsilon=0.02$. As can be observed, $\mathbf{w}(k)$ has fifteen nonzero coefficients, and after using the feature function twelve of them are replaced by zero.

Our goal is to utilize $\mathbf{w}_{s}(k)=\mathbb{F}_{\epsilon}(\mathbf{w}(k))$ in the calculation of the output signal. However, we must determine from which subset of coefficients of $\mathbf{w}(k)$ the zero elements of $\mathbf{w}_{s}(k)$ came, i.e., subsets (I) or (II). In fact, for some $i, w_{s_{i}}(k)$ is zero if and only if $w_{i}(k)$ belongs to the subsets (I) or (II). If $w_{i}(k)$ belongs to the subset (I), then we can directly apply $w_{s_{i}}(k)$ to calculate the output signal, i.e., we use $w_{s_{i}}(k) x_{i}(k)=0$. However, if $w_{i}(k)$ belongs to the subset (II), then we must apply the last nonzero coefficient of $\mathbf{w}_{s}(k)$ before the $i$ th index to compute the output signal. Assume that this nonzero coefficient has index $m$, then we use $w_{s_{m}}(k)$ instead of $w_{i}(k)$ since their values are close to each other. Hence, in the calculation of the output signal, we use $w_{s_{m}}(k) x_{m}(k)$ instead of $w_{s_{i}}(k) x_{i}(k)$.

In order to determine the background of the zero coefficients in $\mathbf{w}_{s}(k)$, we define a binary vector $\mathbf{b}(k) \in\{0,1\}^{N+1}$ as $\mathbf{b}(k)=\mathbf{f}_{\epsilon}(\mathbf{w}(k))$, where $\mathbf{f}_{\epsilon}$ is the discard vector function. Then, for some $i$, if $w_{s_{i}}(k)$ and $b_{i}(k)$ are zero, we infer that $w_{i}(k)$ belongs to the subset (I). However, if $w_{s_{i}}(k)=0$ and $b_{i}(k)=1$, then we conclude that $w_{i}(k)$ belongs to the subset (II).

Finally, we can present the LCF-LMS algorithm in Table 7.1. This algorithm implements less multiplication as compared to the LMS algorithm.

As mentioned earlier, for proposing the LCF-LMS algorithm, we assumed that the input signal is highly correlated. This assumption restricts the use of the LCF-LMS

Table 7.1: Low-complexity feature LMS algorithm

| LCF-LMS Algorithm |
| :--- |
| Initialization |
| $\mathbf{w}_{s}(0)=\mathbf{b}(0)=\mathbf{w}(0)=\left[\begin{array}{lll}0 & \cdots & 0\end{array}\right]^{T}$ |
| choose $\mu$ in the range $0<\mu \ll 1$ |
| choose small constant $\epsilon>0$ |
| Do for $k \geq 0$ |
| temp $=0, y(k)=0$ |
| for $i=0$ to $N$ |
| if $w_{s_{i}}(k) \neq 0$ |
| temp $=w_{s_{i}}(k) x_{i}(k)$ |
| $y(k)=y(k)+\operatorname{temp}$ |
| else |
| $y(k)=y(k)+\left(\operatorname{temp} \times b_{i}(k)\right)$ |
| end |
| end |
| $e(k)=d(k)-y(k)$ |
| $\mathbf{w}(k+1)=\mathbf{w}(k)+\mu e(k) \mathbf{x}(k)$ |
| $\mathbf{w}_{s}(k+1)=\mathbb{F}_{\epsilon}(\mathbf{w}(k+1))$ |
| $\mathbf{b}(k+1)=\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))$ |
| end |

algorithm. To avoid this assumption, instead of approximating $y(k)$ by (7.14), we can approximate $y(k)$ as

$$
\begin{equation*}
\hat{y}(k) \triangleq w_{m}(k)\left(x_{m}(k)+x_{m+1}(k)+\cdots+x_{m+j}(k)\right) . \tag{7.16}
\end{equation*}
$$

In other words, when $w_{m}(k)$ represents a block of coefficients of length $j+1$, the LCFLMS algorithm sums $j+1$ copies of $w_{m}(k) x_{m}(k)$; however, in Equation (7.16), we multiply $w_{m}(k)$ by the sum of the input signal components corresponding to the coefficients represented by $w_{m}(k)$. Note that the number of required arithmetic operations in (7.16) and (7.14) are identical; i.e., both equations implement one multiplication and $j$ additions. The algorithm using Equation (7.16) in calculating output signal is called the improved LCF-LMS (I-LCF-LMS) algorithm, and its application is not limited to cases with correlated input signals. The I-LCF-LMS algorithm is presented in Table 7.2.

Table 7.2: Improved low-complexity feature LMS algorithm

> I-LCF-LMS Algorithm
> Initialization
> $\mathbf{w}_{s}(0)=\mathbf{b}(0)=\mathbf{w}(0)=\left[\begin{array}{lll}0 & \cdots & 0\end{array}\right]^{T}$
> choose $\mu$ in the range $0<\mu \ll 1$
> choose small constant $\epsilon>0$
> Do for $k \geq 0$
> $\operatorname{temp}_{x}=0, \operatorname{temp}_{w}=0, y(k)=0$
> for $i=0$ to $N$
> if $w_{s_{i}}(k) \neq 0$
> $y(k)=y(k)+\left(\operatorname{temp}_{w} \times \operatorname{temp}_{x}\right)$ $\operatorname{temp}_{w}=w_{s_{i}}(k)$
> $\operatorname{temp}_{x}=x_{i}(k)$
> else $\operatorname{temp}_{x}=\operatorname{temp}_{x}+\left(x_{i}(k) \times b_{i}(k)\right)$
> end
> end
> $y(k)=y(k)+\left(\operatorname{temp}_{w} \times \operatorname{temp}_{x}\right)$
> $e(k)=d(k)-y(k)$
> $\mathbf{w}(k+1)=\mathbf{w}(k)+\mu e(k) \mathbf{x}(k)$
> $\mathbf{w}_{s}(k+1)=\mathbb{F}_{\epsilon}(\mathbf{w}(k+1))$
> $\mathbf{b}(k+1)=\mathbf{f}_{\epsilon}(\mathbf{w}(k+1))$
> end

### 7.4 Alternative LCF-LMS Algorithm

In the LCF-LMS algorithm, when $\mathbf{w}(k)$ contains a long sequence of coefficients with almost similar absolute values, then $\mathbf{w}_{s}(k)$ contains a long block of zeros. Therefore, when calculating the output signal, all parameters of this block are represented by the first element of the block. As a result, since we are using a fixed coefficient to represent many ones, we could have an accumulated error. In this section, we introduce the alternative LCF-LMS (ALCF-LMS) algorithm to address this problem.

To avoid accumulated error because of many adjacent zeros in $\mathbf{w}_{s}(k)$, for some natural number $p<N$, we can force the feature function to keep every $p$ coefficients of $\mathbf{w}(k)$ in $\mathbf{w}_{s}(k)$ if the absolute value of the coefficient is greater than $\epsilon$. In other words, no parameter can represent a block of coefficients with more than $p$ elements. The only exception is the case when the parameters of the block have absolute values smaller than $\epsilon$ (i.e., they are really close to zero; therefore, they must be replaced by zero). Let us denote by $\mathbb{F}_{\epsilon}^{a}: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N+1}$ the new feature function, and it is called
the alternative feature function. The $i$ th element of $\mathbb{F}_{\epsilon}^{a}$, for $i=0,1, \cdots, N$, is defined by

$$
\mathbb{F}_{\epsilon, i}^{a}(\mathbf{w}(k)) \triangleq \begin{cases}f_{\epsilon}\left(w_{i}(k)\right) & \text { if } \bmod (i, p)=0  \tag{7.17}\\ f_{\epsilon}\left(w_{i}(k)\right) & \text { if }\left|w_{i}(k)-w_{i-1}(k)\right|>\epsilon \& \bmod (i, p) \neq 0 \\ 0 & \text { if }\left|w_{i}(k)-w_{i-1}(k)\right| \leq \epsilon \& \bmod (i, p) \neq 0\end{cases}
$$

where $\bmod (i, p)$ stands for the remainder of $\frac{i}{p}$. Therefore, the ALCF-LMS algorithm is similar to the LCF-LMS one in Table 7.1, but the feature function is replaced by the alternative feature function (i.e., $\left.\mathbf{w}_{s}(k+1)=\mathbb{F}_{\epsilon}^{a}(\mathbf{w}(k+1))\right)$.

By using the same argument, we can propose the alternative I-LCF-LMS (AI-LCF-LMS) algorithm. Indeed, if we replace the feature function in Table 7.2 with the alternative feature function, then we obtain the AI-LCF-LMS algorithm.

### 7.5 Matrix Representation of the Feature Function

In this section, we show how to generate $\mathbf{w}_{s}(k)$ through matrix operations. Indeed, presenting $\mathbf{w}_{s}(k)$ through matrix operations is helpful for future mathematical analysis.

To generate $\mathbf{w}_{s}(k)$, we use quantization matrices $\mathbf{Q}_{t}(k)$ for $t=1,2,3$, and two feature matrices $\mathbf{F}_{1}$ and $\mathbf{F}_{2}(k)$, all matrices belong to $\mathbb{R}^{(N+1) \times(N+1)}$. The matrices $\mathbf{F}_{1}$ and $\mathbf{F}_{2}(k)$ are responsible for exploiting the sparsity in the linear combination of the parameters and reconstructing the weight vector after exploiting the sparsity, respectively. Therefore, to exploit the hidden sparsity in the parameters of $\mathbf{w}(k)$ and their linear combinations, we introduce $\mathbf{w}_{s}(k)$ as follows

$$
\begin{equation*}
\mathbf{w}_{s}(k) \triangleq \mathbf{Q}_{3}(k) \mathbf{F}_{2}(k) \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k) \tag{7.18}
\end{equation*}
$$

In the following, we describe the matrices and justify their actions. We define the quantization matrix $\mathbf{Q}_{1}(k)$ as the Jacobian matrix of $\mathbf{f}_{\epsilon}(\mathbf{w}(k))$. Therefore, $\mathbf{Q}_{1}(k)$ is a diagonal matrix whose entries are zero or one. For the coefficients of $\mathbf{w}(k)$ where their absolute values are less than $\epsilon$, the corresponding entries on the diagonal of $\mathbf{Q}_{1}(k)$ are zero, otherwise they are one. Similarly, the matrices $\mathbf{Q}_{2}(k)$ and $\mathbf{Q}_{3}(k)$ are defined as the Jacobian matrices of $\mathbf{f}_{\epsilon}\left(\mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)\right)$ and $\mathbf{f}_{\epsilon}\left(\mathbf{F}_{2}(k) \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)\right)$, respectively. Thus $\mathbf{Q}_{2}(k)$ is a diagonal matrix with zero and one. Its diagonal entries are zero (one) for the corresponding elements of $\mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)$ with the absolute value lower (greater)
than $\epsilon$. Also, $\mathbf{Q}_{3}(k)$ is a diagonal matrix similar to $\mathbf{Q}_{2}(k)$; however, it is derived from the vector $\mathbf{F}_{2}(k) \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)$. The diagonal entries of $\mathbf{Q}_{3}(k)$ are one for the corresponding elements of $\mathbf{F}_{2}(k) \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)$ with absolute value greater than $\epsilon$, and zero for the others.

The feature matrix $\mathbf{F}_{1}$ has to find the difference between the coefficients of the vector $\mathbf{Q}_{1}(k) \mathbf{w}(k)$. In fact, it keeps the first parameter unchanged, and for other coefficients replaces them with the differences between them and the previous one. Thus, it can be represented as

$$
\mathbf{F}_{1} \triangleq\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & \cdots & 0  \tag{7.19}\\
-1 & 1 & 0 & 0 & \cdots & 0 \\
0 & -1 & 1 & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & \ddots & 0 & \vdots \\
0 & \cdots & 0 & -1 & 1 & 0 \\
0 & 0 & \cdots & 0 & -1 & 1
\end{array}\right]
$$

The function of the feature matrix $\mathbf{F}_{2}(k)$ is to reconstruct the weight vector from the vector $\mathbf{r}(k) \triangleq \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)$. The structure of $\mathbf{F}_{2}(k)$ is a little complicated. In the following steps, we explain how to construct $\mathbf{F}_{2}(k)$ :

1. Assume that the first nonzero element of $\mathbf{r}(k)$ is $r_{i_{1}}(k)$, thus all rows of $\mathbf{F}_{2}(k)$ before the $i_{1}$ th row are zero vectors.
2. For $i_{1}$ th row, the element corresponding to the $r_{i_{1}}(k)$ is one, and other entries of this row are zero.
3. If the next element of $\mathbf{r}(k)$ is nonzero, then the next row of $\mathbf{F}_{2}(k)$ contains one more nonzero entry equal to one corresponding to these nonzero coefficients of $\mathbf{r}(k)$. We repeat this step as far as a zero element appears in $\mathbf{r}(k)$.
4. As soon as a zero element appears in $\mathbf{r}(k)$, we look for the next nonzero element, and assume that it is $r_{i_{2}}(k)$. Then the next row of $\mathbf{F}_{2}(k)$ is similar to the previous row, but the element corresponding to $r_{i_{2}}(k)$ must be equal to one.
5. Suppose that the first nonzero element of $\mathbf{r}(k)$ after $r_{i_{2}}(k)$ is $r_{i_{3}}(k)$. Then next rows of $\mathbf{F}_{2}(k)$ until the $\left(i_{3}-1\right)$ th row are identical to the last constructed row. Note that if it does not exist some nonzero element as $r_{i 3}(k)$, the remaining rows of $\mathbf{F}_{2}(k)$ are identical to the last constructed row.
6. The $i_{3}$ th row of $\mathbf{F}_{2}(k)$ contains only one nonzero element equal to one, and it must be placed on column $i_{3}$. This row is similar to the $i_{1}$ th row (step 2); however, the position of one is different. Now, we go back to the step 3 and repeat the same process to construct the next rows of $\mathbf{F}_{2}(k)$.

In Equation (7.18), the matrix $\mathbf{Q}_{1}(k)$ replaces the coefficients of $\mathbf{w}(k)$ which has absolute value lower than $\epsilon$ with zero. Then matrix $\mathbf{F}_{1}$ keeps the first coefficient unchanged. For the other components, this matrix subtracts the previous component from each of them. Hence, for the resulting vector, the matrix $\mathbf{Q}_{2}(k)$ changes the elements with an absolute value lower than $\epsilon$ to zero. Afterwards, the matrix $\mathbf{F}_{2}(k)$ reconstructs the weight vector and, in some sense, it inverts the effect of $\mathbf{F}_{1}$. Finally, for the resulting vector, the matrix $\mathbf{Q}_{3}(k)$ replaces the coefficients inside $[-\epsilon, \epsilon]$ with zero. The final result is identical to $\mathbb{F}_{\epsilon}(\mathbf{w}(k))$.

To clarify the process above, we describe the details for $\mathbf{w}(k)=$ $\left[\begin{array}{lllllllll}0 & 0.5 & 0.51 & 0.01 & 0.6 & 0.7 & 0.8 & 0.81 & 0\end{array}-0.01\right]^{T}$, as an example, when $\epsilon=0.02 . \mathbf{Q}_{1}(k)$ is a diagonal matrix, where its diagonal is $\left[\begin{array}{llllllllll}0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0\end{array}\right]^{T}$. Therefore, $\mathbf{Q}_{1}(k) \mathbf{w}(k)=\left[\begin{array}{llllllll}0 & 0.5 & 0.51 & 0 & 0.6 & 0.7 & 0.8 & 0.81 \\ 0 & 0\end{array}\right]^{T}$. Then $\mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)=\left[\begin{array}{lll}0 & 0.5 & 0.01-\end{array}\right.$ $0.510 .60 .10 .10 .01-0.810]^{T}$. The diagonal of $\mathbf{Q}_{2}(k)$ is $\left[\begin{array}{lllllll}0 & 1 & 1 & 1 & 1 & 1 & 0\end{array} 10\right]^{T}$, and $\mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)=\left[\begin{array}{lll}0 & 0.50-0.510 .60 .10 .10-0.810\end{array}\right]^{T}$. Following the procedure explained to construct $\mathbf{F}_{2}(k)$, we obtain the matrix $\mathbf{F}_{2}(k)$ as follows

$$
\mathbf{F}_{2}(k)=\left[\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.20}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0
\end{array}\right] .
$$

Then $\mathbf{F}_{2}(k) \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)=\left[\begin{array}{llllllllllll}0 & 0.5 & -0.01 & -0.01 & 0.6 & 0.7 & 0.8 & -0.01 & -\end{array}\right.$ $0.01-0.01]^{T}$. The diagonal of $\mathbf{Q}_{3}(k)$ is $\left[\begin{array}{llllllllll}0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0\end{array}\right]^{T}$. Hence, $\mathbf{w}_{s}(k)=\mathbf{Q}_{3}(k) \mathbf{F}_{2}(k) \mathbf{Q}_{2}(k) \mathbf{F}_{1} \mathbf{Q}_{1}(k) \mathbf{w}(k)=\left[\begin{array}{llllllllll}0 & 0.5 & 0 & 0 & 0.6 & 0.7 & 0.8 & 0 & 0 & 0\end{array}\right]^{T}$. Also, if we use the feature function with $\epsilon=0.02$, then we obtain $\mathbf{w}_{s}(k)=\mathbb{F}_{\epsilon}(\mathbf{w}(k))=$
$\left[\begin{array}{llllllllll}0 & 0.5 & 0 & 0 & 0.6 & 0.7 & 0.8 & 0 & 0 & 0\end{array}\right]^{T}$.

### 7.6 Simulations

In this section, we apply the LMS, the F-LMS, the LCF-LMS, and the ALCF-LMS algorithms to system identification problems. In scenario 1, we utilize the LMS and the F-LMS algorithms. Then, in scenario 2, we use the LMS, the LCF-LMS, and the ALCF-LMS algorithms.

In both scenarios, the order of all the unknown systems is 39 , i.e., they have 40 coefficients. The signal-to-noise ratio (SNR) is chosen as 20 dB . For all algorithms, the initial vector is $\mathbf{w}(0)=\left[\begin{array}{lll}0 & \cdots & 0\end{array}\right]^{T}$, and the MSE learning curves are computed by averaging the outcomes of 200 independent trials.

### 7.6.1 Scenario 1

In this scenario, we apply the LMS and the F-LMS algorithms to identify some unknown lowpass and highpass systems. The first example considers predominantly lowpass and highpass systems defined as $\mathbf{w}_{o, l}=[0.4, \cdots, 0.4]^{T}$ and $\mathbf{w}_{o, h}=$ $[0.4,-0.4,0.4, \cdots,-0.4]^{T}$, respectively. The second example uses the interpolated models $\mathbf{w}_{o, l}^{\prime}=[0.4,0,0.4, \cdots, 0,0.4,0]^{T}$ and $\mathbf{w}_{o, h}^{\prime}=[0.4,0,-0.4,0,0.4, \cdots, 0]^{T}$. The third example uses block-sparse lowpass and block-sparse highpass models, $\mathbf{w}_{o, l}^{\prime \prime}$ and $\mathbf{w}_{o, h}^{\prime \prime}$, whose entries are defined in (7.21) and (7.22), respectively.

$$
\begin{align*}
& w_{o, l_{i}}^{\prime \prime}= \begin{cases}0 & \text { if } 0 \leq i \leq 9, \\
0.05(i-9) & \text { if } 10 \leq i \leq 14, \\
0.3 & \text { if } 15 \leq i \leq 24, \\
0.3-0.05(i-24) & \text { if } 25 \leq i \leq 29, \\
0 & \text { if } 30 \leq i \leq 39,\end{cases}  \tag{7.21}\\
& w_{o, h_{i}}^{\prime \prime}=(-1)^{i+1} w_{o, l_{i} .}^{\prime \prime} . \tag{7.22}
\end{align*}
$$

The input signal is a zero-mean white Gaussian noise with unit variance. The value of $\alpha$ for the F-LMS algorithm is chosen as 0.05 . The values of the step size $\mu$ are informed later for each simulated scenario. The MSE learning curves of the LMS and the F-LMS algorithms are depicted in Figures 7.2 to 7.5 ,

Figure 7.2 depicts the MSE learning curves of the LMS and the F-LMS algorithms


Figure 7.2: MSE learning curves of the LMS and F-LMS algorithms considering $\mathbf{w}_{o, l}$ : (a) both algorithms with the same step size: $\mu=0.03$; (b) LMS and F-LMS with step sizes equal to 0.01 and 0.03 , respectively.


Figure 7.3: MSE learning curves of the LMS and F-LMS algorithms considering $\mathbf{w}_{o, h}$ : (a) both algorithms with the same step size: $\mu=0.03$; (b) LMS and F-LMS with step sizes equal to 0.01 and 0.03 , respectively.
considering the lowpass system $\mathbf{w}_{o, l}$. In Figure 7.2(a), both algorithms use the same step size $\mu=0.03$ so that they exhibit similar convergence speeds. In this figure, we can observe that the F-LMS algorithm achieved a steady-state MSE which is more than 3 dB lower than the MSE results of the LMS algorithm. In Figure 7.2(b), the


Figure 7.4: MSE learning curves of the LMS and F-LMS algorithms, both with step size $\mu=0.03$, considering the unknown systems: (a) $\mathbf{w}_{o, l}^{\prime}$ and (b) $\mathbf{w}_{o, h}^{\prime}$.
steady-state MSE of the algorithms are fixed in order to compare their convergence speeds. Thus, we set the step sizes of the LMS and the F-LMS algorithms as 0.01 and 0.03 , respectively. We can observe, in this figure, that the F-LMS algorithm converged much faster than the LMS algorithm.

In Figure 7.3, we present results equivalent to the ones presented in Figure 7.2, but considering the highpass system $\mathbf{w}_{o, h}$. Once again, when the step sizes of both algorithms are the same $(\mu=0.03)$, refer to Figure 7.3(a), the F-LMS algorithm achieved lower steady-state MSE; whereas the F-LMS algorithm (with $\mu=0.03$ ) converged much faster than the LMS algorithm (with $\mu=0.01$ ) when their steadystate MSEs are fixed, as illustrated in Figure 7.3(b).

Figures 7.4(a) and 7.4(b) depict the MSE learning curves of the LMS and the FLMS algorithms, both using $\mu=0.03$, considering the interpolated systems $\mathbf{w}_{o, l}^{\prime}$ and $\mathbf{w}_{o, h}^{\prime}$, respectively. Notice, in both figures, that the F-LMS algorithm achieved lower steady-state MSE, thus outperforming the LMS algorithm.

Figures 7.5(a) and 7.5(b) depict the MSE learning curves of the LMS and the FLMS algorithms, both using $\mu=0.03$, considering the block-sparse systems $\mathbf{w}_{o, l}^{\prime \prime}$ and $\mathbf{w}_{o, h}^{\prime \prime}$, respectively. In both cases, the F-LMS algorithm achieved lower steady-state MSE, thus outperforming the LMS algorithm.


Figure 7.5: MSE learning curves of the LMS and F-LMS algorithms, both with step size $\mu=0.03$, considering the unknown systems: (a) $\mathbf{w}_{o, l}^{\prime \prime}$ and (b) $\mathbf{w}_{o, h}^{\prime \prime}$.

### 7.6.2 Scenario 2

In this scenario, we apply the LMS, the LCF-LMS, the ALCF-LMS, the I-LCF-LMS, and the AI-LCF-LMS algorithms to identify two unknown systems. The first unknown system is the predominantly lowpass system $\mathbf{w}_{o, l}$. The second unknown model is a block-sparse model, $\mathbf{w}_{o, l}^{\prime \prime \prime}$, defined as follows

$$
w_{o, l_{i}}^{\prime \prime \prime}= \begin{cases}0 & \text { if } 0 \leq i \leq 9  \tag{7.23}\\ 0.04+0.01(i-9) & \text { if } 10 \leq i \leq 17 \\ 0.5 & \text { if } 18 \leq i \leq 21 \\ 0.13-0.01(i-21) & \text { if } 22 \leq i \leq 29 \\ 0 & \text { if } 30 \leq i \leq 39\end{cases}
$$

In the case of the LCF-LMS and the ALCF-LMS algorithms, the input signal is an autoregressive signal generated by $x(k)=0.99 x(k-1)+n(k-1)$. However, we do not have any restrictions on the input signal when utilizing the I-LCF-LMS and the AI-LCF-LMS algorithms. Thus, we use a zero-mean white Gaussian noise with unit variance as the input signal when implementing the I-LCF-LMS and the AI-LCF-LMS algorithms. The step size $\mu$ for the all algorithms is 0.003 . Also, we adopt $\epsilon$ equal to 0.02 .

Figures $7.6(\mathrm{a})$ and $7.6(\mathrm{~b})$ show the MSE learning curves of the LMS, the LCF-LMS,


Figure 7.6: MSE learning curves of the LMS, the LCF-LMS, and the ALCF-LMS algorithms considering the unknown systems: (a) $\mathbf{w}_{o, l}$ and (b) $\mathbf{w}_{o, l}^{\prime \prime \prime}$.
and the ALCF-LMS algorithms. Furthermore, the MSE learning curves of the LMS, the I-LCF-LMS, and the AI-LCF-LMS algorithms are illustrated in Figures 7.7(a) and $7.7(\mathrm{~b})$.

Figure 7.6(a) shows the learning curves of the mentioned algorithms when they are applied to identify the predominantly lowpass unknown system $\mathbf{w}_{o, l}$. We can observe that the LCF-LMS algorithm, the blue curve, has high MSE but it has the lowest computational complexity. In the steady-state environment, it implements only one multiplication to calculate the error signal. However, the LMS algorithms, the black curve, requires forty multiplication to compute the error signal, and it has the highest computational burden. The ALCF-LMS algorithms have acceptable performances and, using $p=3$ and 7 , they need thirteen and six multiplication to calculate the error signal, respectively.

Figure 7.6(b) depicts the learning curves of the algorithms, when they are applied to identify the block-sparse lowpass unknown model $\mathbf{w}_{o, l}^{\prime \prime \prime}$. As can be seen, the LCF-LMS algorithm, the blue curve, has the highest MSE but it executes only three multiplication to compute the error signal. The red curve illustrates the remarkable performance of the ALCF-LMS algorithm. Indeed, its learning curve is extremely close to the learning curve of the LMS algorithm. However, in the steady-state environment, it implements only six multiplication to calculate the error signal.

Figure 7.7(a) illustrates the learning curves of the LMS, the I-LCF-LMS, and the


Figure 7.7: MSE learning curves of the LMS, the I-LCF-LMS, and the AI-LCF-LMS algorithms considering the unknown systems: (a) $\mathbf{w}_{o, l}$ and (b) $\mathbf{w}_{o, l}^{\prime \prime \prime}$.

AI-LCF-LMS algorithms when they are utilized in the identification of the predominantly lowpass unknown system $\mathbf{w}_{o, l}$. The three algorithms have the same convergence rate; however, the LMS algorithm has the best MSE, followed by the AI-LCF-LMS and the I-LCF-LMS algorithms. As can be seen, the superiority of the MSE of the LMS algorithm to the MSE of the other two algorithms is not remarkable but the LMS algorithm has higher computational load. In the steady-state environment, for the calculation of the error signal, the LMS algorithm implements 40 multiplication, whereas the I-LCF-LMS and the AI-LCF-LMS algorithms execute one and eight multiplication, respectively.

The MSE learning curves of the LMS, the I-LCF-LMS, and the AI-LCF-LMS algorithms, when they are applied to identify the block-sparse unknown system $\mathbf{w}_{o, l}^{\prime \prime \prime}$, are presented in Figure 7.7(b). The curves shown in this figure indicate that the LMS algorithm has the best misadjustment, followed by the AI-LCF-LMS and the I-LCFLMS algorithms. Moreover, we can observe that the three algorithms have similar convergence speed. We must note that the computational complexity of the LMS algorithm is higher than that of the I-LCF-LMS and of the AI-LCF-LMS algorithms. In other words, to compute the error signal in the steady-state environment, the LMS algorithm requires 40 multiplication; however, the I-LCF-LMS and the AI-LCF-LMS algorithms need three and six multiplication, respectively.

As can be seen, in Scenario 1, the learning curves of the F-LMS algorithm are
lower than that of the LMS algorithm. However, in Scenario 2, the learning curves of the LCF-LMS, the ALCF-LMS, the I-LCF-LMS, and the AI-LCF-LMS algorithms are higher than that of the LMS algorithm. It is worthwhile to mention that the computational complexity of the F-LMS algorithm is higher than that of the LMS algorithm, whereas the LCF-LMS, the ALCF-LMS, the I-LCF-LMS, and the AI-LCF-LMS algorithms require lower computational resources as compared to the LMS algorithm. Therefore, higher MSE in the performance of the low-complexity F-LMS algorithms is compensated by their lower computational complexity.

### 7.7 Conclusions

In this chapter, we have proposed a family of algorithms called Feature LMS (FLMS). The F-LMS algorithms are capable of exploiting specific features of the unknown system to be identified in order to accelerate convergence speed and/or reduce steady-state MSE, obtaining a more accurate estimate. The main idea is to apply a sparsity-promoting function to a linear combination of the parameters, in which this linear combination should reveal the sparsity hidden in the parameters, i.e., the linear combination exploits the specific structure/feature in order to generate a sparse vector. Some examples of the F-LMS algorithms having low computational complexity and exploiting the lowpass and highpass characteristics of unknown systems were introduced. Simulation results confirmed the superior performance of the F-LMS algorithm in comparison with the LMS algorithm.

Furthermore, we have introduced the low-complexity F-LMS (LCF-LMS) and the alternative LCF-LMS (ALCF-LMS) algorithms in order to exploit hidden sparsity in the parameter with low computational cost. For this purpose, we have defined the feature function. The proposed algorithms have lower computational burden compared to the LMS algorithm; however, they have competitive performance. Also, we have introduced the improved versions of the LCF-LMS and the ALCF-LMS algorithms. Numerical results showed the competitive performance of the AI-LCF-LMS algorithm while requiring less multiplication to compute the error signal.

In future works, we intend to investigate other choices for the sparsity-promoting penalty function and the feature matrix. Also, we want to analyze the stability and MSE of the F-LMS and the LCF-LMS algorithms.

## Chapter 8

## Conclusions, and Future Works

In this thesis, we have investigated a number of data-selective adaptive filtering algorithms. It is generally accepted that data selection is an effective strategy to reduce the computational resources of the adaptive algorithms. To benefit from data selection in adaptive filtering algorithms, we have utilized the set-membership filtering (SMF) approach.

In set-membership (SM) adaptive filtering algorithms, the inclusion of a priori information, such as the noise bound, into the objective function leads to some noticeable advantages. The SM adaptive algorithms evaluate, choose, and process data at each iteration of their learning process. These algorithms have the potential to outperform the conventional adaptive filtering algorithms. Indeed, they retain the advantages of their traditional counterparts; however, they are more accurate, more robust against noise, and have lower computational load.

Moreover, we incorporate some sparsity-aware techniques into the SM adaptive algorithms. Thus, we introduced some sparsity-aware set-membership adaptive filtering algorithms. In order to exploit the sparsity in system models, we utilized the $l_{0}$ norm approximation, the discard function, and the feature matrices. The $l_{0}$ norm approximation and the discard function exploit the sparsity in coefficients close to zero; however, the feature matrices exploit the sparsity in linear combination of the parameters.

### 8.1 Contributions

The thesis started by reviewing the classical adaptive filtering algorithms. Also, we have introduced the SM normalized least-mean-square (SM-NLMS) and the SM affine
projection (SM-AP) algorithms briefly. Then we have analyzed the robustness (in the sense of $l_{2}$ stability) of the SM-NLMS and the SM-AP algorithms. One of the major drawbacks of adopting the conventional algorithms is that one cannot guarantee the convergence of the algorithm independent of the choice of the parameters. However, when the additional noise is bounded, we have proved that the SM algorithms never diverge.

Moreover, the SMF approach has been generalized to trinion and quaternion numbers. Whenever the problem at hand suits both the quaternion and trinion solutions, the trinion algorithms clearly have an advantage over the quaternion ones in terms of computational burden. Furthermore, we have derived a new set-membership partialupdate affine projection algorithm. This algorithm can improve the convergence rate significantly, particularly in a nonstationary environment.

In addition, some data-selective adaptive filtering algorithms have been proposed in order to exploit sparsity in systems with low computational cost. The key idea is to apply the discard function and the $l_{0}$ norm approximation. In particular, the use of discard function can effectively decrease the computational complexity. Finally, we have derived some feature least-mean-square (F-LMS) algorithms to exploit hidden sparsity in models when adjacent coefficients have a strong relation. To this end, the feature matrices and the feature function play fundamental roles.

### 8.2 Future Works

In this section, we list our future works. Indeed, research into studying and analyzing the F-LMS and the low-complexity (LCF-LMS) algorithms is already in progress. We are investigating some mathematical properties, such as the stability and MSE, of the F-LMS and the LCF-LMS algorithms. Also, we are currently in the process of investigating other choices for the sparsity-promoting penalty function and the feature matrix.

A possible topic for research is to employ distinct feature matrices in an online basis aiming at verifying the best one for a given iteration. It is also possible to derive a multitude for feature matrices inspired by previous knowledge of the spectral content of the unknown system model.

Another future work will concentrate on proposing some set-membership quaternion-valued adaptive filtering algorithms to exploit sparsity in system models. Also, further works need to be performed in order to analyze the performance of the
proposed trinion- and quaternion-valued and partial-update adaptive algorithms.
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[^0]:    ${ }^{1}$ This is because Corollary 2 provides a sufficient, but not necessary, condition for $\|\widetilde{\mathbf{w}}(k+1)\|^{2}<$ $\|\widetilde{\mathbf{w}}(k)\|^{2}$.

[^1]:    ${ }^{2}$ In comparison to the NLMS algorithm, whenever the SM-NLMS algorithm updates it performs two additional operations: One division and one subtraction due to the computation of $\mu(k)$. However, for most of the iterations the SM-NLMS algorithm requires fewer operations because it does not update often.

[^2]:    ${ }^{1}$ A system whose impulse response presents this characteristic is formally known as a compressible system [1].

[^3]:    ${ }^{2}$ In this case, the complexity of the S-SM-AP and SM-AP algorithms are the same.

[^4]:    ${ }^{3}$ This additional reduction in the number of operations becomes more important as the filter order increases. For instance, in acoustic echo cancellation systems, in which the adaptive filter has a few thousands of coefficients [112, 113], this simple strategy implies in significant computational savings.

[^5]:    ${ }^{4}$ The results for the S-SM-AP algorithm are not shown here because they are almost identical to the results of the IS-SM-AP algorithm, but the latter has the advantage of requiring fewer computations.

[^6]:    ${ }^{1}$ A matrix similar to the $\mathbf{F}_{l}$ in (7.4) is already known by the statisticians working on a field called trend filtering 131].

